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Abstract

The maximum weight matching problem is a well-studied and central problem in graph theory,
for which a variety of exact and approximation algorithms exist. Parallelisation of these algorithms
is often hard, as it is for many graph problems. By designing an algorithm using the GraphBLAS
standard, we gain easy access to parallelism in executing the sparse matrix operations that constitute
the solution procedure.

We propose an approximation algorithm based on searching and applying a set of positive-gain
k-augmentations. In this method, searching for sets of 1-, 2- and 3-augmentations can be performed
in linear time in terms of the size of the input graph. By performing a series of these searches
and applying the positive-gain augmentations until none are available, we can guarantee a 3/4-
approximation of the true maximum weight matching.

We present several numerical results of experiments investigating the runtime of the algorithm
and quality of the obtained results.
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Chapter 1

Introduction

The maximum weight matching problem is a well-known and fundamental problem in graph theory.
A matching in a graph G(V, E) is a subset of pairwise non-adjacent edges of E. In a weighted graph,
the solution to the maximum weight matching problem is a matching where the combined weight of
its edges is the maximum of the weights of all matchings.

The GraphBLAS standard stems from the deep connection between graphs and matrices and the
observation that many graph algorithms can be expressed in the same basic building blocks of linear
algebra operations. When the state of the art of constructing these algorithms was mature enough,
there came a need for a standard set of these primitive building blocks such that research and com-
munication on these graph algorithms would not be hindered by overlapping of different standards
[11]. A community effort was launched to develop this standard that became the GraphBLAS, lead-
ing to a mathematical definition in [9]. Now that this definition and several implementations exist,
the focus is shifted to creating a large set of graph algorithms that use the standard, as is done in
[12]. This thesis is aimed at contributing to that effort.

In this thesis, we propose an approximation algorithm solving the maximum weight matching
(MWM) problem in general graphs using the GraphBLAS standard. We continue the work in the
thesis of Kemper [8], where an algorithm is proposed that makes use of positive-gain k-augmentations
with k = 1 and k& = 2. The algorithm using 1-augmentations guarantees a 1/2-approximation of the
maximum weight matching, and the algorithm using 2-augmentations is a good basis for achieving
a 2/3-approximation, although it cannot yet be guaranteed. Some ideas are also proposed for the
use of 3-augmentations which would result in a 3/4-approximation. Finding positive-gain 2- and
3-augmentations using the linear algebra methods of GraphBLAS is notably more difficult than
doing this for £ = 1, and it will be the main focus of this thesis. We will combine all methods
into one algorithm that will efficiently find a 3/4-approximation for general graphs and analyse this
algorithm in terms of runtime and quality of its results. This algorithm will consist of a series of
iterations that search for a set of augmentations and for it to be usable in practice, a theoretical
linear runtime of each iteration is required. We will thus provide a detailed runtime analysis of the
iterations in this thesis.

A great motivation for following the GraphBLAS standard is that the resulting algorithm will
be suited well for the use of parallelism. Graph algorithms are typically hard to parallelise, but
to perform computations on the largest data sets in a reasonable amount of time, this can become
essential. The use of GraphBLAS allows for easy access to parallel computation of the matrix
operations that make up the algorithm. Therefore we will also study the improvements in runtime
when executing the algorithm on multiple parallel threads.



In chapter [2| we define the problem and discuss any preliminary knowledge. We will also briefly
describe the use of the GraphBLAS standard and introduce the needed notation. The chapter
concludes with a set of basic and often-used procedures and their GraphBLAS implementation. The
approximation algorithm is described in chapter 3] The application of augmentations is discussed in
section[3.I]and our method for finding 1-augmentations is detailed in section[3:2} These sections also
function as a practical case for developing graph algorithms for readers unfamiliar with GraphBLAS.
An elaborate description of our methods for finding 2-augmentations is given in section [3.3] and we
do the same for 3-augmentations in section Each part builds on the previous and includes
a detailed runtime analysis. We discuss experiments performed using a C implementation of our
algorithm in chapter [} examining the runtimes and quality of the obtained approximations. Finally,
we conclude in chapter [5 and discuss the limitations of these results and give an outlook on future
work in chapter [6]



Chapter 2

Preliminaries

In the following sections we introduce the maximum weight matching problem, the GraphBLAS
standard and all relevant notation, revising the preliminary knowledge for this thesis. A more
elaborate introduction, as well as a discussion of existing approximation algorithms that solve the
maximum weight matching problem, either sequentially or in parallel, can be found in the thesis of
Kemper [§], on which this text is based. We start by describing some basic definitions and notation
of the necessary graph theory.

We consider a general graph G(V, E), with vertex set V and edge set E, without double edges
and self loops. Edges are adjacent to each other when they share a vertex and vertices are adjacent
to each other when they are connected by an edge. A vertex is incident to an edge if it is one of
the endpoints of that edge. Each edge (v1,v2) € E has a weight w(v1,v2), where in this thesis we
assume w(v1,v2) € Ry for every edge. The weight of a set of edges S is the combined edge weight,
so w(S) = Y cgw(s). When we assume |V| = n and |E| = m, G can be modeled as its n x n
adjacency matrix A containing m nonzeros a,,.,, = w(vy, v2).

A matching M is a subset of E where no two edges are adjacent. It reflects a selection of pairs
of vertices that are ‘matched’ to each other. Edges that are an element of M are called matched,
and the vertices that are endpoints of matched edges are called matched as well. Other edges or
vertices are unmatched. In a maximal matching M, none of the edges in E can be added to M with
M remaining valid. A maximum(-cardinality) matching has the highest number of edges possible
in any matching for G. This is referred to as a perfect matching if every vertex in V is incident to
a matched edge.

To solve the maximum weight matching problem, we search for a matching M of G such that
there does not exist a matching M’ with w(M’) > w(M), so the weight of M is maximal. Naturally,
the resulting matching will be a maximal matching, otherwise we could easily add another edge
to the matching and increase the combined weight. Note the obvious ambiguity in the use of the
terms maximum and maximal. We refer to the number of edges when explicitly using maximum or
maximal as an adjective for the matching, but we refer to the weight of the matching when using it
in any other way, like ‘maximum weight matching’ or ‘a matching of maximal weight’.

Our method of obtaining the maximum weight matching will come down to improving an existing
matching. We might start with a matching that is just an empty set and add a number of edges.
In trying to improve the matching, we require the definition of an alternating path or cycle and an
augmentation.

Definition 2.0.1 (Alternating path or cycle). Let M be a matching. A path or cycle of edges is
alternating if those edges are alternately drawn from the matching M and the rest of the graph



E\ M.

Definition 2.0.2 (Augmentation). Let M A P = (M \ P) U (P \ M) be the symmetric difference
of two sets, with matching M and alternating path or cycle P. Then P is called an augmentation
with respect to M if M A P is a valid matching. An augmentation with at most k£ unmatched edges
is called a k-augmentation.

If it is clear from the context which matching is used, in this thesis always matching M, P
will just be called an augmentation. The symmetric difference of M and P is the result of adding
the unmatched edges and removing the matched edges in the augmentation. We will refer to this
procedure as flipping or applying the augmentation. Our interest is in augmentations that improve
the current matching, which is not guaranteed. Augmentations have a gain value that is defined as

g(P)=w(P\M)—-w(PNM).

If g(P) is positive, P is a positive-gain augmentation, and applying P will increase the weight of
the matching. Our algorithm will search and apply all positive-gain k-augmentations for k£ up to
a certain number. Using the approximation lemma as proven by Pothen, Ferdous and Manne [15],
we can guarantee a lower bound on the weight of the matching obtained by the algorithm. The
approximation lemma is stated below.

Lemma 2.0.1 (Approximation Lemma). Let M be a matching of G and k an integer greater than
1. If no positive-gain (k — 1)-augmentations can be applied to M, then
k—1

TU}(M*) <w(M),

where M* is a matching with mazimum weight of G.

Using this lemma for our own purposes, we can conclude to have found a 3/4-approximation of the
maximum weight matching when we have applied all possible 3-augmentations to our matching.

Building on the theory above, we will design the approximation algorithm in chapter [3] after
describing the GraphBLAS standard in the following section.

2.1 GraphBLAS

We will summarise the main concepts from [8] on the GraphBLAS standard here and introduce
relevant notation.

Any graph can be represented fully by its adjacency matrix A. It is an n x n-matrix with nonze-
ros a;; that indicate a directed edge from vertex ¢ to j. Its values are a;; = w(3,J) for weighted
graphs and a;; = 1 for unweighted graphs. An undirected graph has a symmetric adjacency matrix.
Most of the elements in A will be zero. Like many of the matrices that we will be working with,
it is often quite sparse. The locations of nonzeros in the matrix as a whole will be referred to as
its sparsity pattern, a concept that we will use often in comparing matrices to each other. Because
of this representation of graphs as (sparse) matrices, many graph algorithms can be expressed in
terms of linear algebra operations, which is a field of research that has emerged and expanded in
the last twenty years [11]. The work by Kepner and Gilbert [10] contains a thorough explanation of
this linear algebraic approach to graph algorithms, suitable for readers new to this topic, covering
many practical examples. To help advance this research and support communication in this field,
the authors of |11] proposed a community effort to define a standard for linear algebra building



blocks to build these graph algorithms. This led to a mathematical definition of foundations for
the GraphBLAS standard by Kepner et al. in 2016 |9]. The next step was an implementation of
the standard, for which a definition for a C API was given by Brock et al. [2], and the SuiteS-
parse:GraphBLAS C implementation by Davis [3] is what we use in this thesis. Currently, a number
of GraphBLAS libraries exist and the focus is shifted to creating a large set of graph algorithms
following the GraphBLAS standard, as done in the LAGraph library [12], for example.

The GraphBLAS standard defines a set of sparse matrix and vector operations using many
different semirings. The specific GraphBLAS semiring is defined in the following way, using a
commutative monoid. We also require an addition operator & and multiplication operator ®.

Definition 2.1.1 (Commutative monoid). Given an operator @ : D x D — D, the algebraic
structure (D, @, 0) is called a commutative monoid if the following holds for all a,b,c € D

e Commutativity: a®b=bF a
e Associativity: (a®b) Dc=a® (b®c)
e Identity element: a 0 =a =06 a.

Definition 2.1.2 (GraphBLAS semiring). The algebraic structure (D, ®, ®,0) is called a Graph-
BLAS semiring if

e (D, ®,®,0) is a commutative monoid with the addition operator

e the multiplication operator is a closed binary operator where multiplication distributes over
addition.

Matrix multiplication of matrices By and Bs using the semiring (D,®,®,0) is denoted as
B; ®.© By. Similarly, matrix-vector multiplication of B and vector b is denoted as B &.® b.
Of course, standard matrix multiplication uses the (R, +, x,0) semiring. Using this semiring for
matrix-vector multiplication of an adjacency matrix B with unit vector e; results in a vector con-
taining nonzero values for all neighbouring vertices of vertex 1. This can be interpreted as one step
in a Breadth-First Search algorithm on a graph, and thus we find a connection between a basic step
in a graph algorithm and a linear algebra operation. However, the true strength of GraphBLAS lies
in the use of different operators for addition and multiplication, of which we will see a number of
examples in practice in section and sections thereafter. It allows for a wide array of operations
on graphs via linear algebra.

GraphBLAS allows for more types of operations, of which we will mention a number of essential
ones here. Element-wise multiplication and addition of matrices B; and B follows standard con-
ventions in GraphBLAS. The main difference between the two are the effect of zero elements, where
b®0=>band b®0 = 0 for any element b of B;. For the resulting matrix as a whole, multiplica-
tion produces an intersection of the sparsity patterns of B; and Bs and addition produces a union
of the sparsity patterns. Using any binary operator o, element-wise multiplication is denoted as
B; (®,0) By, for By and Bj either both matrices or both vectors. Similarly, we denote element-wise
addition as B; (@, 0) Bs. We make an exception for standard element-wise addition and subtraction,
usually formulated as B; + By and B; — Bs.

Masking of a matrix B with mask M is denoted as B(M). This requires M to be a boolean matrix
of the same size as B. If M(i,7) is true then B(M)(i,j) = B(i,7) and otherwise B(M) = 0. When
using a mask M that is not a boolean matrix, we abuse the notation B(M) and imply a masking
operation with boolean matrix M’ where M’ (i, ) is false if M (i, 7) is zero and true otherwise.



The number of operations with zero elements will be substantial with the use of sparse matrices.
With efficiency in runtime and storage in mind, the GraphBLAS standard distinguishes between
implicit and explicit zeros, which we will do in this thesis from now on as well. In the GraphBLAS
data structures, implicit zeros are not stored, but only the locations and values of explicit values
in the matrix. If such an element is 0, we refer to it as an explicit zero. This greatly reduces the
amount of storage needed for storing sparse matrices. Since the value of implicit zeros is not stored,
their actual value is determined by the zero element in the semiring used for that operation, and it
might not be 0. In designing graph algorithms, we need to pay attention to the effects of the used
operators and zero element to ensure the correct outcome. The value of implicit zeros will always
be assumed to be 0 in this thesis, unless mentioned otherwise.

2.2 Notation and functions

Here we will mention some other notation used in the thesis. The complement of a boolean matrix
B or vector b is denoted as B or b, respectively. We use the := operator for assignment of an
existing matrix or vector with new values. An entirely implicit matrix, often returned by a function
that finds no result, is denoted as Myp. Vectors are written in boldface, and we assume that every
vector is a column vector, unless mentioned otherwise. Every transposed vector will therefore be a
row vector.

One often-used operation in this thesis is permutation of rows or columns of a matrix. For some
matrix B that has only one nonzero per row, we denote PP as the permutation matrix corresponding
to B that has the same pattern of nonzeros, but each nonzero has value 1. We will only do this
when PP is in fact a valid permutation matrix, although we allow some rows of B and P” to be all
zeros, when this is inconsequential to the result. The inverse of a permutation matrix is often the
same matrix, in which case we will just use the original matrix without notice.

We use a number of standard GraphBLAS functions in pseudocode listings. The function
select(B,criterion) creates a matrix of the same size as input matrix B and only copies the
explicit values of B that adhere to the given criterion. The reduce(B, o) function creates a vector
from the input matrix B by applying the given binary operator to all values of each row of B. The
same function exists for vectors and we omit the operator input when the input matrix only has one
explicit value per row.

A list of the functions used in our algorithms can be found in table Matrix-matrix mul-
tiplication and functions like reduce use binary operators o to produce a result. Apart from the
standard +, — and x-operators, the used binary operators are listed in table

The SuiteSparse:GraphBLAS implementation gives useful bounds for the time complexity of each
step, summarized in [3]. We list the time complexity of the functions that are used in table To
determine these values, the storage format of the matrices is essential. Matrices are stored in the
compressed-sparse row (CSR) format by default, but other options, like compressed-sparse column
(CSC) or structures for hypersparse matrices, are also possible. We assume the CSR format unless
specified otherwise. Selection and reduction by row have straightforward implementations using the
CSR format and take O(n+ k) time when applied to an n x n-matrix with k& nonzeros. Element-wise
operations are handled either in a set-union or in a set-intersection manner, the element-wise addition
and multiplication respectively. Their implementations differ slightly, but are both guaranteed to
have a time complexity of O(n + k1 + k2) when using two matrices with respectively k; and ko
nonzeros. Matrix-matrix and matrix-vector multiplication is handled in one of three ways, which we
discuss further in the next section. In short, the creation of an n X n-matrix from two matrices with
a constant number of explicit values per row, like two n x 1-vectors, using a mask with k explicit



values can be done in O(n + k) time. Matrix-vector multiplication where the matrix has k explicit
values has the same time bound.

] Binary operator o \ Result of z oy ‘

max Return the maximum of z and y
min Return the minimum of « and y
iseq Return 1 when z = y and 0 when z # y
pair Return 1 when z and y are both explicit values and 0 otherwise
any Return either = or y, decided by the program
first Return x

second Return y
firsti Return the index of x

secondi Return the index of y

Table 2.1: List of used binary operators.

2.3 Basic procedures

In this section, we cover a number of basic procedures that will be reused often in the algorithms in
chapter [3l They are listed in table with their theoretical time complexity.

Fast matrix-matrix multiplication with a mask

In general, matrix-matrix multiplication is a slow operation that requires more than linear time.
Even when multipying a (possibly full) column and row vector of length n, to an n x n-matrix,
which we will do often in this thesis, the runtime can be more than linear. However, we might
not be interested in all values of the result matrix, but only need explicit values indicated by some
mask matrix. If this mask has O(m) explicit values, we should theoretically be able to perform the
operation in O(n + m) time. Suppose we have column vector v, row vector w and a mask matrix
Binask with O(m) explicit values, and calculate

B = (V +.+ W)<Bmask>'

The addition operator in the used semiring does not influence the result here, so without any
consequence we choose to use the +-operator. The result B is an n X n-matrix with O(m) explicit
values, ideally requiring O(n + m) time to calculate.

As indicated by the GraphBLAS C API, the SuiteSparse:GraphBLAS implementation actually
only applies the mask after calculating the intermediary result (v +.+ w) in what is called the
mask/replace phase (see [2], [3] and [4]). In this situation, it is highly inefficient and we need
SuiteSparse:GraphBLAS to take the mask into account during the multiplication of the vectors.
Matrix-matrix multiplication relies on three algorithms in SuiteSparse:GraphBLAS: Gustavson’s
algorithm, a heap-based method and a dot-product formulation [3]. The implementation chooses
the method it deems most suitable for each situation, but it can be forced to use a method selected by
the user. For the masked matrix-matrix multiplication that we want to perform here, it is required
to always use the dot-product formulation method. It is intended for this purpose and uses the mask
exactly as we need it.



Function \ Result \ Time complexity ‘

B; (®,0) Bo, . - s
eAdd(Bi, By, o) Element-wise addition with binary operator o O(n+ ki + k2)
By (®, o) Bs, . e . . .
eMult(By, By, o) Element-wise multiplication with binary operator o | O(n + ki + k)
B1(Bs) Masking operation on By with mask Bs O(n+ k1)
Matrix-matrix multiplication with a mask,
B; ®.® BI(Bj3) where By and Bs have a constant number of O(n + k3)
explicit values per row
B ®.® b Matrix-vector multiplication O(n+ k1)

Copy each explicit value of By to the result

select(B), criterion) that adheres to criterion O(n + k1)
roncep) | A B err s ol s o [ o
soectron(py vy | e S v B o
selectColums(Bj, b) Copy theﬂelzpileigifltx’lailfuzs(ii)ni;:(;l;llr)rllir(ljz of By to O(n+ k)
soserion(p) | CoP ol e mm ol i o
naxPerColumn(B,;) Copy only the maximum explicit value in O(n + k1)

each column of B; to the result

Table 2.2: List of used GraphBLAS functions. Let B, Bs and Bs be three n x n-matrices with k1,
ko and k3 nonzeros, respectively, and let b be a column vector of length n.

Taking this into account, we can do the same with two n X p-matrices, C; and Cy with O(1)
explicit elements per row, and calculate

B = (C] D.® CQT)<Bmask>

in O(n 4+ m) as well, independent of p.

Select rows and columns of a matrix

A very common operation is keeping only the explicit values from a matrix B that are in some given
set of rows or columns. To do this for keeping given rows, we require a vector v which has explicit
values at exactly the indices corresponding to the rows that should be kept in the result. Then we
can create a mask Bj,qsr by multiplying v with a full vector z and using B as a mask,

Brask = (V +.+ ZT)<B>

Note the masked multiplication as described above in this section. The result B* is obtained by
applying the new mask, so B* = B(Bjask). These steps can both be performed in O(n + m) time.
In pseudocode we write B* = selectRows(B,Vv), or B* = selectColums(B,v) for the analogous
method for selecting the given columns in a matrix.



Select the maximum value per row

A procedure that we perform often is selecting the maximum value in each row or column of a matrix.
Suppose we want to only select the maximum value in each row of matrix B. In case of ties, we
choose the element with the highest column index. We aim to create a matrix B,,,sx that indicates
exactly those values and we apply it as a mask. Using a reduction over the rows of B using the
max-operator, we obtain vector b with the maximum of row ¢ of B at b(i). We can multiply b with
the transpose of a full vector z using the +.first operation to obtain an n X n-matrix where each
column is the same as b. Here we will use B as a mask to restrict the number of operations, only
obtaining the relevant explicit values. We choose to provide z to the algorithm at the start as a full
vector of explicit values of 1, requiring O(1) storage in the SuiteSparse:GraphBLAS implementation.
An element-wise multiplication with B using the ‘is equal’ (iseq) operation results in a matrix C'
indicating the positions of all 1-augmentations with the maximum gain in each row. So,

C = B (®,iseq) (b +.first z7)(B).

Here C' has multiple explicit values in a row if there were any ties, otherwise there is only one explicit
value in a row. Now we need to solve those ties and only keep the value in each row with the highest
column index. Instead of a reduction, we now use a matrix-vector multiplication of C and a full
vector using the max.secondi operation, and obtain a vector ¢ containing the highest column index
of the explicit values in each row of C. We also use a matrix K with explicit values K(p,q) = ¢
if C(p,q) is explicit, so each value in K reflects its own column index. Now we take an approach
analogous to the previous step, calculating

¢ = C max.secondi zT

Brask = K (®,iseq) (c +.first z7)(C).

After removing the zeros from B,,.s it indicates exactly the required explicit values in B, so we
apply it as a mask to B. A pseudocode listing for the procedure can be found in algorithm [T} with
details on the O(n 4+ m) time complexity of the method. An analogous approach can be used for
selecting the highest value per column.

Algorithm 1 maxPerRow: Select maximum value per row

Input: Input matrix B, a full vector z of explicit values 1
Output: Result matrix B* with only the maximum value per row of B, using the highest

column index in case of ties

1: b = reduce(B, max) > Reduction; O(n + m)
2: C = eMult(B, (b +.first z7)(B),iseq) > Masked mxm-mult, e-wise mult; O(n + m)
3: ¢ = C max.secondi 27 > mxv—mult O(n +m)
4: Create matrix K with K(p,q) = ¢ for C(p, q) explicit O(n+m)
5 Bmask = eMult(K, (c +.first z7)(C),iseq) > Masked mxm-mult, e-wise mult O(n+m)
6: Biask = select(Byask, 10nZeros) > Selection; O(n + m)
7. B* = B(Bmask) > Masking; O(n)
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Chapter 3

Algorithm

This chapter contains a detailed description of our algorithm, listed in algorithm [2, and its main
components.

Algorithm 2 MWM approximation algorithm - main loop

Input:  Adjacency matrix A of a weighted undirected graph G(V, E),
an iteration strategy STRAT
Output: Matrix M reflecting a 3/4-approximation of the MWM of G

M = My

k=1

while any positive-gain k-augmentation exists for k = 1,2,3 do
A = SearchAugmentations(4, M, k)
M = FlipAugmentations(A4, M, A)
k = SelectStrategy(STRAT, k)

end while

We take the adjacency matrix A of a weighted undirected graph G(V, E). Starting with a
completely empty matching, we set parameter k = 1 and start the main loop of the algorithm which
consists of searching a set of augmentations, applying them to the matching and selecting a new
value for k. Based on the passed parameter k, method SearchAugmentations uses one of three
distinct methods to obtain a set of positive-gain k-augmentations. However, each method has a
similar structure:

1. Find all potential locations where a k-augmentation might exist, which we refer to as its center.

2. Calculate the gain of the best k-augmentation for each center. This ensures that we find at
least one positive-gain augmentation if one exists. These values are saved in matrix G. Under
some conditions a center might not have any k-augmentation available, and the method should
then automatically produce an implicit value for this center in G,. Information on the vertices
that an augmentation contains is saved in a matrix Dj.

3. Select only positive values in Gy, since we are only interested in applying positive-gain augmen-
tations. If G is now completely empty, terminate the algorithm early and return A = My.

11



4. Solve conflicts between the found set of augmentations, as it is most likely that not all can be
applied at the same time without issues. We solve the conflicts by reducing the set of found
augmentations, while making sure the set will retain some of its elements, striving to keep this
number large.

5. Create matrix A from Dj, that indicates the edges that can be added to the matching to apply
the resulting set of augmentations.

After finding the set of augmentations, we apply them to the matching using the flipping algo-
rithm in FlipAugmentations. Then we decide the new value for parameter k, either 1,2 or 3, using
a predetermined strategy and start a new iteration. These strategies are discussed in chapter

In section 3.1} we give an algorithm for applying a set of augmentations for general k, introducing
the methodology of the GraphBLAS standard in a practical setting. The searching methods for
k = 1,2,3 are described separately and in full detail in sections to each building on the
previous section.

3.1 Flipping algorithm

Each method for searching the different types of k-augmentations results in an augmentation matrix
A indicating with its explicit values all edges that should be added to the matching. Therefore we
require a method that uses this matrix to efficiently add the correct edges to the matching and that
removes any previously matched edges adjacent to the newly added ones. A useful observation is the
possibility to use an element-wise multiplication with the second-operator of A and adjacency matrix
A and add the result element-wise to M to easily add the newly matched edges to the matching.
We will use a similar method to remove the correct edges.

The edges (vi,v2) € E that need to be removed are currently in the matching, so M (vq, v2) and
M (vg,v71) are explicit values. They only need to be removed if (v1,v3) or (ve,v4) will be added to the
matching for some vs, v4 € V. In other words, we need to remove (vy,vs) if A(vy,v3) or A(va,vy) are
explicit. Since both M and A have at most one element per row, we can check for these conditions
by reducing the matrices by row to vectors m and a respectively, and finding the vector r that is the
intersection of their sparsity patterns. The intersection is found using an element-wise multiplication
with the pair operator, which returns pair(m(v),a(v)) = 1 when both m(v) and a(v) are explicit
values and zero otherwise. The indices of the explicit values in this vector r mark the vertices whose
currently matched edge needs to be removed. We can find the correct elements in M by multiplying
r with a transposed full vector z of values 1 and using M as a mask. To the resulting matrix R we
add its own transpose, to make sure we remove both M (vy,v2) and M (ve,v1). A standard element-
wise product of R and M results in a matrix that allows us to remove the correct elements by an
element-wise subtraction from M. Now the complete update of the matching is done by

M:=M+ A (®,second) A — R (®,x) M.

We end with removing any explicit zeros from the result.

A full pseudocode for this method of flipping the correct edges for general k-augmentations can
be found in algorithm [3] All steps are operations like reductions, element-wise multiplications and
additions, and masked matrix-multiplications, but only on matrices with O(n) explicit elements.
This leads to a time complexity of O(n), detailed further in the pseudocode.
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Algorithm 3 FlipAugmentations: Flipping algorithm for general k-augmentations

Input: Augmentation matrix A, matching M, a full vector z of explicit values 1

Output: An updated matching M with improved weight

1: m = reduce(M) > Reduction; O(n)
2: a = reduce(.A) > Reduction; O(n)
3: r = eMult(m, a, pair) > Element-wise mult; O(n)
4 R=(r +.x zT)(M) > Masked mxm-mult; O(n)
5: R=R+RT > Element-wise add; O(n)
6: M = M + eMult(A, A,second) — eMult(R, M, x) > Element-wise add + mult; O(n)
7: M = select(M,nonzeros) > Selection; O(n)

3.2 Finding 1-augmentations

A l-augmentation is an unmatched edge (4, j) in a graph and possibly a matched edge (i, k) adjacent
to i and another matched edge (j,1) adjacent to j. We define i as its start vertex and j as its end
vertex, and say that a l-augmentation is centered around (i,j). For each vertex v in the graph,
we would like to select the best possible positive-gain l-augmentation with v as its start vertex.
After properly removing any occurring conflicts, we are left with a set of 1-augmentations that
we can use to improve our matching, that will not be empty if any positive-gain 1-augmentation
exists. To this end, we calculate the matrix [A \ M] by performing an element-wise addition using
the minus-operator of A and M, and selecting the remaining non-zeros a;; from the result. Each
explicit element in [A \ M] contains the weight of the unmatched edge centered in a potential 1-
augmentation. For all of these centers there exists a l-augmentation, which means that only for
start vertices that are matched and that are not incident to any unmatched edges there does not
exist a l-augmentation.

Our aim is to transform this matrix to contain elements reflecting the gain of each of these
l-augmentations. We start by calculating the vector m,, containing the weight of a matched edge
adjacent to vertex v at its corresponding index, if v is indeed in the current matching. This is
done by summing over each row in M and thus reducing the matrix to a vector. The gain of any
l-augmentation is expressed as

where we use the indicator function corresponding to some edge set F

1 if (’Ul,vg) el

15(v1,v2) = {o if (01, 02) ¢ E.

Therefore, finding each correct gain value of the l-augmentations in [A \ M] requires subtracting
the weights of the possible matched edges adjacent to ¢ and j. We do this by calculating matrix
(m,, +.+ mZ) with a mask [A\ M], resulting in the value m,, (i) + m,,(j) at the relevant positions
(i,7). This requires m,, to be a fully explicit vector, as the multiplication of m,, (i) and m,,(j)
will result in an implicit value if either one is implicit, even when we use the addition operator for
multiplication. Performing another element-wise subtraction gives the desired result

G1=[A\ M] — (my +.+ my,)({[A\ M]).
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Figure 3.1: An example graph containing three possible 1-augmentations.

We can perform these calculations for the instance described in fig. where

11 1 1]
1 2
(m,, ++ mb)(a\ M) = || | 2l
1 2 2
And so,
ANM] (my, +.4 mD)(A\ M)
2 2 0
2 5 2 2 0 3
Gi = 3~ 2| ~ 1
5 3 2 2 3 1

If all values in G are nonpositive, we cannot improve our matching using 1-augmentations and the
algorithm can be terminated. First we will select the elements whose value is greater than zero in
G1 and then check the number of remaining explicit values of G1, which is done in O(1) time in
SuiteSparse:GraphBLAS. If there are no explicit values in GG1, we terminate the method and return
an empty set of augmentations.

In order to obtain the desired set of 1-augmentations to improve the matching, we aim to create
a matrix with the values in G; but selecting only the highest positive-gain 1-augmentation for each
row, and choose the one with the highest column index in the case of ties. So we can use the
algorithm from section to select these values, resulting in matrix D;. The explicit values of Dy
indicate at most one positive-gain 1-augmentation for each starting vertex with the highest possible
gain for that vertex.

Now we will adapt D; to indicate a set of 1-augmentations that do not conflict with each other.
Any l-augmentation centered around (i,5) is completely determined by its start and end vertex.
The only conflicts between two l-augmentations centered around (4,j) and (i’,j’) that can occur
are: the sharing of a start vertex ¢ = 4’; the sharing of an end vertex j = j'; or a start vertex being
the end vertex of the other augmentation ¢ = j'. Since we have selected at most one 1-augmentation
for each start vertex, the first conflict cannot occur here. We choose to solve the other two types
of conflicts by an element-wise multiplication of D; and its own transpose, resulting in A. We do
this using the pair operator, which returns pair(Df (p,q), D1(p,q)) = 1 when both DT (p,q) and
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D1 (p, q) are explicit values and zero otherwise. Calculating the transpose of Dy is fast enough since
it contains O(n) elements. Going back to the instance in fig. the calculation is

DT Dy A

3

w
—

(®, pair) =
31 3 1

—_

The conflict of sharing an end vertex results in two explicit values in column j of D;. Since we
have at most one value per row, at least one of the two values in column j will disappear after the
multiplication. When we have ¢ = j/, entry D;(j,¢) will not be an explicit value and so A(4, j) will
be zero after the multiplication. We will refer to A as the augmentation matrix. One can easily
check that if two 1-augmentations share different vertices than mentioned above, both can be applied
without issues.

A full pseudocode listing for this method of searching for l-augmentations can be found in
algorithm[@ Being a straightforward combination of selection, reduction, element-wise multiplication
and addition and previously described methods, it has a time complexity of O(n 4+ m), as detailed
per step in the pseudocode comments.

Algorithm 4 SearchAugmentations(A, M, 1): Searching for 1-augmentations

Input: Adjacency matrix A, matching M, a full vector z of explicit values 1
Output: Augmentation matrix A with explicit values indicating a set of 1-augmentations

suitable for improving the matching

1: [A\ M] = select(A — M,nonzeros) > Selection, e-wise add; O(n + m)
2: m,, = reduce(M) > Reductlon O(n)
3: m,, = fullvector(m,,) O(n)
4: Gy = [A\ M] — (m,, +.+ mI)([A\ M]) > Masked mxm-mult, e-wise add,; O(n—l— m)
5. G = select(Gy,positive) > Selection; O(n +m)
6: if G4 7& Mq) then ( )
7: D, = maxPerRow(G1) > Max per row algorithm; O(n +m)
8: A = eMult(DT, Dy, pair) > E-wise mult, transposition; O(n + m)
9: else

10: A= My > O(1)
11: end if

3.3 Finding 2-augmentations

A 2-augmentation is either a l-augmentation or an augmentation consisting of exactly two un-
matched edges. We will refer to the latter type as a proper 2-augmentation. These proper 2-
augmentations are centered around a matched edge (7,7) and have two adjacent unmatched edges
(i,k) and (j,1) where vertices k and [ possibly are matched as well. We use the notation as tuple
(4,7, k,1) for such a proper 2-augmentation. Here we will describe an algorithm for searching a set of
positive-gain proper 2-augmentations. We will only discuss proper 2-augmentations in this section,
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so any 2-augmentation is assumed to be proper here. Taking each edge in the matching as the center
of a proper 2-augmentation, we try to find the highest positive-gain augmentation for each matched
edge. After removing conflicts, we are left with a set of augmentations that will not be empty if any
positive-gain augmentation exists.

The crucial observation is to see that a proper 2-augmentation consists of two l-augmentations
sharing either one or two matched edges. We will refer to these as path and cycle augmentations,
respectively. Generally, we will obtain the best proper 2-augmentation centered around (i,7;) if
we find and combine the best 1-augmentations with ¢ and j as start vertices. Its gain is the sum
of the gain of both l-augmentations and the weight of the center matched edge. Note that two
negative-gain 1-augmentations can be combined into a positive-gain 2-augmentation because of this
correction to the gain with the weight of the center. The method of calculating the gain this
way fails when it finds a path augmentation, when in truth a cycle augmentation is optimal. The
cause is the true gain of that cycle augmentation being the sum of the gains of its 1-augmentations
where a correction must be made for both matched edges. We choose to calculate both the best
cycle and path proper 2-augmentations separately and select the best one for each matched edge
afterwards. A path augmentation will always exist for a matched edge if either endpoint has an
available 1-augmentation, but a cycle augmentation is not guaranteed. The two algorithms below
will reflect this fact and the selection procedure will also handle this correctly, as described in each
corresponding section.

For each center, we require the following results from both the path and cycle augmentation
method if a corresponding positive-gain augmentation exists: the center edge (i, j), the gain of the
highest-gain augmentation and the vertices k£ and [. We will collect the gain values in matrices
G5 and G at locations (i,7), for cycle and path augmentations, respectively. We can combine
them with an element-wise addition using the max operator, effectively selecting the best of both
augmentations per center edge, by

G2 = G5 (@, max) Gb.

If G5 is empty because neither method has found any positive-gain augmentations, we can return
A as an empty matrix.

Vertices k and [ are stored in matrices DS for cycle augmentations and D for path augmentations,
by one explicit value per row at (4, k) and (4,1). We need to combine these matrices into D2 according
to the selection of path and cycle augmentations made for G5. We will create a vector ¢ that indicates
which rows of D§ we need, and from D5 we can then take the rows indicated by the complement of
c. We create matrix C by

C=(z+.x 2" ){(GS),

so C has values 1 where a positive-gain cycle augmentation is possible. Then we apply the comple-
ment of G5 as a mask, now keeping only the values where there does not exist a path augmentation
and thus we need the cycle to be selected there. Now we multiply G§ and G5 element-wise using
the greater-than operator to find those centers where a cycle is optimal, and add the result to C.
Reducing C to a vector ¢ gives us the vector we require.

In handling conflicts, issues and edge cases that occur only at a subset of vertices, we would
like to implement a type of conditional for vertices, where we check if a certain situation arises at a
vertex and then take some action if this is the case. If we can construct a vector with explicit values
at indices corresponding to exactly those vertices, we can use it to select specific rows and columns
in matrices and values in vectors that will be modified. Vector c is an example of this, as is using
vector m to only work on vertices that are matched. By taking intersections or unions we can create
a vector that combines different conditionals.
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A situation that occurs often, is the need to operate on just one vertex of a matched pair (i, 7).
We might make the choice to only operate on values in a matrix corresponding to matched edges
where ¢ < j. We can find these indices by reducing the upper triangular part of matching M to a
vector myy, since it only contains explicit values at (7, j) in rows where ¢ < j. This means my has an
explicit value at index ¢ but not at index j. Equivalently, my, is a reduction of the lower triangular
part of M, indicating the highest indices of matched pairs.

3.3.1 Cycle augmentations

This section discusses the algorithm to find the best cycle proper 2-augmentation for each matched
edge in A. The steps are given in pseudocode in algorithm We aim for a matrix G§ that has
explicit values G§(i,j) containing the gain of the best positive-gain cycle 2-augmentation (i, j, k, 1),
and a matrix D§ with D§(i, k) and D$§(j,1) explicit.

A matched edge (i,7) can certainly be the center of multiple cycle augmentations. We will
calculate the gain value of each and select the best one. Without loss of generality, we will assume
in the following description of our algorithm that (i,5) is the center of two cycle augmentations
(i,7,k,0) and (i,7,K',1"), where k # k' and [ #I’. Figure describes this situation.

Figure 3.2: Two cycle augmentations with the same center (3, j).

In all cycle augmentations, every vertex is matched. Thus we select only the rows and columns of
A of matched vertices using vector m, producing A,,. This will also allow us to use the permutation
matrix corresponding to M for permuting the rows and columns of Ay,. For a matched edge (i, j),
we need to check if one of the unmatched connections of ¢ is matched to one of the unmatched
connections of j. If this is the case, a cycle augmentation exists. We permute the rows of A with
PM and thus swap rows i and m(i), so row i of the result will contain values indicating all edges
connected to j = m(i). Permuting the columns of the result, gives a matrix AY that indicates in
row 7 the vertices that are matched to vertices connected to j. Naturally, these two steps can be
performed in any order, so we choose

AM — pM g PM

Now Am(i, k) and AM (i, k) contain the weight of edges (i, k) and (j, 1), respectively. For unmatched
edges incident to ¢ or j that are not part of a cycle 2-augmentation at least one of these values is
implicit. By element-wise multiplication using the + operator we add the weights of both edges or
get an implicit zero, so

C=Am (®,+) A).
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Tllustrating this using the instance in fig. with disappearing explicit values highlighted in red,
this calculation is

/

ij kLK U pqp q

i 13 2 1 13 2 1
il 3 2 1 1 3 2 1
2 1 3 1
131 31
K |2 1 2 1
rlo2 1 (®,+) 2 1 =
p |1 3 3
q 1 3 3
p 3 1 3
al 3 ] i 3 ]
A AM

2.6 4 T

P 6 4

6 2

6 2
4 2
4 2
6
6
6
L 6 .
C

Only the unmatched edges (%, p) and (j, ) are not part of a cycle augmentation, so the corresponding
elements disappear in C. Of course, A, (4,7) and AM (i, j) both contain w(3, j) so for those elements
the multiplication leads to C(i,j) = 2w(i,7). Suppose a matched edge is not part of any cycle
augmentation, then C(i,7) will be the only explicit value in row i.

The goal here is to have C(i, k) be the gain of cycle 2-augmentation (i,j,k,l). We need to
subtract the weight of matched edges (¢,) and (k,) to achieve this. We create an n x n—matrix
where each element contains the sum of the weight of these edges by (m,, +.+ mZI)(C) and subtract
the matrix from C, resembling the step in calculating l-augmentations. Clearly, C(4,j) is now an
explicit zero.

Now row ¢ of C' contains explicit values at C(i, k) and C(4, k"). We will select the maximum value
per row and the value with the highest column index in case of ties. However, supposing C* (i, k) is
selected, we have no guarantee that I’ < [ and that C(j,1) is selected as well. To work around this
issue, we select only the rows of matched edges (i, j) where ¢ < j using my. The result is D§. Only
the positive-gain augmentations are relevant, so we select these. For any center that is not part
of a cycle augmentation, all explicit values will have been removed from the corresponding rows at
this point. If D§ is completely empty, we can return both G§ and D§ as empty matrices, otherwise
we need to perform these last few steps. With D5(¢, k) being the only explicit value in that row as
needed, we will also set D§(j,1) = D5(i,k) as the only explicit value in row j, which is currently
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fully implicit. This is done by a permutation of rows and columns with P as seen above and then

adding it to the original

D§ := DS + PMDspM.

The desired result G§ is derived directly from matrix D§. The only explicit value in row i of
G$ should be G§(i,7) = D5(i, k), so the result r of a reduction by row of DS allows us to put the
explicit values at the correct location by calculating G§ = (r +.first z7)(M).

Algorithm 5 SearchCycle2Augs: Searching for cycle 2-augmentations

Input: Adjacency matrix A, matching M, vectors m, m,,, my, my, a full vector z of

explicit values 1
Output: Matrices G5 and D5

1: Am = selectColums(A, m)

2: Am = selectRows(Am, m)

3: AM = permuteRows(Am, PM)

4: AM = permuteColums(AM PM)
5 C = eMult(AM A, +)

6: C =C — (m, +.+ mL)(C)

7. D§ = selectRows(C, my)

8: D§ = maxPerRow(D5)

9: D§ = select(D§,positive)

10: if D§ # My then

11: DY = permuteRows (DS, PM)
12: D¢ = permuteColums (DY, PM)
13: D5 = D§ + D

14: r= reduce(Dg)

15: GS§ = (r +.first z7)(M)

16: else

17: =My

> Row/Column selection; O(n + m)
> Row/Column selection; O(n + m)
> Permutation; O(n + m)

> Permutation; O(n + m)

> Element-wise mult; O(n + m)

> Masked mxm, e-wise add; O(n + m)
> Row/Column selection; O(n + m)
> Max per row algorithm; O(n + m)
> Selection O(n)

o(1)

> Permutatlon O(n)

> Permutation; O(n)

> Element-wise add; O(n)

> Reduction; O(n)

> Masked mxm-multiplication; O(n)

> O(1)

3.3.2 Path augmentations

This section discusses the algorithm to find the best path augmentation for each matched edge
(7,4). The steps are given in pseudocode in algorithm @ As stated before, the best path proper 2-
augmentation is a combination of the best 1-augmentations for (i, k) and (j,1). These l-augmentations
can be found using the algorithm in section where they are stored in matrix Dy, which contains
the best 1-augmentation for each starting vertex. The gain values of all 1-augmentations are stored
in G;. We are only interested in l-augmentations for starting vertices that are matched, so we
can select these rows using vector m from Dj, resulting in matrix D5. A multiplication with the
+.secondi operator of D and a full vector z puts in vector a the end vertex of each 1-augmentation,
and a reduction per row of D leads to a vector a, containing the gain of each augmentation. Here
we aim to construct the matrix G5 that has explicit values G4 (i, j) that are the gain of the best
path augmentation with center (4, 7). This gain consists of the gain of both 1-augmentations stored



in DY and the weight of the center matched edge, which has been corrected for twice in calculating
the gain of the 1-augmentations, and thus

Gy (i,§) = D3 (i, k) + D3(4,1) + M (i, j),
= ay(1) +a,4(j) + M(G, ).

Similar to the construction of G1, we build G} by calculating
Gh = (ag +.+ aj )(M) + M.

We now have a matrix containing the gain of the best 2-augmentation per matched edge used as the
centre, with at most one element per row. We select only the positive-gain augmentations. Suppose
one of either endpoints ¢ or j does not have any available 1-augmentations, then G5(i,j) would
become implicit since multiplication with any implicit value, even using the addition operator, will
not produce an explicit value.

Ideally, we would now like to make the selection between path and cycle augmentations and
remove any conflicts. However, we need to remove certain invalid path augmentations. These can
only exist if GY is not empty, otherwise we can return G5 and D} as empty matrices.

Our method of combining 1-augmentations might lead to one type of invalid 2-augmentation,
where k = [, as illustrated in fig.

Figure 3.3: An invalid path augmentation found in an example graph where £ = [. Changing either
of the 1-augmentations leads to a valid 2-augmentation.

These invalid augmentations cannot be applied so they must be removed from the set, but (i, j)
might be the center of another positive-gain proper 2-augmentation that is valid. To meet the
maximum weight lower bound we need to search for it. Describing this case from the viewpoint of
vertex ¢, we have a(i) = a(m(i)). As before, we would like to solve this issue at every occurrence at
once using matrix operations, so we will construct a vector ¢ indicating with the indices of its explicit
values the vertices i where a(i) = a(m(i)). Now using PM for permutation of the values in vectors,
we can see that calculating v = PMa gives v(i) = a(m(i)). A simple element-wise multiplication
c=a (®,iseq) v leads to the desired vector ¢ representing the conditional a(i) = a(m(i)) for each
matched vertex 7.

We choose to try to create a new 2-augmentation using the second-best 1-augmentation starting
at ¢, assuming ¢ < j. The new 2-augmentation will be valid, since k = [ cannot occur now. This might
not lead to a positive-gain 2-augmentation, so we also attempt using the second-best 1-augmentation
at j, which must also result in a valid 2-augmentation. These two steps are performed independent
of each other so the order does not matter. We choose to operate first on the vertices that are
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indicated by both ¢ and mys, so the pair operator can be used in an element-wise multiplication to
obtain the intersection of both vectors. We choose to remove the best 1-augmentations for ¢ from
G4 and calculate the rest of the algorithm for 1-augmentations again, now leading to G%,, and D%,,.
The same is done for vertices indicated by ¢ and mj, leading to matrices G5, and DE,. These
matrices are then combined into the final G5 and D%, choosing the best 2-augmentation for each
center. The specific steps for removing the best 1-augmentations from G; are omitted, but consist
of straightforward combinations of element-wise additions and multiplications of matrices with the
right rows selected.

Combining the two best 1-augmentations might also result in a cycle 2-augmentation. In this
case, the gain that is calculated will be incorrect; its value is too low. We choose to leave this as is.
The cycle algorithm will find the same or a better cycle augmentation, and the algorithm will prefer
it over the incorrect one.

Algorithm 6 SearchPath2Augs: Searching for path 2-augmentations

Input: Adjacency matrix A, matching M, vectors m, m,,, my,my, a full vector z of
explicit values 1
Output: Matrices G5 and D}

1: Gy, Dy = SearchAugmentations(A, M, 1) > O(n+m)
2: DY = selectRows(D;, m) > Row/Column selection; O(n)
3: a= D +.secondi z > mxv-multiplication; O(n)
4: a, = reduce(DY) > Reduction; O(n)
50 GY = (ag +.+ a) (M) + M > Masked mxm-mult, e-wise add; O(n)
6: G5 = select(GY,positive) > Selectlon O(n)
7. if G5 # Mj then o(1)
8: v = permuteVector(a, PM) > Permutatlon O(n)
9: c = eMult(a, v,iseq) > Element-wise multiplication; O(n)
10: ¢, = eMult(c, my, pair) > Element-wise multiplication; O(n)
11: c; = eMult(c, my, pair) > Element-wise multiplication; O(n)
12: Remove best 1-augmentations from G; in rows of ¢,
and calculate G5, and DY, > O(n+m)
13: Remove best 1-augmentations from G in rows of ¢;
and calculate G5, and DY, > O(n+m)
14: Combine G5, and G%; w1th G%, and D%, and D%, with D%
to obtain the correct positive- gam path 2-augmentations. > O(n+m)
15: else
16: DE = My > O(1)

3.3.3 Conflicts

Now we have obtained the best 2-augmentation for each matched edge and we will select a subset of
these that do not have any conflicts. Two distinct proper 2-augmentations (4, 4, k, 1) and (¢', 5/, k', 1")
cannot share any of their vertices if applied, since all the vertices will be matched after flipping,
which in all but one case leads to an invalid matching. The one exception occurs when k = j/,i =
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;7 =m(l') (or any analogous situations, which effectively are 3-augmentations), which is allowed,
but for simplicity of the method below we will remove one of the augmentations anyway. From any
set of conflicting augmentations, only the one with the highest gain will be selected. We set up a
matrix I' where the gain of each augmentation is an explicit value at (i,14), (i,7), (i, k) and (i,1), so
at four locations in the row corresponding to the start vertex. The gain of each augmentation is the
result of the reduction of G to a,. Matrix I' can be obtained by the following operations

Tinask = diag(m) + M 4 Dy + PM Dy,
I' = (a, +-first ZT)<Fmask>,

Each of the terms adds one of the necessary explicit values per row to I';,4s%, Wwhich is then used to
assign the correct gain value at the right indices in each row. If a column of I' has more than one
explicit value, that vertex is part of multiple proper 2-augmentations, which we do not allow. We
choose to select the maximum per column and use the highest column index to break ties. Next,
the number of explicit values per row is calculated using a +.second multiplication of I" with a full
vector of values 1. Now we select only the values that are equal to four, as these values reflect the
2-augmentations that ‘survived’ the selection process. The result is vector v. Matrix Dy contains
exactly the unmatched edges that need to be flipped for applying each 2-augmentation. If we select
the rows indicated by v from D> and add to it its own transpose, we get the desired matrix A that
can be passed on to the flipping procedure.

The algorithms for searching cycle and path 2-augmentations and combining them are listed as
separate methods in pseudocode in algorithms[5|to[7] Every step consists of basic steps like selection,
reduction to a vector, (element-wise) matrix multiplication and addition, or an algorithm seen earlier
in the thesis. Often we work with matrices with only one element per row/column, which in this
case leads to a runtime of O(n) for algorithm [7| after the first two steps. Algorithms [5|and |§| have a
runtime of O(n + m). This is detailed further in each pseudocode listing.

3.4 Finding 3-augmentations

A 3-augmentation is either an augmentation containing exactly three unmatched edges or a (pos-
sibly proper) 2-augmentation. Like before, we will refer to 3-augmentations with exactly three
unmatched edges as proper 3-augmentations and this section will focus on finding this type. The 3-
augmentations are centered around an unmatched edge (4, j), and vertices i and j are both matched,
to k and [ respectively. Now k and [ are incident to unmatched edges (k,p) and (I, ¢), and p and
g are possibly matched vertices as well. We denote a 3-augmentation by the tuple (4,7, k, [, p, q).
Again, we can make a distinction between path and cycle augmentations. For a valid path augmen-
tation, all vertices 4, j, k, 1, p, ¢ and possibly m(p) and m(q) are pairwise distinct. This can easily be
verified by considering each possible instance, but intuitively one can see that each vertex is incident
to an unmatched edge, and an alternating path where two vertices coincide will have two adjacent
unmatched edges or it must be a cycle augmentation. The former is an invalid augmentation of
course. In a valid cycle augmentation, we have either m(p) = ¢ and m(q) = p, a hexagonal cycle
augmentation, or k = ¢ and [ = p, which is a square cycle augmentation. Like before, we deal with
each type of augmentation separately.

We recognize that a 3-augmentation (4,7, k,1,p,q) is a center unmatched edge (7, ;) and two 1-
augmentations with start vertices k and [. We refer to these 1-augmentations as the k-arm and l-arm,
respectively. A basic 3-augmentation is shown in fig. Naively, its gain would be g(i, j, k, 1, p,q) =
g(k,p)+9(l,q)+w(i, j). For path augmentations this is indeed the case, and as such we will structure
our method for finding path 3-augmentations around combining the best 1-augmentations around
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Algorithm 7 SearchAugmentations(A, M, 2): Searching for 2-augmentations

Input: Adjacency matrix A, matching M, vectors m, m,,, my,my, a full vector z of
explicit values 1
Output: Augmentation matrix A with explicit values indicating a set of 2-augmentations

suitable for improving the matching

1: G§, D§ = SearchCycle2Augs(A4, M, m, m,,, my, my,) > O(n+m)
2: GY, DY = SearchPath2Augs(A, M, m, m,,, my, my,) > O(n+m)
3: Go = eAdd(GS, GY, max) > Element-wise add; O(n)
4: if Gy 7& M@ then > O(l)
5: a, = reduce(G2) > Reduction; O(n)
6: C = (z+.x z")(GS) > Masked mxm-multiplication; O(n)
7 C = C(GE) + eMult(GS, G, >) > Element-wise multiplication, O(n)
8: C = select(C,nonzeros) > Selection; O(n)
9: ¢ = reduce(C) > Reduction; O(n)
10: Dy = selectRows(D5, ¢) + selectRows(D5, ) > E-wise add, row/col selection; O(n)
11: Tynask = diag(m) + M + D, + permuteRows(Do, PM) > E-wise add, permutation; O(n)
12: I = (a, +.first z7)(Tpnask) > Masked mxm-multiplication; O(n)
13: I' = maxPerColumn(I") > Max per column algorithm; O(n)
14: v =T +.second z > mxv-multiplication; O(n)
15: v = select(v, [= 4]) > Selection; O(n)
16: v = v + permuteVector(v, PM) > E-wise add, permutation; O(n)
17: A = selectRows(Da, V) > Row/Column selection; O(n)
18: A=A+ AT > E-wise add, transposition; O(n)
19: else
20: A= M, > O(1)
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the center, in an algorithm based on the method by Duan and Pettie [6]. The challenge lies in finding
the best k- and [-arm whose vertices are pairwise distinct in order to obtain a valid augmentation
while preserving the linear runtime of the algorithm. As it turns out, we can find the best path 3-
augmentation in constant time per center for an O(m) number of centers. This method is described

in section B.4.1]

k-arm l-arm

Figure 3.4: A basic 3-augmentation.

Square cycle augmentations are proper 2-augmentations in practice, and we choose to let the
2-augmentation algorithm deal with these and completely ignore them here. This choice requires us
to pay attention in structuring of the full algorithm to solve this correctly.

Searching the optimal hexagonal cycle augmentation per center poses a serious obstacle. In a
similar issue as before, a naive calculation of the gain will return a value that is too low, and it
would need to be corrected by adding w(p, q). We have very little information a priori on the effect
of this correction on the gain. The following example shows that we cannot create an algorithm
that considers all cycle augmentations in O(n + m) time. Consider the complete graph K, on n
points with a perfect matching. In fig. the graph is shown with its vertices split in two groups
of n/2 points, both arranged in circles stacked on top of each other. The pairs of vertices that are
aligned vertically are matched. We have w possible centers for cycle augmentations, namely
all unmatched edges. If we choose one of these edges, then we have the vertices i and j of the
3-augmentation, and k and [ as well as they are the matches of ¢ and j. To complete the cycle, we
need to choose p and ¢ as the endpoints of the k- and [-arms and all of the n — 2 remaining vertices
are an option. To find the best cycle augmentation, each k-arm and l-arm must be combined, while
correcting for w(p, g), to calculate the gain. Choosing this combination means choosing one of the
n — 2 remaining matched edges in the graph, since p and ¢ are matched. This means any method
that tries to search the best hexagonal cycle augmentation for all ©(n?) centers will have at least a
©(n?) runtime, even when taking symmetries into account, and thus a linear runtime is not feasible.

This fact is also recognized by Duan and Pettie [6], who show that we do not need to consider
all hexagonal cycle augmentations to obtain a set of positive-gain augmentations that will help us
improve the matching to a 3/4-approximation of the maximum weight matching. Crucial is the
theorem from Pettie and Sanders [14], formulated below as in [6].

Theorem 3.4.1 (See [6] and [14]). Let M be a matching in a graph and M* be a maximum weight
matching. Let gi(a) = %ﬂw(a \ M) —w(an M) if a is a k-augmenting cycle and gi(a) = g(a) if a
is a k-augmenting path. There is a set Ay of vertex disjoint k-augmentations such that

> o) 2 g (w7 — w(M)),
aCAyg

This can be interpreted as follows. Giving each augmentation an alternative gain value where
cycles are slightly devalued, there still exists a set of vertex disjoint k-augmentations where the sum
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Figure 3.5: The complete graph K,, shown as K35. Not all edges are drawn for clarity.

of these alternative gain values will improve the matching sufficiently. Duan and Pettie show that
their method finds a set of k-augmentations A} whose true gain is at least as high as that sum, so

S 9@ > S gila),

a€A} a€Ay

and as such improves our matching sufficiently as well.

In the algorithm, which does have an O(n +m) runtime, only path augmentations are calculated
and cycle augmentation are ignored unless we happen to find one by accident. To emphasize this
essential fact, it means we are still able to achieve the desired 3/4-approximation by considering
a set of augmentations that does not necessarily contain all positive-gain cycle augmentations, in
O(n +m) time. Our algorithm based on [6] for calculating path augmentations but adapted to the
GraphBLAS standard is given in the next section.

3.4.1 Finding path 3-augmentations

In this section we give an algorithm for finding path 3-augmentations based on the algorithm by
Duan and Pettie [6] for computing a (3/4 — ¢)-approximate maximum weight matching, adapted to
the use of the GraphBLAS standard. We will first summarise the relevant part of the algorithm and
then provide a method for implementing the algorithm in terms of matrix operations.

Basic Algorithm

The aim is to find the proper path 3-augmentation with the highest gain per possible center and
create a set of positive-gain vertex disjoint augmentations from these by removing any conflicts.
This requires the following four steps.

1. We search all possible centers for 3-augmentations (i, j), which are all unmatched edges where
both endpoints are matched vertices. These centers also determine the vertices k and [. The
O(m) centers should be found in O(m) time.

2. For computing the best 3-augmentations, we require a list of the four best arms per vertex k
and [ of each center. The creation of each of these lists should have a runtime in the order of
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the degree of the corresponding start vertex. Given an average degree of d in the entire graph,
this step should have a total runtime of O(nd) = O(m).

3. Per center, we need to combine an arm from each list, so we choose the best k- and [-arm that
are vertex disjoint and have the highest combined gain. This should be done in O(1) time
per center. We are certain to obtain a valid 3-augmentation when only considering the top
four k/l-arms since at most three k-arms can conflict with (¢, ) U (4,1, ¢, m(q)) for some l-arm,
namely when k = j, k = or kK = q. Any other k-arm must be valid. The analogous statement
for l-arms holds as well. As such, comparing the top four k/l-arms results in the highest-gain
path 3-augmentation. If we were to use the fifth best k-arm and some [-arm, a better option
that is also valid with the [-arm is found in the top four, leading to a higher total gain. Note
that this statement is certainly not true for cycle augmentations. However, combining k- and
l-arms from the top four best arms can result in a hexagonal cycle 3-augmentation by accident.
The calculated gain will be too low, so if the augmentation gets selected we allow it and the
matching might be improved even more. Square cycle 3-augmentations are considered invalid
by this algorithm, which is acceptable because these will be found by the 2-augmentation
algorithm.

4. We take only the positive-gain augmentations and remove conflicts similar to the method for
2-augmentations. This should take O(m) time.

We find a total runtime of O(m), but we will accept an O(n + m) runtime due to the nature of
the GraphBLAS implementation of matrix operations.

Implementation

We will provide a GraphBLAS implementation for each of the steps mentioned in the previous
section. As before, we work towards a matrix Gz that contains at (¢, ;) the gain of the best path 3-
augmentation for the corresponding center. After solving conflicts within this set of augmentations,
the result should again be a matrix 4 with explicit values indicating the edges that need to be added
to the matching, which for each 3-augmentation are the edges (i, 5), (k,p) and (I, q).

Since we need to know the vertices ¢, j,p and ¢ — other vertices are deduced from the current
matching — and the gain per augmentation, we have a lot information to keep track of. The Graph-
BLAS standard allows for the use of matrices containing elements of a user-defined type, and the
algorithm below will make use of tuples (v, z1,z2) where v is a floating-point value and z; and x5
are both integers. We can work with these tuples by defining semirings and operators that work
specifically for these elements. We will denote these operators with a f-symbol. For example, we
define the binary maxf-operator working on two tuples ¢, and ¢, as

t t1 if t1.0 > to.w
t1 max' to = .
to otherwise.

A pseudocode listing is found in algorithm [§]

1. Finding all centers (i,7) is a simple step of calculating [A \ M] and selecting the rows and
columns indicated by m, thus obtaining all unmatched edges where both endpoints are matched.
All steps are done in O(n+m) time. The result [A\ M]* is symmetric, and contains each center
twice. The following steps would preserve that symmetry and we would do the necessary work
twice. Therefore, we can use the upper triangular part [A\ M|}, as indication of the centers
without problems.
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2. To create the lists of four best arms per center endpoint, we require matrix G; from our 1-
augmentation algorithm to provide all necessary data. We select only the rows corresponding
to vertices that are matched, since the start vertex of a k/I-arm should be matched. Selecting
the best arms per augmentation comes down to selecting the best l-augmentation from G,
per start vertex, which we can do by using the maxPerRow algorithm. The precise steps are
omitted here, but it is a straightforward combination of steps that we have seen before. The
results are matrices K, , Ly, and vectors ky, and 1, for z; = 1,2,3,4. These two vectors
will have values of our user-defined type. The explicit elements are the following for each k-
arm in the top four per augmentation center: K, (i,i), K, (i, k) and K, (i, p,) explicit and
k., (i) = (9(¢, k, Pz, , M(Psy)), Psy, 0). For each l-arm in the top four, we have: Ly, (4,7), Lz, (4, 1)
and Ly, (J, ¢z, ) explicit and 13, (5) = (9(4,1, ¢z, ,m(qz,)), 0, @z, ). Now K, and L, contain the
vertices of each zq1th best k/l-arm as explicit values and will be used to test for conflicts
between the arms. Vectors k,, and 1,, contain the gain and p and g vertices per k/l-arm and
will be used to combine and create the path 3-augmentation. All steps are done in O(n + m)
time.

3. Per center, we need to combine each k-arm in the top four with each l-arm in the top four,
which we do in a double for-loop, iterating over x1 and xo, with x1,22 = 1,2, 3,4.

This step revolves around two matrices, F' and C*. Matrix C* functions as a mask, it indicates
all locations where we will combine a k- and l-arm. Combining arms happens in two steps. In
the first step we try to combine two arms, and see at which locations a conflict occurs. In the
second step we actually combine the arms at all locations where we now know a conflict will
not occur.

At the beginning of each zi-iteration, this is done at all possible centers, so we set C* =
[A\ M]};. In the first xo-iteration, we will try to combine the best k- and [-arm for each
center. In some cases this will lead to an invalid augmentation, which is where matrix C
comes in. By matrix multiplication C' = (K, any.pair LL )(C*), we obtain an explicit value
in matrix C' at (i,7) if any of the vertices in the k- and l-arm overlap, meaning they are
incompatible. These found centers are not suitable in this iteration, so we take them away by
masking C* with the complement of C.

The steps above represented trying to combine arms. Now that we know where we actually
can combine them — at each center saved in C* — we will do so and save the result in matrix
F. Combining the arms is done by multiplication F = (k,, +f.+1 17 )(C*), such that

F(ZJ) = (g(i,k,pml,m(pml) +g(jalvq$27m(qr2)))7pfc17qr2)'

In the next zs-iteration, we will try to combine arms at exactly those locations where a conflict
occurred in the current iteration, so we set C* := C. Note the interplay between C* and C
each iteration. In each iteration, C* denotes the locations where we can combine two arms
without conflicts, and C denotes the locations where we cannot. These locations where we
cannot are exactly the centers where we will try a new combination in the next iteration.

In the new x5 iteration, we want to save the new combinations in F'. It still contains explicit
values from the previous iteration, and the new values occur at different locations in the matrix,
so we can set F:= F + (k,, +.+T 152)<C*> without any issues. When we have performed the
steps for xy = 4, we save the result of F in G3 by Gz = G5 (©, max!) F, keeping always the
current best combination of k- and [- arms in Gj3.

4. To find the correct gain values per augmentation, we need to add the weight of the center edge
to the combined gain of the arms, so we add [A\ M]}; to G3. We select only the positive-gain
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augmentations from G3, or return an empty matrix if none have been found. Now we add the
transpose of G3 to itself, since we started the algorithm with only the upper triangular part of
[A\ M]*. Since G3 now has O(n) explicit values, this operation is cheap in terms of runtime.

We can solve any conflicts between the found augmentations, by first recognizing that for any
centers (4,71) and (i, j2) only one of the augmentations can be applied because of the shared
vertex. From G3 we select the element in each row with the highest gain value by using the
standard method but using operators adapted to dealing with the tuple elements. Next, we
implement the same method for solving conflicts in the 2-augmentation algorithm by setting
up a matrix I', here with six explicit values per row, namely (i,1), (i, j), (¢, k), (¢,1), (¢, p), (4, q),
all containing the gain of the single 3-augmentation saved in row i of G3. We select the
highest value per column of I' and any row that remains with six explicit values represents
an augmentation that has passed the selection procedure. We select these rows from G5 and
then create matrix D3 with three explicit values of 1 for each remaining tuple in G3. These
locations are (4,7), (k,p) and (l,q). By adding to D3 its own transpose, we have the desired
result A that can be passed on to the flipping procedure. All steps are done in O(n+m) time.
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Algorithm 8 SearchAugmentations(A, M, 3): Searching for 3-augmentations

Input: Adjacency matrix A, matching M, vector m, a full vector z of
explicit values 1
Output: Augmentation matrix A with explicit values indicating a set of 3-augmentations
suitable for improving the matching

1: [A\ M] = select(A — M,nonzeros) > Selection, e-wise add; O(n + m)
2: [A\ M]* = selectRous([A\ M],m) > Row/Column selection; O(n + m)
3: [A\ M]* = selectColums([A\ M]*, m) > Row/Column belectlon O(n+m)
4: G = SearchAugmentations(4A, M, 1) O(n+m)
5:

6: for x1 =1,2,3,4 do > O(n+m)
7 From G, create:

8: K., with explicit values at (i,1), (¢, k) and (4, ps, )

9: k., with values k., (¢) = (9(4, k, Dy, m(Pz,)), Py 5 0)
10: L, with explicit values at (4,7),(J,1) and (4, gz, )
11: 1., with values 1, (§) = (9(J, 1, ¢zy, m(¢x,)), 0, ¢z, )
12: end for
13:
14: =My
15: for 1 = 1,2,3,4 do > O(n+m)
16: F=My
17: C*=[A\ M,
18: for zo =1,2,3,4 do

19: C = (K, any.pair LT )(C*) > Masked mxm-multiplication; O(n + m)
20: C* = C*(C) > Masking; O(n + m)
21: F=F+(k,, +T.4T 12 )(C*) > Masked mxm-mult, E-wise mult; O(n + m)
22: cr=C
23: end for
24: G3 = eAdd(G3, F, max') > Element-wise add; O(n 4+ m)
25: end for
26:
27: (3 = eAdd(G3, [A\ M]3, +1) > Element-wise add; O(n + m)
28: ('3 = select!(G3, positive) > Selection; O(n + m)
29:
30: if G35 # My then > O(1)
31: G3 = Gs+1 GY > Element-wise addition; O(n)
32: G'3 = maxPerRow! (G3) > Max per row algorithm; O(n + m)
33: Create matrix I where (4,14), (4, 7), (i, k), (4,1), (¢, p), (¢, q)
contain gain per augmentation starting at ¢

34: I' = maxPerColumn(T") > Max per column algorithm; O(n)
35: v =1 +.second z > mxv-multiplication; O(n)
36: v = select(v, [= 6]) > Selectlon O(n)
37: Create matrix D3 with 1 at (¢,7), (k,p), (I, q) in rows of v O(n)
38: A= D3+ DT > Element-wise add O(n)
39: else
40: A= M, > O(1)
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Chapter 4

Experiments

In this chapter we perform several experiments using an implementation of the algorithm described
in the previous chapter. This C implementation can be found at https://github.com/DavidDieude
Best/ApproximatingMWMGraphBLAS, and makes use of SuiteSparse:GraphBLAS [3]. Instructions for
use of the code and program can be found in the readme file attached to the code and in appendix[A]
All tests are performed on a MacBook Pro (2020) with 8 GB 2133 MHz LPDDR3 RAM memory
and a 1.4 GHz Quad-Core Intel Core i5 processor. The graphs used for these experiments are
obtained through the SuiteSparse Matrix Collection [5]. We load these graphs as Matrix Market
data (.mtx) using the algorithm from the LAGraph library [12], a collection of algorithms that use
GraphBLAS. The graphs are listed in table All are undirected graphs without double edges.
The human_genel and mouse_gene graphs contain self loops, which we remove in a preprocessing
step before calculating any matching.

Graph name n m | Matching weight upper bound
Binaryalphadigs_ 10NN 1404 9 696 91.5
G22 2 000 19 990 1 000

MISKnowledgeMap 2 427 28 511 965.9
cond-mat 16 726 47 594 9 968.5
hi2010 25 016 62 063 1 103 986 256.5
har_ 10NN 10 299 75 868 488.2
astro-ph 16 706 121 251 8 261.2
sd2010 88 360 205 361 7 681 459 041.5
12010 484 481 1173 147 15 108 221 779.5
tx2010 914 231 2 228 136 39 547 303 682.5
human_genel 22 283 | 12 323 680 1121

mouse_gene 45 101 | 14 461 095 1 553.4

Table 4.1: A selection of graphs from the SuiteSparse Matrix Collection [5] that we use in experiments
for our algorithm, sorted by number of edges in the graph.

We restate that the main structure of our algorithm consists of a loop where each iteration
consists of searching proper k-augmentations, flipping the found augmentations and determining a
new k value. This is shown in algorithm [9] Integer k determines what type of augmentations are
searched in an iteration, so choosing the value for k£ can come to involve some strategy. To ensure
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the 3/4-approximation result, all strategies must end with three iterations, for k = 1,2,3, where
method SearchAugmentations does not find any positive-gain augmentations.

A straightforward strategy might be to search 1-augmentations until no positive-gain augmenta-
tions are found, then switch to proper 2-augmentations. When no positive-gain proper 2-augmentations
are found, we check if new l-augmentations have become available. If neither 1- or proper 2-
augmentations can be found with positive gain, we switch to proper 3-augmentations, and finish
when no positive-gain augmentations for £ = 1,2, 3 are left.

We show results for different strategies in section First we look at the quality of obtained ap-
proximations in section [d.I]and the runtimes of each of the methods in section[f.2] There we will also
discuss the runtime improvements when using the parallelism provided by SuiteSparse:GraphBLAS.

Algorithm 9 MWM approximation algorithm - main loop

Input: Adjacency matrix A of a weighted undirected graph G(V, E),
an iteration strategy STRAT
Output: Matrix M reflecting a 3/4-approximation of the MWM of G

M =M,
k=1
while any positive-gain k-augmentation exists for k = 1,2,3 do
A = SearchAugmentations(4, M, k)
M = FlipAugmentations(A4, M, A)
k = SelectStrategy(STRAT, k)
end while

N2 TN

4.1 Quality

We will test the quality of maximum weight matching (MWM) approximations obtained through the
algorithm to see if we can indeed get 3/4-approximations of the true MWM. However, calculating
the MWM for larger graphs in the data set is not feasible in a reasonable amount of time using even
the optimal O(nm + n?logn) algorithm by Gabow [7]. Alternatively, we can quite easily find an
upper bound for the weight of the MWM using lemma as described in [1].

Lemma 4.1.1 (Upper bound on matching weight [1]). For any graph G(V, E), let M* be a matching
for G with maximum weight, then an upper bound on the matching weight is given as

w(M*) < % Z max{w(u,v) | (u,v) € E}.
veV

Intuitively, we can see that this bound holds by viewing the edge set as a set of half-edges,
dividing each edge into two half-edges, either connecting to one of the endpoints. Now each vertex
contributes the weight of its heaviest connected half-edge to the total weight, which is at most half
of the weight of the heaviest edge connected to that vertex. In table this upper bound on the
weight is given for each of the graphs in the used data set.

When only performing iterations for searching l-augmentations, we will theoretically obtain a
1/2-approximation of the MWM. Results for searching for 1-augmentations until no positive-gain
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augmentations are left are shown in fig. For each graph, we show the calculated weight as
a fraction of the upper bound of the MWM as given by lemma We see that we obtain an
approximation that is far better than a 1/2-approximation for each network, and even often find
a 3/4-approximation. In truth the approximations might even be better since we used an upper
bound, and therefore these values reflect a lower bound on the approximation.

Quality of approximation weight

mouse_gene

human_genel

MISKnowledgeMap

|
|
|
Binaryalphadigs_ 10NN |
G22 |
har_10NN |

x2010 | |
|
|
|
I
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Graphs

astro—ph
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cond—-mat

I I I I |
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Matching weight quality

Figure 4.1: The weight of found MWM approximations for each graph as a fraction of the MWM
upper bound as in table The MWM approximations are calculated using only 1-augmentations.
Bars passing the blue line indicate at least a 3/4-approximation of the true MWM.

For a better comparison between obtained approximations, we can use the gap-to-optimality
metric. A matching M has a gap-to-optimality value of

w(M*) —w(M)
w(M*) ’

where M™* is a matching with maximum weight.

Using the strategy described in the previous section, we can run the algorithm three times.
Once for searching only l-augmentations, once for 1- and 2-augmentations, and once for all types
of augmentations. Results on the gap-to-optimality to the upper bound of its MWM of obtained
approximations are shown in fig. We see that adding 2-augmentations improves the gap-to-
optimality somewhat, and then also adding 3-augmentations gives a much smaller improvement.
For some graphs, like hi2010 and 12010, adding 2- and 3-augmentations does allow us to guarantee
a 3/4-approximation. For most other graphs this was already obtained using only 1-augmentations.
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This might also have been the case for hi2010 and f12010, but we cannot be certain since we only
have the upper bound of the MWM and not the true MWM.

Gap-to-optimaly when searching with higher k

O 1-augmentations
mouse_gene B 1-, 2-augmentations
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Figure 4.2: The gap-to-optimality to the MWM upper bound of found approximations for each
graph when searching for only l-augmentations, both 1- and 2-augmentations, and 1-, 2- and 3-
augmentations.



4.2 Runtime

We can analyse the runtimes of different iterations — referring to either searching for 1-, 2- or 3-
augmentations or flipping augmentations — to get some insight into useful strategies for the order of
execution of iterations. In table we show the mean runtime of each type of iteration for each
graph. Matrix G22 turned out not have any possible centers for 3-augmentations.

Graph name 1-Aug Search | 2-Aug Search 3-Aug Search | Flipping
Binaryalphadigs 10NN 0.001 0.006 0.011 0.0002
G22 0.002 0.013 | Not performed 0.0002
MISKnowledgeMap 0.002 0.015 0.022 0.0003
cond-mat 0.007 0.068 0.170 0.0018
hi2010 0.010 0.084 0.133 0.0027
har 10NN 0.008 0.060 0.080 0.0010
astro-ph 0.010 0.099 0.133 0.0027
sd2010 0.034 0.304 0.451 0.0080
12010 0.168 1.772 2.698 0.0492
tx2010 0.349 3.515 5.527 0.0974
human_genel 1.486 9.083 10.447 0.0024
mouse_gene 1.699 10.650 11.579 0.0050

Table 4.2: Mean runtime in seconds per iteration type for each graph.

We see that flipping augmentations is the fastest action, and that searching 2- and 3-augmentations
is notably more expensive in terms of runtime than searching 1-augmentations. These results are to
be expected from the algorithm theory, since searching 2- and 3-augmentations requires more steps
in the algorithm in comparison to the other methods. We can conclude that a strategy for obtaining
fast runtimes, would perform as few 2- and 3-augmentation searches as possible, even if it means
replacing these types of iterations with multiple 1-augmentation searches and flipping iterations,
since these are relatively cheap. The values from table can be plotted for each graph against the
size of the graph as given by m. Noting that for each graph we have m > n, we would like to see
that these runtimes indeed indicate a runtime of each iteration that is linear in terms of the size of
the graph, as concluded in the theoretic analysis. The fitting of a least squares regression line on the
log values of each set of data points indeed results in a line with a slope of 1.048, 1.035 and 0.970
for searching 1-, 2- and 3-augmentations, respectively. The error bounds fall between 0.04 and 0.07,
further confirming the theoretical linear runtime. Since the flipping algorithm has an O(n) runtime
and the human_genel and mouse_gene graphs have a small number of vertices, their mean runtimes
for flipping are relatively small in comparison to the other larger graphs.

The runtimes mentioned so far have all been obtained by single-threaded execution of the pro-
gram. Using SuiteSparse:GraphBLAS with OpenMP allows us to use its internal parallelism without
any extra work in programming. Executing the algorithm with more processors results in different
runtimes, shown in fig. [£:4] Using more processors will involve extra work that needs to be per-
formed, and there will often not be an even distribution of work among the processing units. We see
that the smallest graphs do not have any faster runtimes when using more processors, likely due to
the extra work outweighing the gain in processing power. This data set indicates that using more
processors becomes more beneficial when dealing with larger graphs. We see that for the largest
graphs runtimes can become more than twice as fast with computation on four processors.

We note that the MacBook Pro used for these experiments has only four physical cores and
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Figure 4.3: Mean runtime in seconds per iteration type for each graph against its size in terms of
m, plotted on log-log scale from the values in table

achieves eight parallel threads via hyperthreading. We can therefore not expect to obtain the results
that compare to using eight physical cores. Moreover, we see that using eight threads does not result
in any runtime improvement in almost all cases in this data set.

Since 2- and 3-augmentation searches are quite expensive in terms of runtime, we might want to
improve the number of augmentations that can be applied each iteration after solving conflicts. In
table[4.3] we show the mean value of the percentage of positive-gain k-augmentations that are applied
after solving conflicts. We can see that for graphs with a high average degree like human_genel and
mouse_gene only a small percentage of found augmentations get applied, which is to be expected
for such denser graphs. Coincidentally, the human_genel and mouse_gene graphs take the most
runtime in our dataset because of their size, and if we would want to improve here, we might be
able to achieve the most by revising the conflict solving in each algorithm.

4.3 Strategy

In this section, we will compare the basic strategy (BASIC) discussed at the start of this section
to some other options. Using BASIC, we obtained the runtimes for different graphs as given in
section [4:2] The 2- and 3-augmentation searching algorithms require a lot more runtime than the
l-augmentation algorithm. This fact, together with flipping iterations being very cheap, encourages
the use of more l-augmentation iterations if it saves us using the other iterations. The strategy
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Figure 4.4: Total runtime of the algorithm per graph using a varying number of processors, normal-
ized to the runtime using one processor. The graphs are sorted by increasing number of edges.

Graph name 1-Aug Search | 2-Aug Search | 3-Aug Search
Binaryalphadigs_. 10NN 29.0 25.4 28.7
G22 7.9 12.7 | Not performed
MISKnowledgeMap 19.2 20.0 7.3
cond-mat 30.3 39.0 42.5
hi2010 32.5 36.1 39.3
har_ 10NN 33.3 29.5 29.1
astro-ph 16.0 28.9 29.2
sd2010 31.2 33.2 40.0
12010 26.3 38.7 39.8
tx2010 29.3 36.5 39.4
human_genel 6.0 13.7 12.7
mouse_gene 8.9 15.5 10.2

Table 4.3: Mean percentage of found positive-gain k-augmentations that are applied after solving
conflicts per iteration type for each graph.

that always prefers l-augmentation iterations (ONEAUG_PREFERENCE) starts by performing as many
l-augmentation iterations as possible, then attempts a 2-augmentation iteration and afterwards
switches back to as many l-augmentations iterations as possible. This is repeated until both 1-
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and 2-augmentation iterations do not give any positive-gain augmentations. Then we attempt a
3-augmentation iteration, and switch back to as many l-augmentations as possible. We finish when
no positive-gain 1-, 2- or 3-augmentations are found. Another strategy is just alternating each type
of iteration by increasing k (ALTERNATING). In both previously mentioned strategies, we find as many
l-augmentations as possible before moving on to larger augmentations. This creates a lot of possible
centers and therefore these iterations might require a long runtime. By using this ALTERNATING
strategy, the first iterations of 2- and 3-augmentations might not take very long since there are not
as many possible centers.

Each strategy is able to produce an MWM approximation for each of the input graphs. Results
of the total runtime per strategy for each graph in our dataset are presented in fig. [I.5] The graphs
are listed in order of increasing size. ONEAUG_PREFERENCE will sometimes give an improvement in
the runtime, but not always. Strategy ALTERNATING can sometimes be a lot slower, almost twice as
slow for graph MISKnowledgeMap, but for larger graphs seems to give an improvement as well.
We can use the normalized geometric mean values to give more insight. The geometric mean of p
values v; > 0, i = 1,...,p, is defined as

D=

Mgeom (V1, V2, ..., Up) = (V1 - V2 - ... - Up)

We write the set of runtimes obtained by a strategy STRAT as Rgrpar- We can normalize the geometric
mean values of the runtimes per strategy to the geometric mean for the BASIC strategy, resulting in

Mgeom (Reaszc) = 1.000,  Mgeom (Ravternatve) = 1.022,  Mgeom (Roveave_prererence) = 1.011.

The differences here are small, but would point to the BASIC strategy being slightly preferable to
the other two. From these experiments, it seems not one strategy is an obvious best one based on
the graphs from this dataset in terms of runtime.

The differences in quality of the results of different strategies are very minor. Shown in table[f4]is
the largest difference from the mean obtained weight approximation for each graph as a percentage.
Each strategy produces a matching of very similar quality, with differences well below 1%, and
therefore a user most likely does not have to take this into consideration when choosing the best
strategy. If it is important to have an approximation that is as good as possible and the graph is
not too large, the user could try each strategy and see what result is best.

When a user needs a MWM approximation without the guarantee of a 3/4-approximation but
with a fast runtime, they can use only l-augmentation searching and likely obtain a good approx-
imation anyway. When we do need the guarantee, we cannot say with certainty from these tests
which strategy is best for the runtime.
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Figure 4.5: The total runtime of each strategy per graph, normalized with the runtime of the BASIC
strategy.

Graph name Difference in %
Binaryalphadigs 10NN 0.017
G22 0.067
MISKnowledgeMap 0.081
cond-mat 0.002
hi2010 0.015
har_10NN 0.013
astro-ph 0.008
sd2010 0.022
12010 0.013
tx2010 0.006
human_genel 0.018
mouse_gene 0.022

Table 4.4: Largest difference of any strategy from the mean obtained MWM weight approximation
as a percentage.
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Chapter 5

Conclusions

We have proposed an approximation algorithm consisting of a series of linear-time iterations to
solve the maximum weight matching problem using the GraphBLAS standard. Making use of the
application of k-augmentations for up to k = 3, we can guarantee a 3/4-approximation of the true
maximum weight matching.

Using our C implementation of the algorithm, we performed several experiments testing quality
and runtime on a dataset of several large graphs. The guaranteed quality was indeed achieved
for all graphs and often greatly exceeded, even when compared to an upper bound instead of the
exact weight. In our implementation, each part of the algorithm follows the theoretical runtime.
These results have been achieved in other algorithms tackling this problem, but because of our
use of the GraphBLAS standard and its SuiteSparse:GraphBLAS C implementation, we have easy
access to its internal parallelism for all matrix operations. Application of the algorithm to the
larger graphs in the data set showed good improvements in runtime when using multiple processors
for execution, being sometimes twice as fast when using four processors, compared to sequential
execution. This improvement was smaller or not existent for the smallest graphs that were tested.
We have implemented three strategies for the order of selecting algorithm iterations, but did not
find a single preferable strategy in terms of runtime or quality of the result.

To conclude, we have achieved the desired approximation algorithm using the GraphBLAS stan-
dard that produces a 3/4-approximation using only linear-time iterations, adding to the larger
community goal of expanding the set of graph algorithms using the GraphBLAS standard.
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Chapter 6

Future work

The experiments performed in chapter [4] demonstrate the qualities of the algorithm that we seek,
but they are also limited. We could get more insight into the performance of the algorithm when
executing on a system with a much larger number of processors, preferably on a broader data set
containing even bigger graphs, hopefully showing the advantages of using the GraphBLAS standard
to a greater extent.

We currently have no guarantees or a priori indications on the number of iterations needed to
achieve a certain quality. Focusing on this aspect and investigating more strategies can be important
to further test the practical use of the algorithm. For improvements in its mechanisms, the methods
of conflict solving could be the first section to enhance. Furthermore, an iteration currently does not
take into account the work of previous iterations. This is a feature that could be added to possibly
improve runtimes. When the previous iteration has not found any positive-gain augmentations in
a large part of the graph and no augmentations have been flipped in its neighborhood, the next
iteration will not find any in that area either, and the algorithm does not need to search for them,
saving some amount of work.

Extending the algorithm to search for 4-augmentations to guarantee a better quality of the ap-
proximation might not be possible or generally useful. We have seen that adding in 3-augmentations
often made only a slight difference in the obtained quality in practice, and we would expect an even
smaller contribution from 4-augmentations. Additionally, due to a similar reasoning as in section
there exist too many possible centers for path augmentations and options for cycle augmentations to
consider all of them in linear time. In many social networks it might not even be useful because of
the six-degrees-of-separation concept, which means a 3-augmentation already might span the entire
diameter of the network.

For improving the implementation of the algorithm, gains in runtime performance could be
obtained by better exploiting the systems of the SuiteSparse:GraphBLAS framework. An example
is the use of the different storage formats like structures designed for hypersparse matrices. The
framework is still being developed further, so the algorithm might be able to make use of coming
updates, like in the treatment of user-defined types which is currently still considered slow [4].
Another option would be to attempt an implementation using a different GraphBLAS library, for
example using C++ |13} |16].

Taking a wider scope, future work in this area could involve developing similar graph algorithms
using the GraphBLAS standard, furthering the community effort to create a large set of graph
algorithms with implementations.
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Appendix A

Code readme

# Maximum weight Matching Approximation Algorithm Using The GraphBLAS Standard
David D. de Best, 2023.

This C program implements a method of approximating the maximum weight matching

(MWM) for general graphs via positive-gain k-augmentations using the GraphBLAS
standard. It is the companion for the master thesis ’A 3/4-approximation of the maximum
weight matching problem using the GraphBLAS standard’, David D. de Best,

supervised by prof. dr. Rob H. Bisseling, Utrecht

University, 2023.

For an in-depth explanation of the procedures implemented, please see the thesis
and provided comments in de code files.

## Software Dependencies

This program relies on:

- The SuiteSparse:GraphBLAS package by Timothy A. Davis, which is a full
implementation of the GraphBLAS standard, see http://graphblas.org and
https://people.engr.tamu.edu/davis/GraphBLAS.html.

- The LAGraph library, a collection of high level graph algorithms based on
the GraphBLAS C API, see https://lagraph.readthedocs.io/en/latest/ and
https://github.com/GraphBLAS/LAGraph.

To compile this C code, one needs to compile both SuiteSparse:GraphBLAS and
LAGraph and add their folders to the folder containing main.c.

## Compilation/Use

Requires compiled SuiteSparse:GraphBLAS and LAGraph folders in the same folder as
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main.c. Compilation using some C compiler using the -llagraph and -lgraphblas flags,
for example on MacOS:

clang -o program main.c -llagraph -lgraphblas

Then either run the program from terminal straight as:
./program

Or provide input and output folders as first and second arguments, respectively:
./program /SomePath/Input /SomePath/Output

When not providing these folders, the program will ask for them in the terminal.
Next, the program will search for all graphs in Matrix Market format (.mtx) in

the input folder and perform the MWM algorithm one-by-one on each graph and write
all output metadata to a single .csv file named ’MWM_Log.csv’ in the output folder.
Use of parallelism with OpenMP might cause problems during compilation on MacOS
with the clang compiler. Try using the GCC compiler and use the -fopenmp flag,

for example:

gcc main.c -o program -llagraph -lgraphblas -fopenmp
One might need to link the libraries via the terminal, something like:

gcc main.c -o program -fopenmp -L /usr/local/lib -lgraphblas -llagraph
-I /usr/local/include

Parallelism only works when SuiteSparse:GraphBLAS is compiled with OpenMP. For more
on this and other options on OpenMP parallelism, see the GraphBLAS User Guide.

Only compilation on MacOS has been tested, there are no guarantees for Linux/Windows
systems but with GraphBLAS, LAGraph and OpenMP installed compilation should likely
be possible.

Calculation of the MWM approximation is done via strategy of selecting iteratioms.
The standard strategy is set to BASIC, but can be set to ALTERNATING or
ONEAUG_PREFERENCE in the generalheader.h file by changing the line:

#define STRATEGY BASIC

to either one of the following:

#define STRATEGY ALTERNATING
#define STRATEGY ONEAUG_PREFERENCE

See the thesis for a description of each strategy.
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Other options on what output is given in the terminal, debugmode and number of
threads used can be changed in the generalheader.h file.

## Error messages

The program throws warnings when using GraphBLAS 8.0.0 with the latest version of
LAGraph about the GraphBLAS JIT Kernel and user defined types like: "error:
unknown type name ’VX1X2Struct’". These can be ignored, have no effect on the
program outcome and are hopefully solved with the coming version of LAGraph.
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