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Abstract

Organizations across various domains increasingly rely on data to generate value for their stake-
holders and customers. To gauge their proficiency in handling and analyzing this data, maturity
models have been widely used. However, traditional maturity assessments based on qualitative
metrics often involve tedious manual tasks and may introduce ambiguity and bias to the results.

In this research paper, we present a novel approach to maturity modeling that leverages quan-
titative metrics commonly found in organizations’ IT systems. We propose a design method
for creating a data analytics maturity model that incorporates these quantitative metrics. Our
model aims to automate maturity assessments, streamlining the data collection, processing, and
reporting activities.

To facilitate automated maturity assessments, we have developed an open-source tool that in-
tegrates the proposed maturity model. The tool enables organizations to conduct maturity
assessments without significant time investments. Leveraging an inference engine, the tool au-
tomates the processing and reporting of both quantitative and qualitative metrics, employing
techniques such as bottleneck and improvement analysis. It also identifies the most suitable
data sources for automated extraction through data connections.

Our findings demonstrate the effectiveness of a maturity model composed of quantitative metrics
in automating maturity assessments. The open-source tool we have developed provides orga-
nizations with valuable insights into their current and desired maturity levels. Additionally, it
serves as a flexible platform for future research on automated maturity assessments.

In conclusion, our research offers a significant contribution to the field of maturity modeling and
assessments. By introducing automation and quantitative metrics, we provide organizations
with a more efficient and objective approach to evaluating their data analytics capabilities. The
open-source tool opens up opportunities for further research and development in the domain of
automated maturity assessments.
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1 Introduction

Due to the fast advancements in digitalization, more organizations employ data analytics pro-
cesses to gain a competitive advantage (Korsten et al., 2022). Developments like real-time data
analysis, cloud and edge computing, and big data analysis introduce new ways through which
organizations can obtain insight and business value (M. Chen et al., 2014} [Muller & Hart|, 2016]).
If adopted successfully, these developments can increase productivity by 5% and profitability
by 6% with respect to competitors (Barton & Court}, 2012; Popovi¢ et al.,|2012)), and help with
decision-making and cost-cutting (Dinter| 2012). Business processes, organizational models, and
stakeholders must be continuously realigned to reap the benefits of data analysis (Gunther et al.,
2017). Despite the benefits of adopting data analytics, one of the key challenges remains that
organizations struggle with successfully implementing them (Ransbotham et al., 2015)), often.
This is because organizations often lack the required capabilities to optimally make use of these
new developments (Al-Sai et al. 2020]).

Much research has been done on identifying important data analytics-related capabilities,
such as Data management (Pena et all [2019), and Data integration(Popovié et al., 2012]).
These capabilities determine the degree to which organizations can generate value from data.
Increased capabilities positively correlate to business value (Korsten et al.,[2022). This indicates
a need to assess the state of these capabilities and improve them. This as-is performance, or
adequacy, of capabilities of organizations, is often expressed as maturity.

Maturity can be defined as ”the state of being complete, perfect or ready” (Simpson et al.,
2004). This implies that maturity is evolutionary progress in demonstrating a specific ability or
accomplishing a target from an initial stage to a desired end stage (Mettler, [2009)). Maturity
models capture this process from an initial state to the desired end state and can guide organi-
zations in assessing and developing organizational capabilities (Poeppelbuss et al.l [2011]). These
models often have the same core characteristics and components (Lahrmann et al., |2011]).

The models define maturity dimensions: specific capability areas, process areas, and design
objects forming the field of interest. |de Bruin et al.| (2005)) argue that these should be mutually
exclusive and collectively exhaustive. Each dimension is decomposed into specific capabilities
of which the maturity can be assessed using a comprehensive set of criteria, often named Key
Performance Indicators (KPI). Methods of collecting KPI data for maturity assessments are, for
example, semi-structured interviews (Shrestha et al.,2020)) or Likert questions in a questionnaire,
where each point corresponds to a maturity level (Pena et al,2019). Sometimes KPIs are further
broken down into maturity metrics, which are specific data points that can be measured. All
of the maturity items that populate a maturity model form its Reference model (Ofner et al.
2009). This model refers to the scope that the maturity model covers, expressed on its maturity
items. The way in which the maturity levels are linked to the particular maturity items in
the reference model is called the Assessment model. This model allows for maturity levels to
be assigned to specific items based on input data. Poppelbufl & Roglinger| (2011)) refer to this
part of maturity models as its Decision calculus, stating that its needs to be defined to draw
meaningful conclusions from the collected data. This then indicates how collected data leads
to the assignment of maturity levels and can help decision-makers to base their maturation
decisions on data (Peterson, [2017)).

The maturity levels of a maturity model form different stages of a maturity item’s maturity.
They often start from level 1, indicating low maturity, to level 5, showing very high maturity. For
each capability, all maturity levels have a distinguishing description that clearly describes the
characteristics that a capability must exhibit before attaining that maturity level (Lahrmann et
al., [2011)). They are structured according to an underlying maturity principle. Maturity models
can be continuous or staged. Continuous models define maturity levels per capability, allowing
the scoring of activities at different levels. Staged models require all capabilities to attain a
specific maturity before reaching a total, over-arching maturity level. They specify the number
of goals and essential practices to achieve these predefined levels. Continuous maturity models
allow for different maturation paths; meaning that organizations can follow multiple routes when
maturing instead of always having the same set of requirements to reach the next maturity level

Maturity models can be used as an evaluative tool for tracking the maturity of capabilities
and subsequently improving them (de Bruin et all 2005). The evaluations are called maturity
assessments and consist of three main activities: data collection, data processing, and data
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reporting (Shrestha et al. [2020). The data collection activity refers to using a method of data
collection, to extract the required data from a certain data source. In current literature, these
data sources always refer to the tacit knowledge of humans. This data is collected through
either interviews, surveys, or other qualitative data extraction methods. The data that needs
to be collected is defined by the reference model. The assessment model/decision calculus can
then be used to process the data. The calculus can be qualitative or quantitative. For example,
qualitative decision calculus could describe the needed capabilities for maturity level X. The
data is then collected through a survey, and an expert assigns the correct maturity level after
an analysis. An example of quantitative decision calculus is a formula that uses data collected
from KPIs to calculate the associated maturity level. Prescriptive maturity models can utilize
quantitative criteria to implement bottleneck identification into the maturity assessment results
(Lukhmanov et all [2022)). This activity of processing the maturity assessment data is the sec-
ond of the three activities. The third main maturity assessment activity is the reporting of
the results; Data reporting (Shrestha et all [2020)). This can be done in the form of verbal or
textual reports, or through visualizations, like was done by [Pinzone et al.| (2021)); |Schumacher|
let al.| (2016); |Caiado et al|(2021). This also depends on the assessment type; self-assessment,
where the maturity model was designed to be used by organizations themselves, or third-party
assisted assessments. The three maturity assessment activities are often performed manually.
This is because the data collection needed for the capability assessment criteria is often through
questionnaires or interviews. Lastly, maturity models can support maturity assessment that
output either descriptive, prescriptive, or comparative data. Descriptive maturity models only
show the current maturity of the organization and do not provide recommendations on how to
mature. Prescriptive maturity models provide improvement suggestions to help organizations
mature further, helping them to create a maturation roadmap for future improvements. Com-
parative maturity models are designed with benchmarking across industries or regions in mind
(de Bruin et al. 2005). His allows organizations to compare their performance to other maturity
model users. For such purposes, a high adoption rate is beneficial.

Problem statement

Maturity models have received a lot of criticism regarding their design, characteristics, and
implementation. Models can, for example, be too large and therefore incomprehensible and
expensive to implement (Steenbergen et all] [2010]). The lack of standardized terminology is also
noted (Sacu & Spruit}, 2010), as well as a lack of consensus of essential maturity items and levels
(Wagire et al., 2021} Cates et al. 2005).

Regarding the design of new maturity models in general, many researchers note the lack of
a (detailed) design methodology (Raber et al.l [2012; [Frick et all [2013} |Dikhanbayeva et al.
. Due to many newly proposed ad-hoc developed maturity models, researchers proposed
maturity model design methodologies (de Bruin et al.,|2005; Mettler, 2009), also called Procedure
models (Roglinger et all [2012)). However, these procedure models are often fairly old and do
not mention the possible automation of the maturity models. The partially automated models
proposed in the literature have also not been designed according to these procedure models.
Another common limitation of maturity models is their lack of documentation and availability
(Chuah & Wong} [2011)). Often, the paper does not include information regarding the model
structure, content, or its inception. It is also noted that many models are not grounded in
literature, i.e., by not performing literature research on older models before designing a new one
(Poeppelbuss et all, [2011)). This causes near-duplicate models. Lastly, many maturity models
are not empirically validated, causing their usefulness to be unproven 2012).

Further criticism is related to the nature of the data collection and how conclusions are
drawn from them. Manual maturity assessments are criticized for being expensive in manpower
and resources (Devaraju & Huber] [2021} [Shrestha et al., 2020). Performing lots of interviews
to gather the required data takes time. Furthermore, it is argued that maturity assessments
conducted by humans vary in terms of results (de Carvalho et al. [2016) and that a lack of
maturity models allows for automating this process. [Krivograd et al|(2014) mention several
advantages of automating the maturity assessment process. Some benefits are lower costs,
execution of more regular assessments, and better improvement recommendations. The need for
continuous maturity assessment would also be fulfilled (Szelagowski & Berniak-Wozny, 2022).
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Furthermore, |Vasarhelyi et al.| (2012)) note that audit automation is beneficial and places it at
the highest maturity level in their Audit maturity model. A handful of models incorporate either
automated inference engines or automated data collection, but not both. This is because they
often require qualitative data, a datatype that is much harder to automate. (Shrestha et al.
2020)). |Shrestha et al.| (2020) mention the automatic collection and processing of process output
data, as opposed to survey questions, as an interesting venue for future research. No research has
yet been done on designing such a maturity model containing quantitative KPIs retrieved directly
from the processes and IT tooling of organizations. This study aims to expand on the automation
capabilities by using a quantitative decision calculus that infers, among others, recommendation
suggestions from the collected maturity assessment data. Following work published by |Farshidi
(2020)), this thesis henceforth calls the expanded decision calculus an Inference engine.

This research aims to use an adapted procedure model that incorporates the need for auto-
mated maturity assessments. This model is then used to systematically design a new prescriptive
maturity model by documenting all design choices. The resulting maturity model has qualitative
and easily automatable quantitative KPIs and an automated inference engine. This maturity
model is built into a tool that allows for automation and visual reporting of the maturity as-
sessment results. Such a tool will enable data-intensive organizations to follow the guidelines
outlined by the reference model and allows easy, cheap, and continuous assessment and report-
ing of their current maturity. It also improves this maturity by following the improvement
suggestions generated by the inference engine.
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2 Research Approach

This chapter explains the research approach that was used to conduct the research and answer
the research questions.

2.1 Research questions

Maturity assessments are currently often performed through interviews, a very cost en time-
intensive process. To lay the foundation for research into automated-assisted maturity assess-
ment through specially designed maturity models, the following main research question (MRQ)
was elicited:

MRQ: How can a data analytics maturity model be developed and validated that automatically
quantifies KPIs to support decision-makers at data-intensive organizations?

This research question focuses on maturity models in the data analytics domain. This is deliber-
ate as this domain overlaps with the target group of this research; data-intensive organizations.
These are organizations that use or generate data through their processes. Combined, these two
requirements ensure that the results of this research are relevant for all organizations to practice
data analytics.

To build a solid theoretical foundation for the to-be-designed artifacts, and to ensure their
proper design and validation, the main research questions has been split up into five sub-research
questions (RQ) to guide the research:

e RQ1: Which data analytics maturity models exist in literature?

The above research questions aim to gather data on the contemporary landscape of data analytics
maturity models. A set of maturity models, and other relevant sources, is collected which can
be used as a basis from which to answer sub-question 2.

e RQ2: Which features and concepts are common in data analytics maturity models?

Through the effort of answering this research question, a set of important and frequent charac-
teristics is obtained that can be used in the design process of the proposed maturity model. The
structure, maturity levels, and maturity items of the model can be based on frequency analysis of
the collected data, and a gap analysis of maturity model performance and limitations can show
which threats to maturity model performance should be mitigated. Automation possibilities of
the maturity assessment process are also assessed to see how a maturity model can be extended
to support automation.

e RQ3: How can a data analytics maturity model’s performance and effectiveness be evalu-
ated?

The third sub-question is designed to steer and form the process that is later used to implement
and validate the proposed maturity model. An analysis is maturity model design methods can
indicate what characteristics are important in maturity modeling. These characteristics can
then be used, together with data on common validation techniques found in literature, to elicit
a validation protocol that can be implemented using expert interviews.

e RQ4: How can a new data analytics maturity model be designed to support automatic
maturity assessment?

The fourth sub-question is concerned with the design of the data analytics maturity model.
Previously gained knowledge on important maturity model content and relevant structures, as
well as knowledge on extending the model for automation support, is used to inform the design
of the proposed maturity model. Maturity areas are linked with a set of maturity levels, and for
each combination of maturity item and level criteria are created to allow for maturity assessments
to be performed using the model. Validation of the model also falls under this sub-question and
is informed by the results of sun-question three.
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e RQ5: Do the proposed maturity model and tool help in attaining a higher maturity level?

Lastly, the fifth sub-question relates to the implementation and validation of the proposed
maturity model through an industrial case study in an effort to empirically ground it. The
automatability and ease of use of the proposed artifacts are validated by collecting input data
and using this to perform a maturity assessment. The expected result of answering this sub-
question is data and knowledge on the performed maturity assessment, as well as quantitative
and qualitative data on the potential of the maturity model. Upon answering the sub-question,
and all questions before, the main research questions will have been answered.

RQs 1 to 3 are answered using a systematic literature review (SLR) and are related to the
state-of-the-art maturity models described in the literature. Data will be extracted and analyzed,
resulting in an overview of current maturity models, their characteristics, maturity dimensions,
capability, KPIs, and automatability. This data will then be used to propose a new maturity
model. RQ4 involves expert interviews and refers to the elicitation and validation of the maturity
model. RQ5 concerns the validation of the proposed model through an industrial case study.
Table [1| provides an overview of the research methods and questions used.

2.2 Research methods

The research questions defined in section 1.2 will be answered using different research methods.
These methods are Literature research, Ezpert interviews, Design science, and Case study Table[T]
shows the research questions with their respective methods. These methods are further explained
in the following sections.

Research questions Research methods
>y
= 2l g8|%
EelB @
< | 238|588
EE | XHs|l g
A% | HE A 2|0
MRQ | How can a data analytics maturity model be developed and validated that au- | X X X X
tomatically quantifies KPlIs to support decision-makers at data-intensive orga-
nizations?
RQ1 Which data analytics maturity models exist in literature? X
RQ2 | Which features and concepts are common in data analytics maturity models? | X
RQ3 | How can a data analytics maturity model’s performance and effectiveness be | X X
evaluated?
RQ4 | How can a new data analytics maturity model be designed to support automatic | X X X
maturity assessment?
RQ5 | Do the proposed maturity model and tool help in attaining a higher maturity X X
level?

Table 1: Research methods used to answer the research questions

2.2.1 Literature study

A systematic literature review (SLR) was performed to gather information about the state-of-
the-art of the research domain. This ensures that the proposed model is grounded in contempo-
rary literature and that the problems in the domain are clear and can be mitigated. The aim is
to collect maturity models, their characteristics, relevant KPIs, and maturity model limitations.
Implementation barriers and maturity characteristics like the used maturity levels are also col-
lected. The used protocol is described below, while the results are described in Chapter 2, and
used for the creation of the maturity model in Chapter 3.

Kitchenham| (2004)) describe a protocol for performing SLRs, consisting of eleven phases: Prob-
lem formulation, research questions, review protocol (search strategy), search process, searching,
screening, inclusion/exclusion criteria, quality assessment, data extraction, analyzing and syn-
thesizing data, and reporting.

The Problem formulation phase starts the research protocol. First, the domain and its
challenges must be understood to ensure the relevancy of the research. Relevant papers are
found, and the contribution of the study becomes evident. Research questions are then
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elicited, which help structure the research and expected results. A Review protocol (search
strategy) was drafted and used during the SLR. The eleven phases of protocol proposed by
(Kitchenham! 2004) were condensed into five phases. Phase one contained the search process,
searching, and screening. This resulted in the first set of papers. The second phase involved
eliciting inclusion and exclusion criteria and assessing the collected papers. These papers were
then graded on quality in the third phase. The fourth phase involved data extraction from
the remaining papers, after which the data was analyzed, synthesized, and reported in the
fifth phase. The Search process is the process of manually collecting relevant papers for
initial hypothesis formulation based on the elicited research questions. The papers found during
this phase generate the search term, which is later used in the Searching phase. This literature
study included sources from four libraries: IEEFE Xplore, Springer, ACM DL, and ScienceDirect.
Furthermore, only papers written in English and published after 2009 were included to ensure
relevancy. Searching was performed to collect the to-be-assessed papers. Based on papers
found for initial hypothesis formulation, a set of key terms was combined into a search term (see
section 3.1.2). This search term was entered into the four digital libraries, and several search
parameters, like publication date, were set. The results were exported in CSV format and
combined into a spreadsheet. Collected characteristics were the Title, Url, Authors, Abstract,
Keywords, Year of publication, Citations, Venue, and Venue Ranking.

During the Screening part of the process, all papers are checked using their abstract, key-
words, and title. The paper is then given a relevancy score of None, Low, Medium, or High
depending on its relevancy to the research. Inclusion/Exclusion criteria were created to de-
cide with which papers to proceed in the SLR. These criteria were based on the relevancy of the
paper defined earlier in the screening phase, the quality of the venue, citations, publication year,
and research type. Quality assessment was then performed to assess the quality of the remain-
ing papers. Information like the used research methods and types (quantitative or qualitative),
data collection methods, and validation methods were extracted. Furthermore, each paper was
checked on whether it had a clear problem statement, research questions, research challenges,
statement of findings, and whether the authors mentioned real-world use cases. Based on this
data, each paper was graded on its quality, and based on this, the final set of papers for data
extraction was created.

All relevant data were collected from the remaining papers during the Data extraction
phase. This selection of to-be-extracted data is based on the earlier defined research questions.
Data about the nature of the paper in the domain of Maturity modeling was collected, as well as
data about proposed maturity models and other maturity-related concepts. The data was stored
in a large spreadsheet, and a definition was extracted for each concept to ensure the consistency
of the dataset. Analyzing and synthesizing the data was then performed to clean up the
dataset. Due to many extracted concepts, some duplicates were extracted separately instead
of being grouped. During the synthesis phase, the duplicates were resolved, and similar items
were grouped based on their definition. A changelog was kept containing notes of all changes.
Further data analysis was performed to gather insight to help answer RQ1-3. Reporting was
performed as the final step of the SLR. The result can be found in Chapter 2 of this research.

2.2.2 Design science

The purpose of this research is to propose a new maturity model and a design method to create
this model. The Design Science methodology by |A. Hevner & Chatterjee (2010) was used to
facilitate this and ensure rigor. This methodology was developed to support research projects
in the IT domain and facilitates the introduction of new artifacts into an existing environment.
The method consists of three cycles: the Relevance cycle, the Design cycle, and the Rigor cycle.
Figure [1] shows the Design Science model.

The Relevance cycle ensures the proposed artifact tackles a relevant problem or opportunity.
It involves understanding the application domain and its gaps and improvement opportunities.
Not only does this cycle initiate research into the requirements of the artifact, but it also defines
acceptance criteria for correctly evaluating the research results. The conducted SLR will help
with understanding the application domain and possible requirements. These can be refined
during the expert interviews.

The Rigor cycle is concerned with evaluating and improving the current knowledge base of the
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domain. The application domain should be thoroughly researched for state-of-the-art methods
and techniques to ensure the research is novel, not just routine design. The knowledge base can
contain scientific theories, engineering methods, experiences, expertise, and existing artifacts.
The proposed maturity model is based on thorough domain analysis and is validated through
expert interviews and a case study to ensure novelty and relevance.

As|A. Hevner & Chatterjee| (2010)) state: ” The internal design cycle is the heart of any design
science research project.”. The Design cycle iterates between the construction of the artifact, its
validation, and its subsequent refinement. Requirements for the artifact’s design are retrieved
from the Relevance cycle, while the design and validation methods are drawn from the Rigor
cycle.

The research will lead to a relevant, rigorously designed, and validated artifact if all three
cycles are correctly executed.

Environment Design Science Research Knowledge Base

Application Domain Foundations

. - - @ Scientific Theories &
People Build Design Methods

® Organizational Systems Artifacts &

® Technical Processes

Systems
Y ® Experience &

Expertise
® Problems

Relevance Cycle
® Requirements
® Field Testing

Rigor Cycle
® Grounding
® Additions to KB

Design

& Opportunities Cycle

® Meta-Artifacts (Design
Products & Design
Processes)

Figure 1: Systematic Literature Review process (adopted from (A. Hevner & Chatterjee) [2010))

2.2.3 Expert interview

Expert interviews were conducted to validate the findings from the SLR and gather new informa-
tion from the practitioners’ perspective while also being used to validate the proposed maturity
model. The interviews consisted of two rounds. The first round consisted of exploratory semi-
structured interviews, meaning a predefined list of questions was designed to allow for a more
free conversation than when conducting structured interviews. This round aimed to collect es-
sential maturity items and considerations without showing the proposed maturity model. This
was only done during the second round of interviews, after slight revisions based on the collected
data. The second round consisted of experts validating the maturity model using a template
proposed by Salah et al.| (2014). Based on this data, the maturity model could be finalized, and
sub-question four answered.

The experts were invited after a screening phase where it was determined what their exper-
tise was. Experts who were either experts on maturity models, data analysis, or both were
considered. This is because the structure and characteristics of the maturity model needed to
be validated, as well as the data analysis-related content of the model. Fifty-eight experts were
considered, of which 39 have been invited to an interview. Ultimately, 11 interviewees accepted
the invitation.

The first round of interviews typically lasted around 45 minutes and followed a protocol that
indicated the questions and interview phases. The protocol is found in Appendix. E. First,
questions about relevant maturity model characteristics and data analysis processes were asked.
Then the interviewees were shown the answers of other interviewees so they could agree or
disagree with different notions. For the second round, the interviewees were shown the proposed
maturity model (sometimes, it was sent to them due to time constraints). They then answered
Likert questions about the model’s completeness and usefulness. Ultimately, not all interviewees
responded to the invitation for a second round, with only six providing feedback on this matter.
The validation template was retrieved from [Salah et al.| (2014)).



Faculty of Science

2.2.4 Case study

A case study is conducted after the SLR and Expert interviews to validate the proposed model
in an industry setting. The case study was conducted at InTraffic, a data analytics company
in the public-transport domain. A total of 9 case study participants were shown the maturity
model and automated maturity assessment tool. The results of a maturity assessment were
discussed with them as well as the strengths and weaknesses of the tool. This was done through
a TAM questionnaire (Davis, |1989)). The case study protocol can be found in Appendix. H.

2.3 Contributions

This research aims to provide a contemporary overview of the domain of maturity modeling
through a systematic literature review. This grants insights into currently used maturity models
and their characteristics. Limitations of current maturity models are also identified. Further-
more, the automatability of KPIs and inference engines within maturity models is researched to
identify opportunities to reduce the resource costs of maturity assessments.

The scientific contribution of this research consists of the results from the systematic literature
review. A maturity model containing quantitative KPIs is proposed to reduce the costs and bias
of maturity assessments and allow for automation. A tool is then built and validated to help
with conducting and reporting the results of the maturity assessments conduct and report the
maturity assessment results.
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3 Literature study

This chapter contains the results of the SLR conducted according to the protocol proposed by
Kitchenham| (2004). The SLR aimed to provide this thesis with a solid theoretical foundation.
Through this study, RQ1, RQ2, and RQ3 are answered, and a contribution is made to answering
RQ4.

3.1 Research protocol

First, the SLR protocol is elaborated to show the research phases conducted. Each step is
explained, and the choices that were made are substantiated. The researched maturity models
are discussed. Their application domains, limitations, and characteristics are presented, and
their usefulness to the to-be-designed maturity model is elaborated upon. More results of the
literature study are described in Chapter 3. Here, the design process of the proposed maturity
model is discussed. For each maturity model item, e.g., capabilities and KPIs, frequency analysis
is used over the literature study results to determine whether to include the maturity item in
the new model.

3.1.1 Search strategy

During the SLR, four main digital libraries were used to collect papers. These are ACM Digital
Library (ACM DL), Springer Publishing (Springer), IEEE Xplore Digital Library (IEEE Xplore),
and ScienceDirect. These four libraries were chosen since they offer high-quality papers valuable
to the scientific community. Grey literature was not included in the SLR, except during the
Initial hypotheses step, to guarantee the scientific value of the research. For this reason, Google
Scholar was not used as a digital library after the Initial hypotheses step. Maturity models with
a practitioner origin are therefore not included in this study.

Based on the limited domain knowledge at the start of the research process, and the designed

research questions, a small set of search terms was created to gather papers from the four
digital libraries. These were: (1) Automated maturity model, (2) Data analytics maturity, (3)
Maturity assessment, (4) Maturity model, (5) Maturity model elicitation, and (6) Maturity model
evaluation,
This Initial hypotheses step served to help gather an understanding of the domain. This gave an
overview of relevant research topics and substantiated the research questions that were created.
This initial set of research papers, labeled Initial hypotheses papers, contains 456 articles, of
which the relevancy was assessed. 126 of these papers were deemed relevant enough to be used
for the search term creation, which is explained in a later section. Although not used whenever
possible, Google Scholar and grey literature were included during this research step as no data
was collected from the papers. Only their titles were used. Based on these papers, search terms
were generated to collect the actual set of to-be-analyzed papers.

3.1.2 Search process

During this phase, papers were extracted, which will be used for the data extraction phase.
Grey literature is discarded from here on out, and Google Scholar sources are only kept if they
have many citations and are deemed highly relevant. Figure [2] gives an overview of the different
SLR phases, the outcomes of each step, and the number of papers involved.

The titles of the papers in the Initial hypotheses set were used to create a new search term.
This was done using Frequent word analysis using an online tool: SketchEngine. This resulted in
a set of frequent terms, which was subsequently divided into Focus and Domain-related terms.
Based on the online tool’s score, the most relevant terms in both categories were combined into
a search term. This term represents currently pertinent domains of the maturity modeling field
and harbors the created research questions. The search term is:

("maturity model” OR ’maturity level” OR "maturity assessment” OR "analytics maturity”
OR 7capability maturity model” OR “evaluation of maturity” OR “maturity model develop-
ment”) AND ("big data” OR 7bi” OR 7business intelligence” OR “development of maturity”
OR 7development of maturity models” OR ”data governance maturity”)
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This search term was entered into each of the four digital libraries, and some filters were applied.
An example is to include papers published after 2009. The resulting papers were exported and
put into an Excel sheet, and duplicates were removed from the list. Then several empty or
wrongly parsed cells were restored. The total pool of papers at this point was 1988. During
the assessment phase of the SLR, each paper was marked as a potential candidate for backward
snowballing. However, no backward snowballing was performed due to the sufficient number of
papers.
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Figure 2: Systematic Literature Review process (adopted from (Farshidi et al., 2020} [Farshidi,
2020)))

3.1.3 Inclusion and exclusion criteria

During this SLR phase, the remaining papers underwent a screening process in which they were
evaluated. The goal was to filter out papers that were not relevant to this research or that were
published in poorly-graded venues. The papers’ abstracts, titles, and keywords were read for
this process. A brief scan of the paper was also performed. The papers were then ranked based
on their relevance to the research. This relevancy could be None, Low, Medium, and High. A
further set of characteristics was extracted from the papers. These are the year of publication,
citation count, venue, and venue ranking. Based on these factors and the relevancy, a score
was calculated for each paper, and a threshold was set for the inclusion or exclusion of papers.
The parameter values are documented in the dataset for transparency. The aim was to keep
papers with high relevancy, which are published in highly-regarded and contemporary venues.
Therefore, an older publication year meant a lower score, while the number of citations boosted
the paper’s score. Grey literature was immediately dropped by setting the score to zero. A total
of 402 proceeded to the next phase of the SLR.

3.1.4 Quality assessment

The Quality assessment phase concerns assessing the quality of all the papers. For this purpose,
the research methods that the papers reported on were extracted and analyzed. Five criteria
were considered during this assessment. These are shown in table [2] For each paper, these five
criteria were marked using a dichotomous (”Yes”, "No”) answer. A score was then generated
based on these criteria. A paper was only included in the next phase of the SLR if its score was
higher than the threshold, indicating its high scientific value. In total, 270 papers continued to
the data extraction phase.
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Besides the criteria listed below, the research, data collection, and evaluation methods were
also extracted. These have not been used as inclusion/exclusion criteria, however.

Quality criteria Definition

Clear problem statement Does the study contain a clear problem statement?
Research questions Does the study contain research questions or hypotheses?
Clear research challenges Are the clear research challenges of the study explained?

A clear statement of findings | Are research results elaborated clearly and understandably?
Real-world use cases Does the study contains a real-world use case?

Table 2: Quality assessment criteria (retrieved from (Kitchenham) 2004)))

3.1.5 Data extraction, analysis, and synthesis

Data was extracted from the 270 papers that got through all previous research phases. The
distribution of the publication years is shown in figure [3] Many papers are recent, while papers
become less numerous as we go back in time. This is partly due to the way in which the
inclusion/exclusion criteria formula was designed, where older papers were given a lesser grade
than newer papers. A few papers from before 2010 are also shown. These were included in the
study due to their high citation count and relevancy in the field of maturity modeling.
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Figure 3: Distribution of research papers’ publication years

The papers have been analyzed and categorized according to a categorization proposed by
. This categorization refers to the research content of the paper and consists of
8 paper types, as shown below. The authors furthermore propose the categories of application
domain and developed/used maturity model. The distribution of the paper in this categorization
is shown in figure 4l Due to the rigorous assessment of paper quality and relevance, most papers
included in the data extraction phase propose a maturity model or map relevant models. On
the other hand, very few models produced little to no useful data for this study.

e Concept/construction: articles where a maturity model is developed (conceptual) or con-
structed (design-oriented)

e Description: articles where existent maturity models are described for presentation pur-
poses or as applicable methods or instruments

o Mapping/comparison: articles where existent maturity models are compared and mapped
to each other or to other maturity-related concepts

o Assessment: articles where the maturity of industries, organizations, etc. is assessed (not
the assessment, in terms of validation, of the model itself)

11
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e Transfer: articles where an existing maturity model is applied to another domain or
research field without changing the model or developing a new one

e Empirical study: articles where an empirical study (qualitative, quantitative, and mixed)
has been conducted to develop, apply, or validate maturity models, take out assessments,
or other purposes

o Theoretical reflection: articles where theoretical implications of maturity models are dis-
cussed; for example, applicable theories, measurement approaches, theoretical benefits,
and others

e (Others: articles that could not be classified into the before-mentioned concepts

Concept, construction
mapping, comparision |G
Assessment _
Theoretical reflection
Description m
Transfer
Others !

0 10 20 30 40 50 60 70 80 90 100 110 120 130 140 150 160 170

Figure 4: Distribution of research papers’ content according to the categorization by

(2012)

The domains in which a research paper is positioned were also extracted and can be seen in
figure |p| First, all domains and sub-domains were extracted from the research papers to come
to this set of domains. An example of this is a research paper with domain Business Intelligence
and sub-domain Enterprise business intelligence (EBI). Based on this set of domains and sub-
domains, a grouping was made for the domains to avoid a long list of domains with occurrences
of 1 or 2. The groupings are explained below. The sub-domains can be found in the dataset
(Appendix A).

e Business Operations and Digital Transformation: refers to the management of business
processes and use of digital technologies to improve and optimize various operations, pro-
cesses, and functions.

e Data Management and Analysis: Refers to the collecting, organizing, maintaining, and an-
alyzing of data to derive insights and make informed decisions. This domain encompasses,
for example, Business Intelligence and Data analysis.

o Knowledge Management: Refers to papers in the field of Innovation, Knowledge manage-
ment, and Knowledge creation.

e Information Technology Management: Encompasses domains like Information system man-
agement, I'T governance, and Software ecosystem.

o Software Development Methodologies: articles where the maturity of industries, organiza-
tions, etc. is assessed (not the assessment, in terms of validation, of the model itself)

o Cybersecurity and Monitoring: Refers to research papers in Cybersecurity, Auditing, and
Monitoring of, for example, performance.

e Urban Development and Sustainability: This domain encompasses the domains of Smart
Cities and Sustainability /Environmental performance.

o F-government: Research articles in the Open Government and E-government field fall
under this domain.

o Supply Chain and Operations Management: articles related to managing and improving
supply chains and relations operations and processes.

e Healthcare Information Systems: This domain refers to maturity modeling research in the
field of Healthcare, or, for example, Healthcare Information Systems.
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Figure 5: Distribution of research papers’ domains

Other data was extracted from the research papers. From papers that proposed a maturity
model, the content was extracted and marked in the dataset for data analysis. This includes
the maturity levels, maturity dimensions, mentioned capabilities, and relevant KPIs. This is
reported upon in Chapter 3, related to the development of the proposed model. Furthermore,
it was checked if these papers propose a maturity assessment tool other than the model itself,
which could be analyzed. Used datasets were also marked down if these were mentioned.

All types of papers mentioned possible limitations of current maturity models. These limi-
tations have also been extracted and written down as these are useful to consider during the
design of the maturity model. Furthermore, possible implementation barriers are also extracted
for the same purpose.

During the whole data extraction phase, a list of definitions was used to keep track of the
extracted elements. This was done to limit threats to internal validity. After the completion
of the data extraction, the dataset was cleaned. Duplicate items were combined, and similar
items were combined, if logical, based on their definitions. All changes during this phase were
recorded in a changelog so that the whole process is documented and transparent.

3.1.6 Data reporting

The final part of the literature study protocol as described by [Kitchenham)| (2004) is the reporting
of the findings. The next section reports on the characteristics of all found maturity models.
More in-depth findings related to the content of the models can be found in the next chapter.
Here, the proposed maturity model is built by performing frequency analysis on the content of
all domain-relevant maturity models that were found through the literature study.

3.2 Maturity model characteristics

This section reports on the general limitations and characteristics of maturity models. These
provide insight into the different aspects and adoption barriers of the models. The limitations
are mitigated through the proposed model while the set of maturity model characteristics is
used to determine the structure of the proposed model. Through these findings, sub-question
2 regarding common concepts and maturity items found in models is answered. Note that
literature study findings related to the maturity items are also partly presented in Chapter 4
where it is used to inform the design of the proposed maturity model.

3.2.1 Maturity model limitations

A list of maturity model limitations was extracted from the research papers. These limitations
were often mentioned in the problem statement of papers and then addressed in the proposed
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models. However, it also occurred that researchers mentioned a limitation but did not try to
mitigate it in their proposed maturity model. The limitations cover all aspects of maturity
modeling. Some refer to the content and structure of maturity models, while others refer to the
design process or its application. Table 3] provides an overview of the most commonly mentioned
maturity model limitations. Only limitations that were mentioned more than 3 times are shown.
Concrete examples of these mentioned limitations are described below the table.

MM Limita- | Frequency | Description

tion

Model incom- | 34 Maturity models risk being too simple, thereby not accurately representing the

plete (whole) domain. The balance between simple and complex should be considered
during the scoping phase of the design process (Lahrmann et al., [2011)

Not grounded | 32 Maturity models should be based on extensive literature study, and not only

in literature on an organization’s case. Many maturity model design methodologies include
a literature review step to mitigate this limitation.

Automated 21 Automating, for example, the inference engine of maturity models, or imple-

could be incor- menting an automated maturity assessment tool provides insight into the mat-

porated  into uration process and helps save on resources and time.

the model

Not  prescrip- | 20 Mittal et a1.|7 2018)), amongst others, mention that there is a lack of roadmaps

tive and prescriptive models, which hinders the usefulness of maturity models as no
improvement recommendations can be made.

Lack of empiri- | 19 Many models are not empirically validated, and if this is done then the empir-

cal validation ical data resulting from the application of a maturity model is rarely publicly
accessible DinterL 2012]).

Continuous 16 The continuous evaluation of an organization using a MM remains neglected

evaluation in many models .

neglected

Maturity items | 15 Some models have maturity items that are vague and have no clear scope,

are vague making their assessment difficult.
No/little docu- | 12 A common characteristic of maturity models is that they are poorly docu-
mentation mented - often on one or two pages. Some of them are incomplete or are not
described well enough (Lahrmann et all, [2011).
Evaluation by | 10 Since maturity levels are assessed by humans, the human factor of the evalu-
humans  may ation may lead to possible uncertainties, e. g., because of different evaluators
vary or different physical and mental conditions of the same evaluator on different
days (Schmitz et al., [2021).

Neglect the | 10 Some maturity models only specify 1 path to high maturity levels, when in

existence of reality multiple of these paths can exist.

multiple matu-

ration paths

No design | 10 Maturity models need to have been designed according to some design method.

method was This method needs to be clearly documented and substantiated.

mentioned

No standard- | 9 Models often use different terminology due to a lack of prior research on ma-

ized terminol- turity models in their domain.

ogy

Model too large | 8 Models that are too large and detailed (and not focused) are too resource-
intensive to implement.

Steps to eval- | 8 Mittal et al.| (2018) mention the lack of readiness assessment steps as an im-

uate readiness portant research gap. Models should include an assessment of whether organi-

missing zations are ready to implement a specific technology.

Too generic 6 In addition, there is an indication that a lot of models are too generic to be
applied to any particular industry and, as such, are not designed to offer specific
guidance (de Leonl 2016)).

No consensus | b In some domains, still no consensus exists among researchers on important

on impor- maturity aspects to be included in maturity models .

tant maturity

aspects

Lack of visual- | 4 Al-Sai et al.| (2019) argue that maturity models should include a reporting tool

ization report making use of visualizations to convey the state of the maturation process.

Model not | 4 Smaller organizations have limited resources for the implementation of ma-

suited for small turity models.  Therefore, models that are too heavy cannot be used

companies (Limpeeticharoenchot et al., [2022).

Models are out- | 4 Maturity models are often not updated. This results in them not including

dated

state-of-the-art developments in the model domain (Muller & Hart}, [2016).
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No standard-
ized measure-
ment

Existing maturity models often have their own criteria and focus of measure-
ment. Some focus on the business aspects, while others are concentrated on
technical aspects, making it difficult to select one model for overall maturity
assessment (Muller & Hart}, [2016).

Relation be-
tween the
Maturity  di-
mension  and
improvement is

It is argued that not enough research has been done on whether improvements

in maturity also improve organizational performance (Kwak et al.| [2015).

not clear

Fixed-level Fixed-level maturity models are not geared to expressing interdependencies
models are between maturity dimensions and provide little guidance on the order of im-
flawed provement implementation (Steenbergen et al., |2010).

Generic matu-
rity levels are
flawed

IT is argued that the variation in levels between different maturity models
suggests that the assumption of the existence of generic maturity levels is an
oversimplification.

The imple-
mentation
framework  of
MM is poor

Maturity models often provide little documentation on how to implement the
model and perform and interpret maturity assessments.

Lack of an ad-
visory tool

Maturity models should include a roadmap. It is argued that an advisory tool
could be built which proposes improvements based on this roadmap.

Little data for
automation at
low Maturity

Organizations at low data analytics maturity levels do not yet possess the data
and capabilities to automate the maturity assessments (Lahrmann et al.,|2011)).

Maturity levels

Some models do not use clearly defined maturity levels. This creates an unclear

are vague scope and maturation goal.
Models are not Some are not configurable to a specific domain and are therefore too speci-
configurable fied /specialized.

Models not free

Some are only commercially available and require extra costs (Overeem et al.L

2022)).

Models trans-
ferred without
checking suit-

Sometimes models are transferred from one domain to another without checking
literature to see if this is even suitable. Furthermore, base models like CMMI
could be used when not applicable

ability

Models lack Models lack quantitative measures. Incorporating these measures into a matu-
quantitative rity model allows for easier and more consistent maturity assessments.
measures

Table 3: Maturity model limitations found in literature

Several limitations are closely linked together. For example, the limitation 'Fixed level models
are flawed’ is related to ’Neglect the existence of multiple maturation paths’.
mention that fixed-level maturity models fail to express the interdependencies
between processes, while Renteria et al| (2019) argue a similar point in mentioning that maturity
models whose levels have a limited uni-dimensional description fail to take into consideration
the different maturation paths that lead to the same maturity. There are also limitations that
are opposite each other. An example of these is the limitations related to model size and model
incompleteness (Cates et all [2005; Dinter, 2012), and limitations related to maturity models
being specialized to a certain domain versus generalized. It is argued that some models are too
generic to be useful while others mention the lack of transferability of maturity models between
domains (Teichert, 2019). This consideration of specialism vs generalism is also mentioned for
maturity levels (Otto et al.,[2020)). Another criticism of maturity models is that their content, i.e.
maturity items, is vague. For example, |Ozden Ozcan Top & Demirors| (]2019b argue that unclear
and unstandardized terminology in the maturity model and maturity assessment method may
allow for results with poor construction validity. Related to this is the most often-mentioned
limitation of maturity models being incomplete. Many authors mention that other proposed
maturity models in a certain domain fail to include a process or set of processes
[& Moroff] [2020} Lahrmann et al.||2011)). Tt is argued that this can be partly due to poor empirical
validation of the maturity models, which leads to models not being complete, relevant, and
representative of the real-world (Salah et all [2014). Hence why Scoping is a phase that occurs
in almost all procedure models that were found through the SLR.

There are also several limitations related to assessment and automation, that are relevant to
this research. Having to perform the three maturity assessment activities manually is argued to
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be costly in terms of manpower of money (Devaraju & Huber| [2021). A proposed solution to
this limitation is the use of surveys to collect data. However, this has been argued as not being
automated, as well as still allowing for bias and ambiguity. It is also argued that employees may
try to present the current maturity better than it actually is due to the stakeholder pressure
(Shrestha et al., [2020)).

Shrestha et al.| (2020) mentioned in their future work section that a solution involving the
implementation of quantitative KPIs into maturity models allows for more accessible and more
understandable automation of the maturity assessment procedure. Furthermore, such an auto-
mated tool allows for more continuous maturity assessments, which are not subject to human
variance and are less costly than manual assessments. Such tools can also include a prescriptive
component/engine and are implicitly well-documented through KPI thresholds. They can also
easily include a visualization component. The overview also shows potential pitfalls in imple-
menting automated solutions, such as low-maturity organizations having little data to automate.

Discussing these limitations in the context of the proposed maturity model, the model is
grounded in ample literature research through the thorough literature study. As automation
is the focus of this thesis, this limitation is also tackled, and the model allows for continuous
evaluation. The model will be prescriptive through the use of an Inference engine and will contain
visualization capabilities. All these requirements point to the need for a maturity assessment
tool, which allows for data to be collected for the built-in maturity model. Through such a tool,
documentation can also be included, and bias negated, as quantitative data can be gathered
through an organization’s IT systems.

The following section describes common maturity model characteristics; see table These
characteristics are used to make decisions in the maturity model design process. The above-
mentioned limitations will help steer this process by indicating which characteristics are desirable
and which are not. For example, the limitation Lack of empirical validation strongly suggests
excluding from the design process those maturity models that are not empirically validated.

The maturity models collected during the SLR do not adhere to all extracted characteristics
and limitations. For example, only 12 articles mentioned some automation in the maturity
model. Tools which were created for this purpose are also never publicly available. The signif-
icant variance between the mentioned maturity levels and items confirms the presence of those
limitations. Around half of the extracted maturity models were descriptive, showing the lack of
maturity models which suggest improvement items. Furthermore, 63 of the 130 extracted mod-
els did not explicitly mention an implementation strategy, and many models did not mention
an assessment strategy or inference engine. See section 3.3.1 for more information on this topic.

3.2.2 Maturity model characteristics

Maturity models have a set of characteristics that define them. This thesis categorizes them
as either context characteristics or structure characteristics. Context characteristics refer to
the design, documentation, and evaluation of maturity model performance. Examples are the
method used to validate a maturity model, whether it is available and accessible, and the domain
in which the model is proposed. Structure characteristics refer to the maturity model’s purpose,
content and components, and target group. For example, whether the model proposed an
automated component, which type of inference engine it uses, and what maturity dimensions,
capabilities, KPIs, and metrics make up its reference framework.

The list of characteristics was collected as follows: during the SLR, all papers were marked that
mention maturity model design methods, also called Procedure models (Roglinger et al.l 2012]).
These papers mention relevant design phases in the elicitation of new maturity models and, in
doing so, propose characteristics and design choices that need to be considered. From all these
papers, the set of mentioned characteristics was noted. The characteristics were then grouped,
and several characteristics were combined based on their definitions. This was documented
in a changelog. Afterward, all characteristics with an occurrence of 1 were removed from the
list, removing nine characteristics. Table [f] shows all maturity model characteristics and their
definitions. Appendix B. contains tables regarding the elicitation of these characteristics.
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ID Characteristic| Definition

Char 1 | Application The intended scope of use can vary depending on the number of entities and regions

scale the model is designed to assess (de Bruin et al.} |2005).

Char 2 | Assessment The nature of the data that is used in a maturity model to assess the maturity

data type of an organization or process. This characteristic determines whether the data is
quantitative, based on numerical data and statistical analysis, or qualitative, based
on descriptive and subjective data (Adrian et al.|, 2016)).
Char 3 | Assessment An Assessment methodology needs to be present and feature a procedure model and
methodology advice on eliciting the assessment criteria and adapting or configuring the criteria ac-
cording to organization-specific situational characteristics. Assessment methodologies
should also share knowledge from previous applications — if available
et al.l, 2011).
Char 4 | Assessment An Assessment tool for maturity models provides a streamlined and standardized
tool approach to conducting assessments. It can help organizations identify improvement
areas and track progress over time.

Char 5 | Automation The degree to which the assessment of a maturity model can be automated by au-
tomating data collection. A maturity model with high automation allows the assess-
ment process to be largely or fully automated using computerized tools, software, or
other technologies. A maturity model with low automation requires a more manual
assessment process that is often time-consuming and resource-intensive.

Char 6 | Availability Whether a model is, or is not, openly and freely available for general use.

Char 7 | Capability ar- | Dimensions are specific capability areas, process areas, or design objects structuring

eas the field of interest. They should be exhaustive and distinct. Each dimension is
further specified by several measures (practices, objects, or activities) at each level
(Lahrmann et al., |2011).

Char 8 | Inference The logic or reasoning used to interpret the assessment results and determine the ap-

engine propriate action. This can be manually performed, encoded in logic, and automated.

Char 9 | Definition Refers to the underlying concept or idea of what maturity means within the context

of underly- | of the maturity model. The definition of maturity is the conceptual foundation of
ing notion of | the model and informs the structure and content of the model.
maturity
Char Description of | Maturity models must define the application domain’s central constructs. These
10 domain & com- | include common terms and definitions relevant to the setting in which the maturity
ponents models are supposed to be applied (e.g., in the form of a glossary that defines terms
like business process) (Poeppelbuss et al., [2011]).

Char Design process | The design process should be documented, including the extent to which the model

11 documentation | has been subject to empirical validation (Poeppelbuss et al., [2011).

Char Focus of model | The domain in which the maturity model would be targeted and applied. Focusing on

12 the domain will distinguish the proposed model from other existing models. Focusing
the model within a domain will also determine the specificity and extensibility of the
model (de Bruin et al. [2005).

Char Granularity Maturity models can be structured hierarchically into multiple layers referring to

13 mentioned different levels of granularity of maturation (de Bruin et al., [2005).

Char Implementation | The extent to which the model guides on implementing the model in practice. This

14 guide may include guidance on conducting a maturity assessment, interpreting results, and
developing and implementing improvement plans.

Char Improvement Specific actions or recommendations provided to organizations based on the results

15 measures of a maturity assessment and a prescriptive engine.

Char Knowledge The extent to which the model incorporates new knowledge, concepts, or best prac-

16 from older | tices that differentiate it from previous maturity models.

MMs

Char Maturation The basic purpose of maturity models is to outline the stages of maturation paths.

17 paths This includes the characteristics of each stage and the logical relationship between
them (Poeppelbuss et al., [2011).

Char Maturity con- | Three different maturity concepts (or understandings of maturity) can be distin-

18 cept guished. People (or workforce) capability defines “the level of knowledge, skills, and
process abilities available for performing an organization’s business activities.”. Pro-
cess maturity defines “the extent to which a specific process is explicitly defined,
managed, measured, controlled, and effective.”. Object (or technology) maturity de-
fines the individual level of development of a design object (Lahrmann et all [2011]).

Char Maturity level | Levels are archetypal states of maturity of a certain dimension or domain. Each

19 level has a distinguishing descriptor providing the intent of the level and a detailed
description of its characteristics (Lahrmann et al. [2011]).

Char Maturity Refers to the model being descriptive, prescriptive, or comparative. The Maturity

20 model type model type characteristic provides a clear understanding of the functionality, purpose,

and maturity assessment results of a maturity model (de Bruin et al.l |2005).
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Char Maturity prin- | MMs can be continuous or staged. Continuous MMs allow the scoring of activities
21 ciple at different levels. Therefore, the level can be either the (weighted) sum of the
individual scores or the individual levels in different dimensions. Staged models
require compliance with all elements of one level. They specify a set of goals and key
practices to reach a predefined level. Staged MMs reduce the levels to the defined
stages, whereas continuous MMs open up the possibility of specifying situational
levels (Lahrmann et al. |2011)).

Char Method of eval- | Whether the data collection is based upon a self or a third-party assisted assessment.
22 uation

Char Origin The Origin of the model refers to whether it has its source from academia or practice

23

Char Purpose The specific problem or challenge that the model is designed to address. The purpose

24 may be related to a particular industry, function, or process and may be focused on
improving performance, increasing efficiency, or achieving specific goals.

Char Reliability How well the maturity model has been validated. Untested means the model has not

25 been verified or validated. Experts have evaluated a verified model, while a validated
model has empirical evidence supporting it.

Char Respondents Respondents are stakeholders responsible for providing data for maturity assessment

26 using the maturity model

Char Target group The intended Target Group of a maturity model concerns the stakeholders involved

27 in designing and using the maturity model (de Bruin et al., |2005]).

Char Visualization The maturity model should provide a means to visualize the results of maturity

28 assessments. This could be extended into dashboards showing the maturity model

and improvement suggestions

Table 4: Common maturity model characteristics

3.2.3 Maturity model automation

When looking at the main phases of maturity assessments: data collection, data processing,
and data reporting, automation could be applied to improve several aspects of the maturity
assessment process. A lot of varying maturity models are found in the literature, covering a
lot of domains. These models also differ in both structure and hierarchy levels. However, A
common theme is that authors often mention the lack of such automatability in the maturity
assessment process, as mentioned in the section on maturity model limitations. However, a few
sources provide insight into how automation can be used in the field of maturity modeling.

The more common applications of automation are for eliciting new maturity modeling or
classifying maturity levels. Research by Meding et al.| (2021 uses machine learning to order a set
of pre-defined maturity items based using machine learning. As for the classification of maturity,
Lismont et al.|(2017) mention clustering of organization characteristics to categorize them into
four groups. These groups, no analytics, analytics bootstrappers, sustainable analytics adopters,
and disruptive analytics innovators, form a growth path that organizations follow when investing
in the maturation of their analytics processes. Analytics here is related to the application of
computer-supported programs to process data. While this is a novel and automated method of
performing maturity assessments, a limitation of the work might be that such an inference engine
is not interpretable and non-prescriptive. Furthermore, such an inference engine only works
when coupled to a staged maturity model, which provides maturity levels only on the highest
level. The authors indicate which organization characteristics lead to which maturity level and
how organizations might try to manipulate and mature these. The data for these approaches is
often gathered using long surveys with Likert questions used as quantitative data for the analyses
(Aleem et al., 2016} Marsina et al.,|2015; |Abu-Shanabl 2015). Another example of such an article
is by [Raber et al.| (2012): ” Using Quantitative Analyses to Construct a Capability Maturity
Model for Business Intelligence” , where the quantitative analysis consists only of Likert-question
answers converted to numerical values. Furthermore, several papers present maturity models
that incorporate fuzzy logic alongside the Delphi method for more efficient use of the Delphi
method to gather maturity items for new maturity models (Marlina et al., 2022]).

This research aims to lessen the manual effort required for maturity assessments. For the
research by [Lismont et al.| (2017), however, the data input is still manual, as is the reporting
and, to a certain extent also, the processing. [Vasquez et al.| (2021)) presents a sustainability
maturity model using machine learning to classify an overall maturity score. This research
suffers from the same limitation as earlier-mentioned work, where to process from input data
to output cannot be adequately explained. Furthermore, the machine learning models used
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are supervised in nature, thus requiring a large dataset of labeled data. They do not, however,
present this dataset for future research. Several more sources were found that employ automation
for the classification of maturity levels (Gupta et al., [2017; [Limpeeticharoenchot et al.l 2022));
however, due to the process not offering much interpretability, as well as still requiring lots of
manual work, it was chosen not to implement such a method for this research.

Some authors also present work that includes maturity models that are supported by tooling
to a certain degree. Like work that shows the maturity model in a website or mobile app
[Limpeeticharoenchot et al| (2022)), or interesting work by that describes the
creation of a web application to design maturity models online. or Furthermore, wwork by
[Siedler et al.| (2021); [Steinlechner et al.| (2021)) that uses visualizations for the data reporting
of the maturity assessment. In these works, the implementation of automation remains limited
to one phase of the maturity assessment process, which is often data reporting. Not a single
source was found that tried to incorporate quantitative metrics to facilitate automation into
the design of the maturity model, to allow for data collection to be automated. Work that is
most closely aligned with the aim of this research is by |Devaraju & Huber] (2021)), who propose
a tool to measure progress toward FAIR research data. This tool is capable of processing
data and reporting it in a limited manner, however, the tool does not use quantitative data
and is also not open source and thus not transferable to other domains and maturity models.
Furthermore, [Shrestha et al| (2020) propose a tool that automates the data processing and
reporting activities. However, the data reporting output of their tool is limited to very high-
level visualizations, lacking drill-down and trend analysis capabilities. They furthermore mention
their use of surveys for data collection as a limitation of their work, stating that research could
be conducted on using output data of an organization’s processes and IT tooling directly as
quantitative input for the maturity assessments to fully automate the data collection activity.
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4 Maturity Model Design

This chapter concerns the creation of the reference framework of the maturity model. First, a
set of steps for the design of the model is outlined based on other often-used methods. Then an
overview is given of all extracted maturity models and the domains in which they were published.
This set of models is then filtered on relevant domains and maturity model characteristics.
Afterward, the remaining set of maturity models is used to elicit the maturity dimensions,
capabilities, and KPIs. The chapter then continues by describing the results of the expert
evaluation round, which is used to validate the proposed maturity model. The maturity model
is named the Quantitative Data Analytics Maturity Model (QDAMM). The last section is related
to the design of the maturity assessment tool in which the maturity model is instantiated. The
tool has been named the Automated Maturity Assessment Tool AutoMAT as it supports the
automation of all maturity assessment activities.

4.1 Procedure model for designing automated maturity models

A design method was chosen to develop the maturity model that includes quantitative metrics.
The design method describes the steps of the design process and ensures the maturity model
is relevant, explicitly documented, and grounded in ample literature and empirical evidence.
During the SLR, all papers that mention maturity model design methods, also called Procedure
models (Roglinger et al., [2012), were marked. Based on the set of resulting characteristics, two
relevant procedure models were chosen and adapted into a new procedure model that contains
activities on populating the model with quantitative metrics (Caiado et al., 2021} |Steenbergen et
al,[2010)). It furthermore contains activities on the automation of the three maturity assessment
activities: data collection, processing, and reporting (Shrestha et al., |2020). The procedure
model also helps mitigate identified limitations of maturity models. The thorough design and
evaluation process ensures that the maturity model is complete, relevant, and grounded in ample
literature and empirical data. The focus on automation and quantitative metrics mitigates
the threat of maturity assessments being costly and ambiguous. Other benefits of the focus
on automation are that the limitation related to the lack of continuous maturity assessment
possibilities is also addressed, as well as the threat of the maturity models not being prescriptive
through their inference engine (Otto et al., |2020]).

Figure [6] shows the elicited procedure model. It consists of three sections. The left section
Phase indicates the phase name and the research methods that are utilized to execute the related
design activities. The Activities section shows the activities that are performed per phase and
their interdependencies. The Output & Related section part of the procedure model indicates
what each phase contributes to the design process, and where in this thesis this is described.

The model consists of four phases, each involving activities related to the scoping, designing,
populating, and testing of the maturity model. This procedure model is used to design the
proposed maturity model which will be validated during the expert interview phase. This then
answers RQ4: How can a new data analytics maturity model be designed to support automatic
maturity assessment? The model’s phases are described below. The application of some steps
has already been described in previous sections

Phase 1 - Scoping

This step concerns conducting a literature study and examining the domain to determine which
maturity models and resources already exist. The scope of the maturity model is determined
based on this data and the desired set of maturity model characteristics. The application of these
steps is described in Chapter 2 and partly in this chapter. Through this phase, the possible
limitations of incompleteness, vagueness, and a lack of knowledge from previously proposed
maturity models are mitigated. The output is a clear scope and definition of the to-be-designed
maturity model (Steenbergen et al., |2010)).

e Al. Selection of relevant domains - Before starting the design process, the relevant do-
main(s) must be chosen first. This will then steer the domain in which the literature study
is conducted. This research was done during the SLR.

e A2. Identification of existing MMs - Existing maturity models need to be identified and
written down for later analysis.
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Figure 6: Procedure model for designing an automated maturity model (adopted from (Caiado

let al 2021} [Steenbergen et a

1], 2010)

e A3. Identification and selection of MM requirements - Relevant maturity model charac-
teristics must be identified. Section 3.6.1. shows this research’s implementation of this

step.

e A4. Comparison of MM requirements - The extracted maturity models need to be assessed
using the discovered relevant maturity model characteristics.

e A5. Evaluation of key MM elements - Based on the analysis from step A4, a set of maturity
model characteristics that must be addressed in the new model can be constructed.

e A6. Determination of MM development method - Related to the choice of which research
methods to apply for the creation and population of the proposed maturity model and
how to apply them. This thesis describes the used research methods in Chapter 2.

Phase 2 - Design model

This phase refers to the design of the maturity model. The content of the model is populated
based on the results of the previous phase through a top-down approach. After all maturity
items are determined down to the KPI level, the KPIs are populated with quantitative metrics
(if possible) through a bottom-up approach. The inference engine, consisting of the metric
thresholds and calculation logic is determined and created so that conclusions can be drawn
from data collected through maturity assessments. The next sections describe the execution of

these steps.

e BI1. Definition of Maturity dimensions - Based on the SLR, maturity dimensions are chosen
to be included in the maturity model.

e B2. Definition of Maturity levels - Based on the SLR and chosen maturity model charac-
teristics, maturity levels are designed or copied for inclusion in the maturity model.
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e B3. Definition of Maturity Capabilities - Based on the SLR and expert interviews, capa-
bilities are chosen to populate the maturity dimensions.

e B4. Elicitation of MM content (details, KPIs) - KPIs are designed to link to the capabili-
ties. These will be used to perform the maturity assessments. It is possible to further drill
down these items into maturity metrics.

e B5. Determination of inference engine (KPI thresholds) - The type of inference engine is
determined, and thresholds are determined for the KPIs and maturity levels.

e B6. Definitions of KPIs - The KPIs and their thresholds are documented and explained.

e B7. Maturity model definition - The maturity model as a whole is documented, and its
characteristics and initial design choices are explained.

Phase 3 - Instrument development

An implementation instrument should be developed so that the maturity model can be tested
and used in practice. This model should contain an automated component in the form of data
processing and visualization, but should also allow for manual data input. This is then built into
a tool that is transferred to an organization. The end of this chapter describes the development
of the assessment tool.

e C1. Construction of automatic assessment method - The automated part of the assessment
method is designed as a tool. The tool incorporates the KPIs and their thresholds and
automates the data collection, inference engine, and, possibly, the improvement suggestion
engine parts of the maturity model.

e C2. Construction of manual assessment instrument - The manual aspect of the maturity
assessment method is created. This can be a survey or interview protocol. Possible
extensions could be the automation of these methods as well, by, for example, automating
the processing of survey answers.

e (3. Construction of assessment reporting tool - The automated tool is extended by adding
a reporting method through dashboards.

e C4. MM transfer - The designed maturity model is transferred to the case study organi-
zation through training and documentation.

Phase 4 - Implementation & Exploitation

The maturity model and assessment tool are implemented in the last phase. The outcome of
using the tool to conduct maturity assessments is then used to further mature the organization.
Chapters 5 and 6 describe the application and validation of the tool through an industrial case
study.

e D1. Implementation of MM in organization - The maturity model is implemented at the
case study organization. The automatic maturity assessment tool can be fine-tuned, and
a maturity assessment is performed and documented.

e D2. Analysis of maturity gaps - Based on the maturity assessment, the maturity gaps are
analyzed to identify bottlenecks. This, as well as activity D3, can be performed by the
automated improvement suggestion engine.

e D3. Creation of action plan - An improvement plan is created automatically by the
inference engine, and proposed to the organization as part of the iterative maturation
process.

e D4. Improve maturity model iteratively - The maturity model should be iteratively im-
proved through case studies and future research to keep it relevant.

The procedure model is used in the following section to design the maturity model. The gathered
literature study data is also analyzed and filtered by the defined phases and activities.
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4.2 Conceptual framework

As described before, maturity models can be used to guide organizations in assessing their cur-
rent maturity and in creating a maturation plan to reach higher maturity models
. Maturity models consist of a set of maturity items possibly categorized on dif-
ferent hierarchy levels. Together these maturity items cover all relevant processes according to
the maturity model’s scope (de Bruin et al. 2005). The relation that a maturity item has to
each maturity level, i.e. the maturation criteria, is used to assess the maturity. Data can be
gathered for each of these criteria through a maturity assessment in the form of either qualitative
data or quantitative data (Shrestha et al., 2020). The aim of this thesis is the automation of
the three maturity assessment steps. Therefore, an effort is made to make the inference engine
explicit so that it can be reasoned with. Articles often fail to note the actual implementation
of the maturity model and the required calculations on the data. For example,
provides a useful meta-model for focus area maturity models wherein they mention Instantiation
as a component of the maturity items. To expand on this notion of instantiation, a conceptual
framework was designed to guide the maturity model and tool elicitation process (see Figure
@. This framework is a novel contribution of this research to the data analytics and maturity
modeling domains as it describes the creation, but also instantiation and automation of the
maturity model and maturity model assessment process.
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Figure 7: Conceptual framework of design, composition, and implementation of maturity models

The framework consists of three components that are all related: Sources of knowledge, Matu-
rity model, and Automated Maturity Assessment Tool. The firstmentioned component concerns
the elicitation of the maturity model. Data must be collected from a set of sources, namely
from literature, domain experts, and from organizations. This ensures that the maturity model
is grounded in ample academic and practitioner data. This component is linked to the Maturity
model component through a ’Compose’ relation. Note that another connection exists that is
related to the Data collection maturity assessment activity. The framework denotes that orga-
nizations have data sources in the form of IT technology, and how automation guides can be
created to automatically collect metric data from these data sources. This automation elimi-
nates the need for manual tasks, thus saving on resources and time (Devaraju & Huber} 2021)).
The Maturity Model component itself consists of four hierarchy levels: Dimension, Capability,
KPI, and Metric. Maturity models in literature always propose structures consisting of (a set
of) the first three components. This study adds metrics as a representation of automatable data
points that help quantify KPIs. The maturity model can be implemented through an Automated
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Maturity Assessment Tool; the third component of the framework. This component states the
two possible ways of data collection: manual and automatic (Shrestha et al.|2020). Relations to
the database then show how this data is stored in inputted into an inference engine containing
the calculation logic. The framework also denotes the expected output of the inference engine,
and how this is reported back to the user (Al-Sai et al.;|2019)); this being the organizations that
have instantiated the maturity model through the tool. The conceptual framework implies that
the maturity model is prescriptive in nature through the bottleneck and improvement analy-
sis (Lukhmanov et al., [2022; Mittal et al., 2018). The automation also allows for continuous
evaluation, a characteristic that other maturity models lack (Otto et al., |2020]).

Through the use of the conceptual model, certain design choices in relation to the proposed
maturity model have been made. Namely, as mentioned before, the model needs to be prescrip-
tive at least, and support automation. Furthermore, the model needs to have been validated
by experts and also through a case study at an organization. Only through this last research
method is the automation of the data collection activity possible. The maturity model also
needs to be documented extensively, meaning both the used maturity items, as well as the logic
of the inference engine. This mitigates reported maturity model limitations related to a lack
of explicit documentation and assessment methods (Lahrmann et al., 2011). This framework,
and the maturity model characteristics that are mentioned in Table [4] are used in the following
sections to create a maturity model and compare it to other models in the domain.

4.3 Related work

The maturity models that were collected as a result of the SLR were proposed in varying domains
and have different characteristics. The set of models is filtered based on these attributes so that
a set of maturity models remains of which the content is useful to this thesis. The filtering is
first done over the application domain and then on the characteristics.

After analyzing the publication domains shown in figure[5]and their sub-domains, it was chosen
only to include models in the Data Management and Analysis domain as this corresponds best
to the application domain of the proposed maturity model. Table [5| shows the distribution of
the maturity models in this domain. Based on this decision, the total pool of maturity models
decreases from 130 to 32. The domains cover a wide range of topics related to data and data
analytics. This is useful for ensuring that the proposed maturity model has adequate coverage of
the data analytics domain. This also explains why the study is not just using the Data analytics
subdomain-related maturity models.

Domain Sub-Domain Models in domain
Business Intelligence (BI) | 10
Big Data (BD) 8
Data Management and Analysis Bzz: leaa?;giirsng A()DM) g
Machine Learning (ML) | 2
Data warehousing (DW) |1

Table 5: Distribution of maturity models in the domain Data Management and Analysis.

Table [6] provides an overview of the selected set of maturity models. The maturity models
have been published in a domain that is closely related to the domain of this thesis. Therefore,
the models provide a good scientific reference for related work. The models are examined over
several aspects based on the conceptual framework (Figure |7| that was designed. Columns two
and three are related to the design of the maturity model. According to|Poppelbufl & Roglinger
(2011) and |[Dinter| (2012) scientific and empirical validation are vital in the creation of new
maturity models. Several maturity models lack either a thorough literature review or a research
method for empirical validation. This thesis aims to cover both of these bases through an
extensive set of conducted research methods. Regarding data collection, some maturity models
have been elicited based on qualitative data only. Columns six through eleven are related to the
maturity model itself and its implementation. Note that some components that are mentioned
in the conceptual framework are discussed later in this section. Regarding the datatype of the
maturity level criteria, most maturity models employ qualitative data. Most maturity models
have been designed for self-assessments and a questionnaire is often published to help with
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this. These questionnaires are populated with Likert questions that, even though they can be
converted to numerical data, are still qualitative data that cannot be easily automated. [Raber et
al.| (2012)) propose a method to use the Rasch algorithm for the automatic weighting of maturity
model items. However, they only conduct interviews with three experts to collect data so the
evaluation is lacking. [Limpeeticharoenchot et al.| (2022)) propose a maturity model that uses
Latent class analysis for automatic data processing and use a tool for data reporting. However,
these components are not open-source, and the data collection is also still manually done, costing
a lot of time according to the authors. Work by |Pena et al|(2019) applies a Fuzzy ELECTRE
model for a multicriteria evaluation of big data maturity. This automates the processing of
the input data, however, the results of this analysis offer no suggestions for improvement. The
maturity model is descriptive in nature, and no case study was performed to substantiate this as
a viable maturity assessment method. |Lismont et al.| (2017) proposes similar work that suffers
from the same limitations as mentioned earlier, and again, does not have a valid real-world
application.

As can be seen, there is a gap in the set of currently available maturity models with regard to

automatability. Another observation is that almost no maturity models make use of quantitative
data, even though this can help with the automation of the data collection process |Shrestha et
al| (2020). To populate the proposed maturity model with maturity items, a top-down analysis
is done of common maturity items. The set of maturity models is filtered further so that they
exhibit the desired characteristics that make them suitable to be analyzed. The characteristics
of models are split into context and structure characteristics. First, the models are filtered based
on the context characteristics (see table. It was determined to exclude chl - Application scale
from the filtering, as almost no paper explicitly mentioned this. Regarding ch6 - Awvailability;
of the 32 models, 25 are fully available, and 7 are only partly. In all of these seven cases, this is
due to a proposed tool or questionnaire not being published in the source or anywhere online.
However, these models were not excluded based on this characteristic as their maturity models
were still documented and could contain useful data. The remaining maturity models are now
filtered based on their context characteristics. Table [7] shows these maturity models and their
context characteristics. Characteristics for the proposed maturity model have also been added
to show how the model differentiates itself from related work.
Based on Table [7] it becomes evident that some maturity models do not possess the required
context characteristics to be included in the design process. Some authors did not offer extensive
enough documentation for their proposed models for them to be included in the design process.
Filtering was performed based on characteristics 9, 10, 11, and 16, which all relate to the
extensiveness of the design process and documentation of the maturity models. The following
maturity models were excluded based on these characteristics: Big Data & CRM analytics
MM, Organizational maturity model, ITPM3, BACF, LOBI, Evolutionary business intelligence
maturity model, EBIMM, Analytic Process Maturity Model, Data maturity model, IoT DQMS3,
and Machine Learning Process MM. The LOBI model is also the only model to be of practitioner
origin, so excluding it is even more substantiated. Regarding the maturity models’ reliability
(ch25) of the remaining 21 models; 15 are empirically validated, 4 are verified through expert
interviews, and 2 are completely untested. It was chosen to exclude the untested maturity
models as their performance has not been validated.

4.4 Maturity model structure

Through the filtering process, related to activity A4 from the procedure model, a total of 19
maturity models remain. These maturity models have been published in a domain relevant to
this thesis and have beneficial context characteristics. Next, the maturity models are evaluated
based on their structure characteristics. An overview of the maturity models and their structure
characteristics can be seen in Table [§l Some characteristics are not included in the model and
are either discussed below or mentioned in a later section in this chapter where they are relevant.
An example is characteristics 2: Assessment data type. Only 8 models mentioned quantitative
measures like KPIs or Likert surveys. 3 models of these 8 models also mentioned qualitative
measures. 8 models mentioned only qualitative measures, while 3 models did not include an
assessment component and thus mentioned neither quantitative nor qualitative measures. These
models are only used to elicit the maturity dimensions and capabilities. Regarding characteristic
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Study R. Method |Data Col. |Year |MM Name Assessment | Assessment Domain |Level set |Criteria Autom.
Method Instrument datatype |sup.
SLR
. Experts . s .
This study " . Mixed 2023 |[Quantitative Self assess-| Automated DA Nameless |Mixed Fully
Design Science . .
Case study Data Analytics| ment Maturity As-
kK Maturity Model sessment  Tool
(QDAMM) (AutoMAT)
SLR
(Korsten et al.|Delphi study |Mixed 2022 [ADA-CMM Third party|Questionnaire |DA Ad-hoc Qualitative |-
2022) Survey assisted (4-point Likert)
(M. O. Gokalp SLR Qualitative [2022 |BDA process ca-|Self assess- |- BD SPICE Qualitative |-
Case study L
et al.| [2022) pability assess-|ment
ment model
(Limpeeticharoe, 1S oSy Quantitative| 2022 |BDMM b Self  assess-|Latent class| BD Nameless |Mixed Data Pro-
xXperiment . .
et al., 2022) ment analysis model cessing,
Data Re-
porting
SLR
(Marlina et al.l|Delphi study |Mixed 2022 |[RDM readiness|Self assess- |- DM Nameless |Qualitative |-
2022) Experts model ment
(Akkiraju et al.,[SLR Qualitative |[2021 |[ML implemen-|Self  assess-|Questionnaire |ML Ad-hoc |Qualitative |-
2020)) tation maturity|ment (4-point Likert)
workflow
SLR
(Daraghmeh & gjj\l,gen Science Mixed 2021 |[EHR-MM Self  assess-|- BD Nameless |Qualitative |-
Brown|, [2021}) Y ment
Case study
(Hausladen & %Lal; stud Mixed 2020 |Airline network|Self  assess-|Questionnaire |BD Nameless |Qualitative |-
Schosser}, [2020)) y planning BDA|ment (5-point Likert)
MM
(Pena et all E}iReriment Mixed 2019 |Fuzzy ELEC-|Self assess- | Fuzzy ELEC-|BD Ad-hoc Quantitativel Data  Pro-
2019) b TRE big data|ment TRE model cessing
maturity model
(Thomas et al.} SLR Mixed 2019 [DMM model Third party|- DM Nameless |Qualitative |-
Case study .
2019) assisted
(Carvalho et al.} SDLR - Qualitative [2019 |HISMM-DA Self  assess-|- DA Ad-hoc |Qualitative |-
esign science
2019) ment
(Gastaldi et al.,|Case study Qualitative [2018 [BI maturity [ Not men- | Questionnaire |BI Ad-hoc Qualitative |-
2018) model tioned (4-point Likert)
(Lismont et al.|Survey Quantitative|2017 |[DELTA model |[Self  assess-|Survey DA Ad-hoc |Qualitative |[Data Pro-
2017) ment cessing
(Comuzzi & Pa- %LR Qualitative |2016 |BDMM a Self  assess-|- BD CMM(I) |Qualitative |-
xperts
tell |2016]) ment
SLR
(Spruit & Piet- gcmgn SCIENCE |\ fixed 2015 |Master Data|Self  assess-|Questionnaire |DM COBIT |Qualitative |-
xperts .
zka), |2015) Case stud Maturity Model|ment
Yy (MD3M)
(Dinter} |2012)) E]LR Qualitative [2012 |biMM a Self  assess-|Questionnaire |BI Ad-hoc Qualitative |-
xperts . .
ment (5-point Likert)
(Raber et al.l g)a(g:rsticsud Qualitative | 2012 |biMM b Self assess- | Questionnaire |BI Ad-hoc Qualitative |-
2012) Y ment (5-point Likert)
SLR
(Sen et al.l [ Design science |Qualitative |2012 |DWP-M Third party|Questionnaire |DM CMM(I) |Qualitative |-
2012) Experts assisted (5-point Likert)
(Popovic¢ et al.} %};{is rou Mixed 2012 |BIS Maturity | Not men-| Questionnaire |BI No levels |Qualitative |-
2012) group model tioned (7-point Likert)
(Htiner et al. g(;cszssijgup Mixed 2009 [CDQM  matu-|Not men- |- DM Nameless |Qualitative |-
2009) Y rity model tioned

Research method (R. Method) (including Master Thesis(MT), Report).

Table 6: Analysis of domain-relevant maturity models (adopted from (Farshidi, 2020))

18: Maturity concept, which refers to the categorization of 'People’, "Process’, and 'Object’ as
proposed by |[Lahrmann et al| (2011). No model was mentioned as having a People maturity
concept, 1 had an Object maturity concept, 5 had a Process maturity concept, and the other 13
mentioned a mixed maturity concept. It was therefore chosen to ignore this characteristic in the
decision-making as it would not result in significant changes to the structure. During the ex-
pert evaluation phase, experts also mentioned the automatability of Object and Process-related
maturity items to be great, while that of People-related measures was less so. A mix of these
maturity concepts will therefore improve the performance of the overall model. Characteristic
26 refers to the Respondents of the maturity models. Meaning those who provide data during
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Source Maturity model name Domain |A |A |A |2 |0 a4
This study Quantitative Data Analytics | DA X | X | X | X | Academic| Validated
Maturity Model (QDAMM)
[M. O. Gokalp et al]] BDA process capability assess- | BD X | X | X | X | Academic| Validated
(2022]) ment model
| [Comuzzi & Patel[(2016) | BDMM a BD X | X | X | X | Academic| Validated
| ILimpeeticharoenchot et|| BDMM b BD X | X | X | X | Academic| Validated
al] (2022)
| [Hausladen & Schosser! | Airline network planning BDA | BD X | X | X | X | Academic| Validated
(2020) MM
| [Tiefenbacher & Olbrichl | Big Data & CRM analytics | BD X | X Academic | Untested
(2015) MM
| [Daraghmeh & Brown| | EHR-MM BD X [ X | X | X | Academic| Validated
(2021)
| [Penia et al.|(2019) Fuzzy ELECTRE big data ma- | BD X | X | X | X | Academic| Validated
turity model
Klievink et al.| (2017) Organizational maturity model | BD X | X | X Academic | Validated
| [Becker et al.| (2009) ITPM3 BI X | X | X | Academic| Validated
[|Cosic et al.[(2012) BACF BI X | X | X Academic | Untested
[ |Cates et al.| (2005) LOBI BI X | X PractitionerValidated
I|Sacu & Spruit| (2010) Business Intelligence Develop- | BI X | X | X | X | Academic| Untested
ment Model (BIDM)
| [Dinter| (2012) biMM a BI X [ X [ X | X | Academic| Validated
| [Raber et al. (2012) biMM b BI X | X | X | X | Academic| Verified
| [Russell et al| (2010) Evolutionary business intelli- | BI X | X X | Academic | Verified
gence maturity model
| |Chuah! (2010} EBIMM BI X | X X | Academic| Untested
| [Popovic et al.|(2012) BIS Maturity model BI X | X | X | X | Academic| Verified
| |Gastaldi et al.](2018) BI maturity model BI X [ X | X | X | Academic| Validated
| [Lismont et al.| (2017) DELTA model DA X | X [ X | X | Academic| Validated
| |Grossman| (2018)) Analytic Processes Maturity | DA X | X Academic | Untested
Model (APMM)
| |Carvalho et al| (2019) HISMM-DA DA X | X | X | X | Academic| Verified
| [Korsten et al.(2022) ADA-CMM DA X | X | X | X | Academic| Validated
| IMuehlbauer __et.__all| Data maturity model DA X | X X | Academic | Validated
(2022)
| [Spruit & Pietzkal (2015 | Master Data Maturity Model | DM X | X | X | X | Academic| Validated
(MD3M)
| [Hiiner et al.(2009) CDQM maturity model DM X [ X | X | X | Academic| Validated
| [Devaraju &  Huber | FAIRSFAIR DM X | X | X | X | Academic| Untested
(2021)
| Kim et al.[(2022) IoT DQM3 DM X | X | X Academic | Validated
| [Marlina et al.[(2022) RDM readiness model DM X | X | X | X | Academic| Verified
| [Thomas et al.| (2019) DMM model DM X | X | X | X | Academic| Validated
[Sen et al[(2012) DWP-M DW X | X | X | X | Academic| Validated
| [Akkiraju et al](2020) Machine Learning Process MM | ML X | X X | Academic| Untested
| |Schreckenberg & Moroff] | ML implementation maturity | ML X | X | X | X | Academic| Validated

Domain abbreviations: BD - Big Data, BI - Business Intelligence, DA - Data Analytics, DM - Data Management,
DW - Data Warehousing, ML - Machine Learning.
Characteristic abbreviations: Def. of maturity (ch9. Definition of underlying notion of maturity), Descr. of
domain (ch10 Description of domain & components), Design doc. (chll. Design process documentation), MM
knowledge (ch16. Knowledge from older MMs), Origin (ch.23), Reliability (ch.25).

Table 7: Context characteristics of maturity models in the domain Data Management and

Analysis.

the data collection. 8 of the 19 models did not mention who should provide the data through,
for example, surveys. Management was mentioned in 1 paper, while the staff was mentioned in
2 others. Most often, a mix of these groups was mentioned as being respondents. Regarding
ch27: Target group, all papers mentioned the target group being of internal origin. This comes
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as no surprise as maturity modeling is often used to gain insight into the performance of internal
processes. Furthermore, as opposed to standards like ISO or ISAE, which provide certifications
and reports for external publication, maturity models do not have such standardized corrobo-
ration. Like with Table a row was added showing the characteristics of the maturity model
proposed for this study. This shows how to proposed maturity model differentiates itself from
related work.

n 2
g £
S(2| 8| ¢ 2l 5l g% &
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i | 4| g s El 3| s> £
s 81| .| 8 gl =] |2 3
@l 2| 5| |2 gl el &g 2
. a1 4 o E| E
Maturity model <|<|< |0 | & OS5 =2]2 p=
Quantitative Data An- | X | X | X | X | Domain- X | X | X | X | Prescriptive | Continuous
alytics Maturity Model specific
(QDAMM)
BDA process capability as- | X X | General X | X | X | X | Prescriptive | Staged
sessment model
BDMM a X X | Not X X | Prescriptive | Staged
men-
tioned
BDMM b X | X X | General X X | Descriptive | Staged
Airline network planning | X | X X | General X | X | X | X | Comparative| Staged
BDA MM
EHR-MM X X | General X X | Descriptive | Staged
Fuzzy ELECTRE big data | X X | Domain- X X | Prescriptive | Staged
maturity model specific
BI maturity model X | X X | General X X | Descriptive | Staged
biMM a X | General X | X | X | X | Prescriptive | Staged
biMM b X | X X | General X | X | X | X | Comparative| Staged
BIS Maturity model X | Domain- X Descriptive | Staged
specific
ADA-CMM X X | General X | X X | Descriptive | Staged
DELTA model X X | General X | X | X | X | Descriptive | Staged
HISMM-DA X | General Descriptive | Staged
CDQM maturity model X X | X | General X X | Prescriptive | Continuous
DMM model X X | Domain- X | X X | Comparative| Continuous
specific
Master Data Maturity | X X | Domain- X | X X | Prescriptive | Continuous
Model (MD3M) specific
RDM readiness model X | Domain- X Prescriptive | Continuous
specific
DWP-M X X | Domain- X | X X | Descriptive | Continuous
specific
ML implementation matu- | X X | General X | X | X | X | Prescriptive | Continuous
rity workflow
Frequency: 15| 4 1 19| Gen:12, 16| 12| 6 16 | Desc:8, Staged:13,
D-S:6, Pres:8, Cont:6
Not m:1 Comp:3

Characteristic abbreviations: Assess. met (ch3. Assessment methodology), Assess. tool (ch4. Assessment tool),
Automation (ch5.), Cap. areas (ch7. Capability areas), Focus (ch12. Focus of model), Granularity (ch13.
Granularity mentioned), Implem. guide (ch14. Implementation guide), Improv. measures (chl5. Improvement
measures), Matur. paths (ch17. Maturation paths), MM type (ch20. Maturity model type), Maturity principle
(ch21. maturity principle).

Table 8: Structure characteristics of maturity models in the domain Data Management and
Analysis.

When looking at Table |8} some interesting points arise. It shows that not all maturity models
include an assessment methodology component, meaning they have no inference engine that
allows for collecting and interpreting maturity assessment data. A large part of the models
is descriptive, meaning that no improvement items can be designed based on the maturity
assessments. This is further shown by some models’ lack of maturation paths. Organizations
implementing maturity models without such paths cannot reach a higher maturity as there are
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no guidelines to follow. The above points all diminish the usefulness of maturity models as a tool
for maturation. Furthermore, most models allow for self-assessment, but not all models mention
this. This, coupled with some models’ lack of assessment and implementation methods, points to
some models’ poor usability. These findings confirm the maturity model limitations found during
the SLR. The proposed maturity model will feature some characteristics which appear to not
be the most frequent. These characteristics are related to the automation and extensiveness of
maturity assessments and are included in the model because it is believed that these will improve
the model’s performance. The model will be a Domain-general, Prescriptive, Self-assessment
maturity model with an Assessment methodology and tool, supporting automation. This means
that the presence and elicitation of improvement items and maturation paths are described. An
implementation guide will be provided as well. Most models in Table [§| were staged instead
of continuous. However, the proposed model is of continuous nature as this allows for more
granularity. The risk of losing usability through the greater level of detail is mitigated through
the use of a visual reporting component in the form of an automation tool.

4.4.1 Maturity dimensions

To design the Maturity dimensions for the maturity model of the maturity model, research has
been done on the maturity dimensions found in the extracted maturity models. The dimensions
have not only been collected from the 19 domain-relevant maturity models but from all collected
models. This should indicate whether the maturity models in the Data Management and Anal-
ysis domain have maturity dimensions that are similar to the most common dimensions of all
models.

Not all maturity models explicitly mention their granularity. The extraction of the maturity
dimensions was not always straightforward because of this. Terminology for the maturity di-
mensions also differed. Synonyms are: Domain, Focus Area, or Capability area/domain. These
terms were collected along with the definitions to make the grouping of maturity dimensions as
systematic as possible. Furthermore, this variance in used terminology confirms the maturity
model limitation of a lack of standard terminology and also violates the presence of key maturity
model characteristic ’granularity’.

From all 130 maturity models, 301 domains were collected, of which most had an occurrence
of 1 (172). The granularity of the domains varied a lot based on the different maturity models
and their purpose. For example, a maturity model for Information system management might
have a domain Cybersecurity. In contrast, a maturity model specifically for Cybersecurity might
already split this domain through its maturity dimensions. Therefore, the dataset contains a
lot of maturity model items that are mentioned as both a maturity dimension and capability.
These dimensions often only occur once, however.

A set of maturity dimensions appear to be more common than others. In line with the
maturity model characteristic "Maturity concept’ (Lahrmann et al., 2011)), the domains People,
Process and Object (in the form of Product or Technology) often appear in maturity models.
Table [ shows the ten most common maturity dimensions across all extracted maturity models.
The most common domain, Technology, only occurs in 46 of the 130 maturity models. The other
domains occur even less often. And while this can be explained by the models having their own
focus, which does not have to be related to technology or an organization, it also confirms the
absence of standardized maturity model components. Also, the tenth model common domain is
a combination of two more common domains, which violates the design rule of maturity models
being non-overlapping.

The same set of dimensions arises when looking at the maturity dimensions of the 19 domain-
relevant maturity models. These models have 69 maturity dimensions combined, of which only
13 occur more than once. These maturity dimensions are shown in table Dimensions Tech-
nology, Organization, Strategy, People, Culture, Governance, and Data often occur in both lists.
The table below also shows maturity dimensions that are closely related, like Data governance
and Data quality. For the proposed maturity model, it was decided to use these maturity di-
mensions, although with slightly different names, as capabilities under dimension Data. The
maturity model will also use the other set of common maturity models mentioned above.

The maturity model will contain the following maturity dimensions: Data, Governance, Orga-
nization, Strategy, and Technology. It was chosen to include People and Culture as capabilities
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Maturity dimension Frequency
Technology 46
Organization 41
Strategy 35
People 34
Culture 24
Data 21
Governance 21
Information Technology (IT) 21
(IT) Infrastructure 18
Processes & organization 16

Table 9: Maturity dimensions from all extracted maturity models.

Maturity dimension Frequency
Organization

Data

Technology

People

Strategy

Culture

Data governance

Data quality

Information Technology (IT)
Governance

Information delivery management
Usage & Ownership

B[RO N[ Cof Cof Lof WO x| x| U O 0O

Table 10: Maturity dimensions from the 19 domain-relevant maturity models.

under Organization due to overlapping capabilities. Other common dimensions like Information
Technology, and Data quality were included under Technology and Data respectively.

In the next section, common capabilities are further analyzed to populate the maturity di-
mensions mentioned above.

4.4.2 Capabilities

To populate the elicited maturity dimensions with capabilities, all capabilities mentioned in
the 19 domain-relevant maturity models were extracted. It was chosen to exclude capabilities
mentioned in the total pool of 130 original models as these are not related to data analytics.
The aim is to categorize the capabilities under the set of 5 maturity dimensions. To do this, all
parent maturity dimensions were extracted for each capability. The collected definitions were
used to group or combine capabilities if relevant. In some cases, the parent maturity dimension
is not present in the group of 5 that is used in the new maturity model, as the related maturity
dimension was disregarded. In that case, the capability is placed elsewhere if that is deemed
logical based on the definitions. If this is not possible, then the capability is dropped.

Some capabilities like Data management and employee skills occurred a lot and were placed
under a maturity dimension. However, when looking at their related KPIs, it became clear that
the granularity of some capabilities slightly differed. For example, Data management had multi-
ple KPIs and papers referring to it, while Employee skills was mentioned as a capability but only
had 1 KPI: which was Employee skills. Due to this difference in granularity, some capabilities are
later used as KPIs (if their extracted definitions indicated that this was possible). Data quality,
which was also mentioned as maturity dimension has been combined with frequent capability
Data management. Several capabilities like Training, Innovation, and Data architecture were
initially placed in the maturity model as capabilities, but were later transformed into maturity
metrics as there were changed from qualitative measures to quantitative measures. This was
done in line with the collected definitions and granularity of the models from which they stem.
As some models gave capabilities thresholds for each level, the conversion to maturity metrics
could be made.

Table shows the proposed capabilities linked to maturity dimensions. As can be seen,
the maturity dimension Data has the most capabilities. This is in line with the purpose of
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Maturity Di- | Capability Description
mension

Data Analytics | Related to the processing of data to provide insight. Envelops the
Data tools that are used, the types and analysis, and coverage,

Data Manage- | How well the data is managed when in the organization’s care. Con-

ment cerns policies and standards for data storage and structure.

Data Sources This capability concerns data gathering from external parties.

Data Report- | This capability concerns reporting the analyses to stakeholders.

ing

Governance N/A All practices related to governance. There is no overlap with data
management, however.

Organization People Con.cerns t}?e' employees, sta.f'f, and users of an organization. Compe-
tencies, training, and commitment are relevant.

Culture Related to the culture of an organization. Concerns how well data
analytics has been integrated into the culture, and if new initiatives
have management backing.

Strategy N/A Related to the strategy of an organization
Technology N/A Concerns the IT/Data analytics infrastructure that is used by the
organization.

Table 11: Capabilities of the proposed maturity model.

the proposed maturity model, situated in the field of Data Analytics. Maturity dimensions
Governance, and Strategy have no capabilities as there was no need to divide this dimension.
Dimension Organization has capabilities People and Culture, as was indicated in section 3.2.2.

The next section concerns linking KPIs to the mentioned capabilities. These will be used for
data collection to be used for maturity assessments.

4.4.3 KPIs & metrics

As was the case for the maturity capabilities, a vast amount of KPIs was collected. These KPIs
correspond with the before-mentioned capabilities. Some KPIs have a one-to-one relation with
capabilities, and as such, this capability has been written down as a KPI in the maturity model.
The KPIs encompass aggregations of measurable data points, i.e. maturity metrics, which
together express value regarding the maturity of a capability. These metrics are measurable,
and thus automatable. Each metric has a threshold value for each maturity level so that the
data can be converted to a maturity score. The collection of this data, as well as its processing
and reporting, can therefore be automated. These thresholds are often directly retrieved from
the systematic literature study by transforming a qualitative measure into a quantitative one.
In some cases, the thresholds were already quantitative.

The maturity dimensions and capabilities were designed using a top-down approach. For the
population of the capabilities with KPIs and maturity metrics, a mixed approach is used. First,
all frequent KPIs are collected and placed under capabilities if that makes sense according to
their definitions and original parent capabilities. Then the KPIs are populated with maturity
metrics. These are seldom reported in papers as quantitative measures are a novel research
concept. Therefore, a bottom-up approach is used to place the metrics retrieved from literature
and interviews under the present KPIs. When a metric is deemed as relevant to a maturity
dimension and capability but cannot be placed under a KPI, a new KPI is elicited if that makes
sense for the overall coverage of the proposed maturity model.

The proposed maturity model is validated through expert interviews, of which the results
are found in section 3.4. The full maturity model can be found in table in Appendix C.
An alternative visualization of the maturity model, as well as extended documentation of all
maturity components, can be found in Appendix D.

Note that the nature and implementation of the KPIs are not discussed here. Only when the
model is prepared for implementation will the method of data collection be discussed. The KPIs
and their metrics and thresholds are not organization-dependent, meaning they are generalized
and relevant for all organizations. As the maturity model is designed with automatic data
collection in mind, almost all maturity metrics can be measured using surveys with Likert-based
questions which can later be replaced by automated counterparts. Regarding the respondents
of the data collection process, a mix will be needed of employees and managers to get the most
complete picture.
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However, the aim of this research is to automate the maturity model. This envelops the
data collection, processing, and reporting part of the model. An effort should therefore be
made to automate the implementation of the maturity model by, for example, automating the
processing of the survey’s answers. But for the most part, the surveys for measuring maturity
metrics should be replaced by real-time automated counterparts. The implementation guide
and maturity assessment tool of the maturity model should incorporate this switch from manual
to automatic maturity assessments and allow for both. This helps negate the Maturity model
limitation of low-maturity organizations not yet having the data to allow for automation.

4.4.4 Inference Engine

Regarding the Inference engine, an analysis was done of 130 extracted maturity models to get
an overview of the used methods. This overview can be seen in table [2l The most common
type of inference engine is quantitative, i.e. a formula with or without weights to calculate the
overall maturity score. Maturity models which are untested are likely to not include a valid
inference engine in the maturity model; 13 of 27 untested models (+-48%) as opposed to 8 of
81 validated models (+-10%).

As the aim of this thesis is to propose an automated maturity model, a quantitative inference
engine will be used. It was chosen not to include weights in the formula to keep the matu-
rity model more interpretable. There are qualitative and quantitative maturity metrics, which
have thresholds using their respective datatypes. These thresholds were created by converting
the thresholds found in papers from qualitative to quantitative or by slightly altering the ob-
ject/metric that is measured. These thresholds were reviewed by experts to ensure that the
thresholds make sense. The data from the maturity assessments are parsed and compared to
these thresholds to calculate the maturity level of that metric. The metrics are then averaged to
calculate the KPI averages, and again for the capability and maturity dimension averages. This
granularity is still interpretable due to the visual reporting component of the maturity model.

A quantitative inference engine like the one described above also allows for bottleneck cal-
culation by automatically comparing the maturity levels to check which maturity metrics are
holding the average back. Furthermore, goal-setting is also possible and can even be used to
generate customized maturation suggestions. It is possible to scale up the logic of the inference
engine further to include dependencies, weights, and more detailed improvement suggestions if
the architecture of the automated maturity assessment tool is solid. Adding logic on the relative
weights and dependencies of KPIs is added to the inference engine of the proposed maturity
model and tool, however. This choice was made as no specific research was conducted into
collecting these relations from literature or eliciting them through other methods.

Inference engine | Freq. Definition

type

Textual description | 30 For each capability and maturity level, a textual description was given of

of requirements per the required level of performance to reach that maturity level.

maturity level

Not mentioned 29 The authors did not mention how to perform maturity assessments, and
how to convert the outcome into a meaningful conclusion about maturity.

Formula for cal- | 27 A possibly automatable formula which does not involve weights for ma-

culation  without turity items. An example is a Likert-based survey where each question

weight corresponds to a maturity level

Formula for calcu- | 21 A more sophisticated inference engine formula where each maturity item

lation with weight has also been given weight.

Assignment based | 13 A third-party, i.e. auditor, interviews stakeholders in the company and

on interviews assigns a maturity level based on the results.

Capabilities linked | 10 Each maturity level has a set of unique capabilities which must be attained

to maturity level in order to reach that maturity level.

Table 12: Types of Inference engines

4.4.5 Maturity levels

A variety of maturity levels are used in maturity models to indicate an organization’s progression
in improving its capabilities. The set of maturity levels is important in showing the maturity
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progression that organizations can achieve. Therefore, maturity levels must have a clear title
and short description (Poeppelbuss et al.||2011)). [Comuzzi & Patel| (2016) argue that including a
level 0 is also beneficial as many maturity level sets cannot indicate a complete lack of awareness
and capability. [Spruit & Pietzka (2015), on the other hand, chooses against the usage of level 0
precisely because it does not often occur in other maturity level sets.

For all 130 maturity models, the maturity levels were extracted. If the authors mentioned
the use of an existing maturity level set then this was recorded. In all cases, the used maturity
levels were written down with their definitions if these were provided. It should be noted that
the meaning of these levels changes depending on the maturity model principle, e.g. staged or
continuous. An overview of the used maturity level types is shown below in table Afterward,
the most common and well-known maturity level sets are discussed.

Maturity Freq. Description

level set

Ad-hoc levels 67 A set of maturity levels that the authors newly designed. These range vastly in
terms of the number of levels, the meaning of the levels, and their granularity.

Nameless levels | 31 These levels do not have a description. Often these maturity levels are as-
sessed based on a formula-based inference engine.

Maturity score 8 Instead of levels, a maturity score is given in the range of 1-100.

No levels 6 These maturity models do not indicate any maturity levels.

Existing matu- | 18 Maturity levels are copied from already existing and well-known maturity

rity level sets models. These include, among others, the Capability Maturity Model (CMM)
and its successor Capability Maturity Model Integration (CMMI) (Humphrey
et al. [1987;|S. E. Institute, |2010), and COBIT 4.1 (I. G. Institute, |2007)).

Table 13: Distribution of used maturity level types

A maturity model of which the maturity levels were most often used is the Capability Maturity
Model (CMM), and its successor Capability Maturity Model Integration (CMMI) (Humphrey
et al., [1987; |S. E. Institute, [2010). This maturity model is perhaps the most well-known of
them all. It is a staged maturity model with five maturity levels: 1 - Initial, 2 - Repeatable,
3 - Defined, 4 - Managed, and 5 - Optimizing. Note that the most mature level still offers
room for further improvement as an organization is never 100% mature. The successor model
CMMI changes levels 2 and 4 to Managed and Quantitatively Managed respectively. Another
well-known model is the COBIT framework (I. G. Institute, 2007)). This framework proposed
6 maturity levels, including a level 0: 0 - Non-existent, 1 - Initial, 2 - Repeatable, 3 - Defined
process, 4 - Managed and measurable, and 5 - Optimized. Note that level 5 here is worded
more as an end-point of the maturation process. Some ad-hoc maturity level sets were very
similar to those of CMM and COBIT. For example, |Kayikci et al.| (2022)) propose the following
maturity levels: 0 - Non-existent, 1 - Executed, 2 - Managed, 3 - Established, 4 - Predictable, 5
- Optimized. It is easy to see the similarities to the above-mentioned models, but as the authors
never cite these sources, they were not categorized as using their maturity levels.

Regarding the 19 domain-relevant maturity models: 8 models used ad-hoc levels, 2 used
CMMI levels, 1 model used COBIT, 1 model used SPICE, 4 models used nameless levels, 2
models used a performance %, and 1 model indicated no maturity levels. As for the size of
the maturity level sets, 9 of the 16 sets with actual maturity levels had 5 different stages of
maturation. Furthermore, 13 of the 19 maturity models used a stages maturity level set, while
only 6 used a continuous maturity principle. Based on this, it was chosen that the maturity level
set that will be used in the maturity model indicates 5 stages and support the staged maturity
principle. And since CMMI is by far the most well-known and supported maturity model, it
was chosen to use these maturity levels in the reference framework.

4.5 Expert evaluation

The proposed maturity model was validated through a set of expert interviews, conducted in
two rounds. The outcome of this is a validated maturity model that can be integrated into the
automated maturity assessment tool, thus answering sub-question 4. The process is explained
in section 1.3.4 and the interview protocols for both rounds are found in Appendices E. and F.
Data on the experience and expertise of the interviewed experts can be found in Table
During the first interview round, each time an item was mentioned and experts were positive,
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the item got was marked with Y’ which was equal to 1 positive point. Each negative mentioned
was indicated with a "N’ which was equal to -1 point. The tables shown below reflect the total
of this sum.

Title Skills Years of Experience | Education
Degree

Lean/Agile coach CMM assessor 25 bachelor’s de-
gree

Data scientist Data Science, Informatietech- | 4 Msc

nologie

Test- en require- | Quality assurance 25 Msc

ments consultant

QHSE Officer CMMI, Quality assurance 17 Msc

CMMI Coach CMMI 25 bachelor’s de-
gree

Quality  Assurance | Quality assurance 7 bachelor’s de-

Officer gree

CEO Testing and quality assurance | 20 Msc

Backend & Data De- | Power BI, Data mining 4 Msc

veloper

Data Analyst Big Data Analytics, Statistical | 5 Msc

programming
Azure Consultant Data Visualization 3 Msc
Data Architect Data modeling 19 Bsc

Table 14: Demographic data of interviewed experts.

4.5.1 Characteristics

All experts except for one, a data analysis expert, had experience with using maturity models in
the work. Curiously, CMM(I) was the only maturity model experts mentioned which also was
found during the SLR. This may indicate a need to include gray literature in future research on
collecting maturity models. CMM(I) was mentioned 7 times by experts, and TMMI, SPICE,
and the Data Analytics Ladder were mentioned 3 times. Less often mentioned were COBIT 5
and the CO2 ladder, while SAFE, Gartner MM, 13, and DAMA DMBOK were only mentioned
once.

Experts mentioned that data collection was always done through interviews and/or document
analysis. The intervals of data collection ranged from once every two or three years to every few
months or on an ad-hoc basis. The total time that this takes ranged from several hours to a few
days, and even 16 weeks of analysis. No experts mentioned the data collection and processing
as being automated, while 9 expressed that automation of the data processing would be very
beneficial to the process. 1 expert was opposed to this notion. As for the data collection, 8
experts saw benefit in this while 2 were opposed to the idea. Overall, experts saw automating
this part of maturity assessments as more difficult. They were also wary of completely replacing
interviews, as some experts stated that maturity items belonging to the People maturity concept
cannot be automated due to the intangible knowledge of employees. Maturity items belonging
to the other two elements would be better suited to automation, however. The majority of
experts also saw potential in the automation of data reporting through adaptive visualization.

4.5.2 Limitations & Requirements

The experts were also asked about the limitations and pitfalls of using maturity models. The
mentioned limitations are shown in table They coincide with the limitations that were found
during the SLR. Interestingly, some experts mentioned that an academic foundation does not
guarantee that the maturity model is useful, while a limitation that was often found in literature
stated the opposite. Lack of empirical validation was confirmed as a limitation of some maturity
models, as well as a lack of standardized terminology, models being too abstract, continuous
evaluation being impossible, and maturity items being contradictory or vague. A limitation that
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Limitation Frequency
Risk of being reduced to ’list of checkmarks’ (level hunting)
MDMs could prescribe goal that company does not want
Maturity assessments are very expensive

Automation: proof still needed

MM /KPIs too abstract

Costs not included in maturity level items consideration
Foundation in literature not equal to a useful model
Maturity models do not support continuous evaluation
Maturity assessments are too large and infrequent

KPIs could go against best practices

KPIs could contradict each other

Fixed-level MM not desired

=W W W W wl oo

Table 15: Maturity model limitations mentioned by experts

was not found in the literature is related to maturity models and their levels being reduced to a
set of checkboxes. A parallel was drawn to a ’concrete life jacket’. The item may appear like a life
jacket when looking purely at the specifications, but this does not guarantee that it works. The
same goes for maturity models, where there is a risk that companies try to achieve the highest
maturity levels solely for this purpose of certification. They then completely ignore the process
changes and benefits that need to be taken into consideration. Or as another expert put it:
"Hitting the target, but missing the point”. A similar limitation that only experts mentioned
is that an organization might beautify its results to obtain a higher maturity level for the
recognition of its stakeholders. Automating the data collection to be based on an organization’s
IT systems and processes eliminates this threat as the data is not based on human judgment.
Lastly, a frequently mentioned limitation was that the organization might not want to achieve
the highest maturity level for all maturity items. This might be due to, for example, domain
or cost-related reasons. The automated maturity assessment tool will include goal-setting func-
tionality to help organizations track their own goals and progression. No characteristics of the
proposed maturity model were seen as wrong so no changes were made to the structure.

4.5.3 Automation possibilities

Automation possibilities were discussed with the experts, whose opinions differed on the different
benefits. All 11 experts saw the benefits of automatic data processing to reduce the time
between data collection and reporting. This could be in the form of a simple Excel sheet or
in more sophisticated forms, like including an inference engine with bottleneck identification.
Automated generation of improvement suggestions was also seen as a good development. The
automation of the data reporting in the form of interactive analytical reporting was mentioned
by 7 experts, all of whom agreed on its usefulness. The automatic collection of data was
mentioned by all 11 experts. 8 saw this as a very useful feature, while 1 expert was neutral
and 2 experts were against this idea. They mentioned the loss of data context as a major
pitfall, as well as the difficulty in creating 'universal’ data connectors which can adapt to the
differing I'T structures of organizations. It was also mentioned how this automation possibility is
dependent on the maturity of the organization, where a lower maturity means fewer data sources
from which to automatically draw data. Some experts remarked how this process of increasing
maturity according to the maturity model should go hand-in-hand with increasing automation
opportunities. When discussing the implementation of ML to classify maturity levels, like was
proposed by [Lismont et al. (2017)), some experts noted that this degrades the quality of the
insights that can be gained. They noted that the main aim of maturity assessments is to inform
the team or organization of their as-is and to-be situation. An understandable and detailed
maturity assessment is needed for this, something which they argued cannot be adequately
achieved through the use of classification algorithms.

Other automation possibilities include involving an organization’s goals in the inference engine
so that bottlenecks can be identified in relation to how the organization wants to mature. Ethics
were mentioned as a potential danger as there also lie automation possibilities in maturity
metrics related to personal data. This should be carefully considered. As one expert put it:
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”The People-part of the maturity model is hard to automate”. This is in line with the opinions
of some experts saying that subjective opinions cannot be automated.

These findings from the expert interviews impact the requirements of the to-be-developed
automated maturity assessment tool. Automated data collection is not implemented as a core
component of the tool. For each maturity metric, a recommendation is given on how to automate
the data collection and from which tools and systems the data could be collected. Automated
data processing and reporting are fully implemented, however, as well as the bottleneck engine.

4.5.4 Content

The content of the maturity model was extensively validated during the second round of expert
interviews with six interviewees, using the evaluation template proposed by [Salah et al.| (2014]).
However, during the round, the maturity model was not yet shown. Here, experts were asked
which factors they deem important in a Data Analytics environment. The mentioned items were
noted and shown to the experts after they mentioned all of their own ideas.

As for maturity dimensions, the experts’ mentioned maturity dimensions mainly coincide with
the maturity dimensions of the maturity model. Dimensions People and Culture are placed under
Organization, while Software development does not appear in the maturity model as a maturity
dimension. It is covered, however, by the KPIs and metrics that are found under the Data and
Technology dimensions. KPIs like DA architecture, Data integration, and Data quality all are
related to the development of software to process the data. However, these all focus more on the
outcome of the development, and not on the development process itself. Curiously, experts also
mentioned KPIs related to this maturity dimension, like Velocity which was mentioned twice,
and Lines of code which was mentioned more often but about which experts were very negative.
Ultimately, due to the focus and domain of the thesis, and the lack of software development
in the maturity models found through the SLR, it was chosen to not include this maturity
dimension in the maturity model. Furthermore, dimensions Test and Management are also not
explicitly included as these are only mentioned once and already are partially covered by existing
KPIs. The mentioned maturity dimensions are found in Table [I6]

Maturity Dimensions | Frequency
Data 8
Technology

Software development
Strategy

Governance
Organization

People

Culture

Test

Management

I N ] OO O O

Table 16: Maturity dimensions mentioned by interviewed experts.

Maturity capabilities were mentioned less as experts would often talk about high-level domains
(i.e. maturity dimensions), or lower-level items like KPIs. The capabilities that they did mention
are found in Table [[7] The two most common capabilities are either already present in the
maturity model or captured through a higher-level maturity dimension. All other mentioned
capabilities were mentioned far less often with some, like Machine learning, even getting a lot of
negative responses. For this capability, in particular, it was argued that most organizations do
not yet employ machine learning and that underlying metrics would not yield a representative
picture as the application context of machine learning greatly influences the desired output in
terms of accuracy and prediction speed. Like with earlier mentioned cases, some capabilities
are already represented in the maturity model. This is the case for Configuration management,
CICD, and Innovation. After the round of expert interviews, capability Ethical considerations
was added to the maturity model due to it not being covered in any way by the existing set of
maturity items. Initially, Machine learning was marked as KPI in the maturity model. This
was removed after the expert evaluation round due to the negative responses that its capability
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counterpart got.

Maturity Capabilities Frequency
Data Reporting 7
Data governance
Configuration management
Risk management

CICD

Ethical considerations
CRISP-DM

Validation

Innovation

Change management

ML

RN W W W W o

1
\]

Table 17: Maturity capabilities mentioned by interviewed experts.

Table shows all KPIs that were mentioned by the experts. Note that during this part of
the interviews, there was no distinction between KPIs and maturity metrics to not introduce
any unnecessary complications to the creative process. If possible (through analysis of the
interviews and definitions), the wording of KPIs that were mentioned by the experts has been
slightly altered to make to coincide with KPIs that are already present in the maturity model.
Following from this is a list of KPIs that are mostly all already in the maturity model. This is
expected as the proposed maturity model was grounded in a rigorous SLR. The most negative
KPI was Lines of code, about which experts argued that it is a very bad metric of quality and
productivity. Following from this list, KPIs Use case coverage and DA report creation time were
removed from the maturity model. It was argued that these KPIs are hard to standardize as
they depend heavily on the context of an organization. In line with earlier comments about the
capabilities, all machine learning-related KPIs also got negative responses. Besides these KPIs,
most were confirmed to be useful, and some had opposing responses. These have therefore not
been added to the maturity model.

Afterward, the thresholds and definitions of the maturity metrics were also discussed with
the experts. A selection of these has been altered according to the comments from the experts.
For example, experts argued that for some maturation steps, like Code coverage, implementing
the first test is way more complicated than implementing the N*® test. Therefore, the threshold
curve was made less steep for lower levels as gains in coverage were harder initially. Many
definitions were also slightly altered to better represent the scope and possible considerations.

Based on the results of the first expert interview round, the maturity model was revised as
described above. The maturity model was then added to a document, along with a short expla-
nation and the evaluation template by |Salah et al.| (2014). The resulting document was used for
the second round of interviews where six interviewees participated. The results of this interview
round can be found in Table The evaluation template by |Salah et al.| (2014 can be used as a
standardized method of evaluating the proposed maturity model. It consists of five-point Likert
statements, spread across different maturity model components. Component Maturity levels
has questions related to Sufficiency; The maturity levels are sufficient to represent, all matura-
tion stages of the domain, and Accuracy; There is no overlap detected between descriptions of
maturity levels. Component Processes and Practices has questions related to Relevance; The
processes and practices are relevant to the domain, Comprehensiveness; Processes and practices
cover all aspects impacting/ involved in the domain, Mutual Exclusion; Processes and practices
are clearly distinct, andAccuracy The indicator levels for each KPI and Capability are correctly
assigned to their respective maturity level, while factor Automatability; The automatability of the
indicators is logical was added for this study. Component Maturity Model consists of questions
related to Understandability; The maturity levels are understandable, The assessment guidelines
are understandable, The documentation is understandable. A factor is Ease of use; The scoring
scheme is easy to use, The assessment guidelines are easy to use, The documentation is easy to
use. Lastly, factor Usefulness and Practicality with questions; The maturity model is useful for
conducting assessments, The maturity model is practical for use in industry. Note that the last
three factors are derived from TAM (Davis, [1989).
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Maturity KPIs Frequency
Code testing coverage 6
Data usage/accessibility
Type of data analysis
Code tests coverage
Executive sponsorship

Aim of visualisation
Employee competencies

Data warehousing
Pipeline/deploy success

Data cleanliness
Documentation of datasets
End-user proficiency

Velocity

Report frequency

Data definitions

Business understanding
Decisions made based on DA reports
Up-to-date-tooling
Aggregation

Last time updating definitions
Data & dashboard ownership
DA report feedback frequency
Stakeholder management

Data completeness
Metadata

Data retention
Budget

DA report relevancy
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Use case coverage -1
ML prediction speed -1
ML accuracy -2
DA report creation time -2
Lines of code -5

Table 18: Maturity KPIs mentioned by interviewed experts.

Overall, the maturity model scored highly on most aspects. The lowest scoring element is
related to the maturity levels and their overall descriptions (Accuracy). One interviewee noted
that using the maturity levels of CMM(I) is not very useful as these are textual descriptions
of how well an organization grasps a specific capability. While this can still apply to maturity
models with quantitative data, this is less useful. The progression of maturity is now expressed
numerically, and it is impossible to clearly define how these different numbers relate to specific
textual descriptions of maturation. Following this discussion, it was chosen to abandon the use
of CMM(I)’s maturity levels and move more towards to the focus area approach described by
Steenbergen et al.| (2010)).

All interviewees indicated that the maturity items in the maturity model are entirely rele-
vant to data-intensive data analytics practicing organizations. They noted that the processes
are relatively comprehensive but suggested adding new items, like the above-mentioned ethical
consideration capability. These suggestions were then reviewed to deem if they fell within the
scope of the proposed maturity model. Regarding the automatability of the mentioned maturity
items, this was seen as very reachable, with most experts offering a long list of datasets that
could be used for this purpose.

Lastly, the understandability (UP 1 & UP2) of the maturity model was seen as good across all
metrics with high average means. The interviewees had no trouble understanding the maturity
model’s composition and the relation of different maturity items to the maturity levels. Overall,
the maturity model was evaluated very positively. Although the small sample size hinders the
validity of the results.

38



Utrecht University

Descriptive Statistics Summary of Responses
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Maturity Levels Sufficiency 4.17 0.41 0.00%  0.00%  0.00% 16.7%
Y Accuracy 3.67 0.82 0.00%  0.00%  50%
Relevance 4.84 0.41 0.00%  0.00%  0.00%
Comprehensiveness 4.17 0.41 0.00%  0.00%  0.00%
Processes and Practices Mutual Exclusion 3.84 0.41 0.00%  0.00% 16.7%
Accuracy 4.67 0.52 0.00%  0.00% 67% 33%
Automatability 4.34 0.82 0.00% 0.00% 16.7% 33% 50%
PU1 4 1.27 0.00% 16.7% 16.7% 16.7% 50%
Understandability PU2 4.17 0.76 0.00%  0.00%  16.7% 50% 33%
PU3 4.67 0.52 0.00%  0.00%  0.00% 33%
PE1 4.67 0.52 0.00% 0.00% 0.00% 33%
Ease of Use PE2 4 0.9 0.00%  0.00% 33% 33% 33%
PE3 4.5 0.84 0.00% 0.00% 16.7% 33% 50%
Usefulness and Practicalit UP1 4.84 0.41 0.00% 0.00% 0.00% 16.7%
y UPpP2 4.67 0.52 0.00% 0.00% 0.00% 33%

Table 19: Results of the evaluation expert interviews

4.6 Automated maturity assessment tool

A tool was built to apply the proposed and expert-validated maturity model, which introduces
automation features to the maturity assessment process. Because the maturity model contains
quantitative elements, automation of various process parts is possible. The tool is described
below, and some example pictures can be found in Appendix G. Appendix J. provides an imple-
mentation guide explaining how to instantiate and apply the tool to perform automated maturity
assessments. The usefulness of the tool, as well as the maturity model, is tested through the
industrial case study, which is described in Chapter 4.

As mentioned before, the tool does not automate data collection, but it does lessen the need
for manual tasks. It also gives recommendations for automated data collection per maturity
metric, but these data connections need to be created by the organization and adapted to its
internal IT landscape. The data reporting component of the tool is built in Tableau, while most
of the data processing is done in Excel. These sheets are embedded in the Tableau part of the
tool. The Excel consists of a set of sheets for processing logic, a data input sheet, and a "Maturity
model documentation’ sheet. This last sheet functions as configuration management for the tool.
From here, all maturity components and their thresholds, maturity levels, definitions, and other
desired components are declared. These changes are automatically implemented throughout the
tool to update the embedded maturity model immediately. This makes it easy to continuously
improve and adapt the embedded maturity model or change it completely. This aspect also
makes it easier to transfer the tool to other application domains and research.

Data can be inputted in two ways, depending on the nature of the data: quantitative or
qualitative. The quantitative data, extracted from the organization’s tooling and processes, can
be inputted into a sheet with a timestamp. The data is extracted and sorted from this sheet
using sorts and regexes. This makes the processing more flexible and less notation-dependent.
The qualitative data can be inputted through a survey accessed through the tool’s dashboarding
part. Here, on the Data collection page, a survey for inputting this data can be found, as well
as a survey where users can indicate their goals for each maturity metric. The inputted data
is immediately processed into maturity levels, which are then used to calculate bottlenecks
and improvement suggestions. This is all done instantaneously, and the results are instantly
displayed on the dashboards. Below, the four pages of the automated maturity assessment tool
are discussed. Images of the tool, with filled-in data, can be found in Appendix G.

The above-mentioned Data collection page is one of four pages, each with a different use. The
main page is the Maturity overview page. This page shows the different maturity levels through
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a spiderweb graph. Turning off/on other visual elements like labels and scores is possible. It
is also possible to remove or add an overlay of the goals if an organization has indicated those.
Using a set of buttons, users can move between different aggregations of maturity items to drill
down into values that they find interesting. More in-depth data is displayed in the right-most
panes depending on which maturity item the user has last hovered over.

The Inference engine page shows data about bottlenecks in the maturation process. It displays
data on the lowest-level maturity items: the maturity metrics. It is possible to choose from four
different types of analysis: 1. All bottlenecks 2—biggest bottlenecks 3. Best performers 4. Gaps
to goal. Based on the selected analysis, the tool displays different bottlenecks and how much of
an impact that has on the overall maturity of the KPI. Based on which maturity item the user
hovers over, the correct description is shown, and a list of improvement suggestions can help
improve the score of that maturity item.

The data collection page shows data in the inputted data. The collection method is shown
for each maturity metric, and a timestamp indicates the latest data retrieval time. Automation
suggestions for the data collection process are also shown here. This page also contains embedded
surveys that can be used to input the goals that an organization strives for and the qualitative
data.

The Maturation path page shows data on the current progress of singular maturity items
with more detail than the other pages. Here, the thresholds for all maturity levels are shown
alongside the raw data of a maturity metric that lead to its current maturity level score. An
overview of the historical data and maturity levels of all maturity metrics is also given. This
allows organizations to analyze their past performance and try and improve their future efforts
to mature.
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5 Application of the DA maturity model

An industrial case study is performed to test and validate the proposed maturity model and
the automated maturity assessment tool. The aim is to test whether the maturity model is
helpful in practice and whether the assessment tool adds value to the whole maturity assessment
process. This chapter first describes the company where the case study is performed. Afterward,
the implementation is discussed, starting with the performed steps and the collected data and
ending with a section on using a Technology Acceptance Model (TAM) survey. The results of
the implementation are discussed in Chapter 6.

5.1 The Case company

The case study was performed at InTraffic, a company offering I'T services in the public transport
domain. It employs around 150 people. The company performs many services and operations,
from software development to consulting, to data analysis, and has data analytics as a core
business asset. The organization is part of a larger group, ICT Group, which covers a set of
organizations focusing on a broader set of domains and IT-related operations. InTraffic itself
has one data analytics team, team DSS (meaning Data Services & Solutions), that busies itself
with performing data analysis over, for example, logging data, system status data, and network
occupation data. The day-to-day activities of this team include retrieving log data through
scripting in Bash. Data is parsed through transformation scripts, often written in Python,
Pyspark, or Java, and then stored in the Datalake. The team can then extract data to create
analyses and visualizations for their customers and other relevant stakeholders. This team
comprises eight people and makes up the set of case study participants. The team’s systems
and processes are used to collect the quantitative data. At the same time, the employees are
asked to provide qualitative data and assess the designed maturity assessment tool.

This case company is of medium size, with only one data analytics team. When implementing
the maturity model and tool at a larger company, choices need to be made regarding the applica-
tion scale. The data resulting from the maturity assessments will be most helpful if it has a high
level of detail. It would therefore be most beneficial to implement a tool in a smaller scope; for
example, all data analytics teams could have their implementation of the tool. It is beneficiary,
however, if such a subsection of the organization still employs data analytics processes over the
whole chain. This provides the most Representative insight into its data analytics maturity
landscape. If some processes are not deemed relevant, goal-setting can indicate this.

5.2 Maturity model & tool implementation

The case study was performed according to the protocol found in Appendix H. This protocol
states the goal of the case study, the participants, the executed steps, and the to-be-collected
data. The case study was performed through one-on-one sessions with a member of InTraffic’s
data analytics team. To minimize the variability of the sessions, a closed-off room was used, and
interviewees were shown the same tool and data. Furthermore, after explaining the proposed
maturity model and tool, the interviewer left the room and allowed the interviewees some time
to play around with the tool before filling in the TAM questionnaire. This was done not to give
the participants the feeling of having to answer positively because the interviewer was sitting
beside them. All eight interviews went smoothly without any interruptions. All sessions lasted
between 20 and 35 minutes except for the first data collection session. This session lasted close to
90 minutes. All sessions were held within eight days of each other, so collecting more up-to-date
data on the IT landscape would not have yielded much different data.

The automated maturity assessment tool was hosted on the digital environment of InTraffic.
This gives an example of how the tool’s implementation could work. The data required for the
maturity assessments were then collected with the first case study participants. As no automated
data collection methods yet exist, the data were manually retrieved from the relevant IT systems
and processes, and an automation guideline was created. This guideline is not utilized during
this case study as it falls outside of the scope of this thesis, but it was agreed upon by the case
study participant, who found it very helpful for future actions. The case study participant also
provided the necessary qualitative data through the questionnaire and indicated their goals for
future maturation.
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This data populated the dashboards, and the inference model provided data on bottlenecks
and historical growth. All subsequent case study participants assessed this on both UI and
content and then were asked to fill in the TAM questionnaire and provide tips and tops to help
further improve the tool. Demographic data on the eight participants are found in Table [35]in
Appendix H.

5.2.1 Data collection

The data that was collected forms a snapshot of the performance and maturity of the organi-
zation at a specific point in time. It is outside the scope of the case study to perform multiple
maturity assessments to track maturity. Therefore, data on historical performance was not col-
lected. To ensure that the dashboards had enough data, some data was mocked to fill the gaps.
This was done for maturity metric Code testing coverage, a maturation development that In-
Traffic is currently undergoing. Some historical data was estimated based on past developments
in this field. The data collection process was easy for the case study participant. The maturity
metrics and their descriptions were seen as straightforward, and they often knew immediately
where to search for the data to extract it.

Besides this, the retrieved data could generate a complete maturity overview. The results
of this are discussed in Chapter 6. Data for the 29 quantitative maturity metrics was entered
in the input sheet, while data on the 26 qualitative maturity metrics was entered through the
questionnaire. As mentioned earlier, it was chosen not to express some metrics quantitatively
as this could involve personal data and could therefore pose privacy risks. This data, combined
with the indicated maturation goals and historical data mockup, forms all input data required
for the automated maturity assessment. Note that the raw input data is not provided in this
thesis due to this containing company-sensitive data.

5.2.2 Automated maturity assessment results

A part of the output of the assessment is the calculated maturity levels. This is calculated
from the maturity metrics up to the maturity dimensions. As mentioned earlier, a tool page
provides interactive data on this. The maturation goals are presented alongside this to have a
graphical way to show maturation priorities. Bottlenecks, i.e., bad-performing maturity metrics,
are automatically calculated based on the input data. These bottlenecks can be based on a set of
parameters that the user can choose based on what they desire to see. Furthermore, improvement
suggestions are shown for each maturity metric. These typically consist of general methods to
increase performance related to that maturity metric. The page showing historical data can then
be used to check in hindsight whether improvement efforts have worked or how different maturity
metrics influence each other. In contrast to maturity assessments done through interviews, this
automated tool cannot take into consideration the context of the current situation through
the richness of qualitative data but is much more capable of considering a company’s past
maturity. It becomes more valuable when maturity assessments and automated data connections
are created.

5.2.3 TAM

After showing case study participants the dashboard populated with data, they were asked to
fill in a Technology Acceptance Model (TAM) questionnaire and two open questions related to
the good and bad parts of the tool. The questionnaire that was used can be found in Appendix
I and is based on the work of [Davis| (1989) and [Babar et al.| (2007). TAM can be applied to
gauge how and when individuals will adopt new technologies and is, therefore, useful to measure
the sentiment of the case study participants towards the artifacts. To remove any pressure on
the case study participants, the interviewer left to ensure they did not feel pressured to answer
more positively due to the interviewer’s presence. Afterward, the results were averaged and
analyzed and are reported in the next chapter. The results of the two open questions are also
discussed here. These open questions were related to the strengths and weaknesses of the tool
and to potential use cases for which the tool can be extended. The interviewees received a
short explanation of the origin of these questions and were then all able to answer the questions
without hindrance.
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6 Results

This chapter reports the findings of the case study. The implementation of the maturity model
and automated maturity assessment tool generated data on the maturity of InTraffic. This
output data, combined with the input data, and the results from the discussion with case study
participants, is reported here.

6.1 Results of implementation at InTraffic

The proposed maturity model and tool were validated through a case study with the Data
Analytics team at InTraffic. Data was collected for the maturity assessment and inputted into
the tool. 8 case study participants were then asked about their experience with using the tool.

6.1.1 Input data

As mentioned in section 5.2.1., three types of input data were collected. The most senior team
member was chosen as the first case study participant. This session was used to collect all data
on the processes and IT systems of the data analytics team. The quantitative data was read
from the systems, the qualitative data was collected through the embedded questionnaire, and
the goals (to-be situation) were also gathered through this method.

The quantitative input data can be found in table 36 in appendix K. Note that this data
is copied directly from the dataset used by the tool. This shows that it is very easy to input
the data. The list of quantitative metrics is shown along with the measurement unit and a
description of the scope and meaning of the maturity metric. The next column then starts with
a timestamp and contains the numerical values for all metrics. This data denotes a part of
the current maturity (as-is situation) of the data analytics team at InTraffic. Since only one
session was dedicated to data collection, data is only available for a specific time. To showcase
the historical trend visualization capabilities of the tool, the dataset was duplicated four more
times with different timestamps. The only change was to maturity metric Code testing coverage.
An estimate was made to predict this metric’s future situations based on the team’s backlog.
Therefore, the total maturity assessment data consists of five columns with data, where most
of the same except for one metric. Some values deliberately also include text in the form of
measurement units. This is to test the tool’s ability to filter the input data and extract only
the numerical value. This was done through regexes.

As for the input to the qualitative maturity metrics, this can be found in table Answering
the questions proved easy for the case study participant, taking less than 10 minutes. For this
case study, only one participant answered the questions. In future research, all participants
could answer the research question and the mode of the responses could be used as the 'truth’.
This would also allow for analyses into the sentiment differences that the employees experience
on some topics.

Related to the goals that the data analytics team wants to strive towards, these are found in
table The participant indicated that the organization wants to achieve the highest maturity
level, level 5, for most maturity metrics. However, for some metrics, they indicated that they
are fine with the as-is situation. These metrics were mostly related to the types of analyses
they could provide or the processing capabilities of different data types. They marked these
advancements in maturity as not in line with the team and the company’s current roadmap and
strategic goal. Furthermore, some maturity metrics got low goals because the company did not
yet want to invest in maturing this metric. This brings up the notion that some organizations
may already have a maturation plan in place without performing a maturity assessment or using
a maturity model. It was good to notice that the case study participant could incorporate this
maturation plan in their goal-setting of the different maturity items.

These three data types together form the data collection phase of the maturity assessment
process. The data processing phase entails combining this data by the inference engine and
transforming it into a certain output. This data is reported back to the users by the tool. The
execution of these last two phases in the context of this case study is reported below
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6.1.2 Automated maturity assessment results

This section discusses the output the inference engine provided when given the input data
explained in the section above.

Table B9 in Appendix K. shows the assigned maturity levels for each maturity metric and
the indicated goals by the case study participant. The maturity levels were calculated based on
quantitative or qualitative data, compared to the different thresholds of the maturity levels of
a particular maturity metric. A good sign is that the maturity values that the inference engine
assigned to the maturity metrics are all lower than the goals set. Some are equal, however,
which means that the organization does not have to spend any effort in trying to mature further
in this area.

Figure shows the data reporting of the inference engine output through the tool’s dash-
boarding side. As an example, the mouse currently hovers over KPI Data quality to show the
current maturity level and goal of the KPI (left), the maturity levels and goals of its metrics
(bottom-right), and relations to other maturity items in the maturity model (top-right). The
data analytics team really struggles with getting the data quality right. Case study participants
confirmed this during the discussion sessions. The team is planning to introduce PyDeeQu into
their coding environment to automate input and output controls over their data streams. This
lack of automated control and documentation is accurately reflected in the tool through these
metrics having maturity levels 1. They score a bit better on the other maturity metrics, but, as
seen by their indicated goals, they aim to mature a lot in this area. This is understandable, as
data quality is the cornerstone for all types of data analyses. As for the data source automation
recommendation, they were recommended to automatically extract PyDeeQu output data once
this is implemented to get real-time insight into their data quality.
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Figure 8: Screenshot of (part of) Maturity overview page of the automated maturity assessment
tool, showing the output of the maturity levels as outputted by the inference engine.

This type of analysis on the maturity metric and KPI level can be performed for all 29 KPIs if
the organization desires. The tool allows for easy navigation between data points and fields of
interest. However, this thesis does not elaborate further on this type of results besides showing
the overview in the figure above, through the tables in Appendix K.

If we look at the maturity levels 1 level higher, on the capability level, we can see the or-
ganization’s maturity from another angle. Figure [9] shows the average maturity level for each
capability. An interesting insight from this visualization is that the data analytics team actually
has the lowest maturity score for capability Data analytics. After some thought, the case study
participants were very interested in these results but could confirm that this seems logical as
they struggle with some key components of this capability. They were interested in the bot-
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tleneck page to check which recommendations could be used to mitigate this gap in maturity.
Furthermore, regarding this page, some participants hid the maturity levels and sometimes even
the labels. In contrast, others argued that the option to remove this should not even be present
as it is vital information. This provides an interesting topic for the future validation of the tool
and its UL
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Figure 9: Screenshot of (part of) Maturity overview page of the automated maturity assessment
tool, showing the maturity levels for the capabilities.

Figure[TT]shows the Maturation page. This page shows historical data and maturity level thresh-
olds for all maturity metrics. This allows users to look at their past and current performance
and the criteria for the next maturity level to plan out their maturation approach. As men-
tioned before, the data for this maturity metric was mocked as only 1 data-gathering session
was performed. This data was mocked based on the expectations of the team members.

The graph clearly shows the team’s (mocked) progression in implementing tests over all their
scripts. The input value, here the percentage of tested scripts, is shown for each data collection
timestamp. The maturity levels that the organization reach are also shown through the use of
color and displayed for each of the data points. A clear positive trend can be seen between the
timestamps, so the team is maturing in this aspect. Maturing of this metric will also improve
the maturity of all above maturity items, all the way to the Data maturity dimensions. A
dotted line shows the average value for this metric over 30 days. This is useful as the team may
postpone writing tests for their new scripts, briefly causing their maturity level to fall. Taking
the average value for this metric provides a more representative picture of the situation. This
is also relevant for, for example, maturity metric Uptime of DA reports. The team should see
that improvements in the code testing coverage maturity metric will also positively impact their
maturity on other maturity metrics like Script execution success rate.

6.1.3 Improvement suggestions

The automated maturity assessment tool also provides insight into the biggest bottlenecks and
gives recommendations on how to improve this. The case study participants were very interested
in this page because it allowed them to deep-dive into the performance of specific maturity
metrics and compare that to the performance of other related metrics. The most often used
inference engine modes were Biggest Bottlenecks and Gaps to Goal. The maturity metrics that
came up as bottlenecks for these two modes were very similar. An example of such a metric is
metric Alerting for KPI DA report quality. The team indicated that this was an area with easy-
to-attain gains but with little priority, as there were other higher-priority tasks to do. Therefore
the maturity level of this metric remained low. The tool provided improvement recommendations
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Figure 10: Screenshot of the Maturation page of the automated maturity assessment tool,
showing the historical data for maturity metric Code testing coverage.

to improve the maturity level of this metric. Examples of suggestions are defining alert trigger
conditions and customizing alert and delivery methods according to end-user. When looking at
the gap to the goal, this maturity metric lags three maturity levels behind the desired maturity.
This shows that the team is very much behind on their target here.
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Figure 11: Screenshot of the Inference Engine of the automated maturity assessment tool,
showing the all bottlenecks, here with an overview of improvement suggestions for maturity
metric Alerting.

6.1.4 Data collection automation suggestions

Regarding the data collection automation suggestions which are elicited during the first data
collection session, several data sources were identified for the data analytics team at InTraffic.
Almost all of the automation suggestions relate to quantitative maturity metrics as this datatype
is much easier to work with and automate than qualitative data. Automating datastreams of
this datatype is a nice topic for future research, however.

For InTraffic, the biggest data sources by far to automatically extract data from are the
PostgreSQL data source from Tableau and the Azure DevOps datasets which can be connected
through an OData data connection. The Tableau dataset contains data on DA report uptime,
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usage, relevancy, update time, and access rights. Meanwhile, the Azure DevOps datasets contain
data from both the Azure board, which the team uses to track their progress and plan their
sprints, and data from Azure Synapse which the team uses to write code and deploy their
pipelines. Creating data connections to these data sources could automate the extraction of
almost half of the quantitative maturity metrics. Several other data sources were identified
which can be used as a basis to automate the data collection. An example of this is the
collection of Finance-related Excel sheets used by the team manager. Another is the internal
cv-tool which is used to keep track of the individual skills of the members of the team. However,
using this data source comes with ethical risks and considerations, a warning that is reflected
in the suggestions from the automated maturity assessment tool. For some other metrics, the
automation advice is to first create adequate documentation of the current situation in such
a format that data can be automatically extracted from it. For example, the data analytics
team of InTraffic does not document a lot, and therefore they sometimes did not even know the
status of some datasets or processing pipelines. The maturity model demands this information
to reach higher maturity levels, and therefore, the effort to automate this datastream overlaps
with the effort to increase the maturity of said metric.

The before-mentioned data connections were not created for this study but could be created
as part of a follow-up study where the maturation of the organization is tracked. In case these
data connections are indeed made, then the Data Collection page of the tool will reflect this by
showing the data sources and the latest time of the extraction for all maturity metrics. The
aim is that by increasingly using the automated maturity assessment tool, and by automating
the datastreams and collecting historical data, the tool will become increasingly powerful and
valuable to the organization.

6.2 Discussion results

This section discusses the findings and results of the discussion that was had with the case study
participants after they used the automated maturity assessment tool.

6.2.1 Inference engine output

The participants were asked to play around with the tool to discover its capabilities, strengths,
and possible flaws. They could ask questions to the researcher if they liked it until they were
satisfied with their understanding of the tool. They were also asked to look at the maturity
levels they achieved on certain metrics. Generally, participants were interested to find out their
relative lack of maturity over processes falling under the Data analytics capability. Upon drilling
down further into the maturity model and their scores, they could grasp the reasons for this low
maturity level.

Another thing that was generally like was the information available on the inference engine
page. Participants were most happy with this page as it gave them an idea of what maturity
metrics to mature and how to mature them. They were also more interested in more considerable
bottlenecks, i.e., maturity items that lagged behind the KPI maturity level the most, as opposed
to the more minor bottlenecks. Some participants noted that the spread in bottleneck ’size’
was representative of the priority list of the team. This was especially true when relating the
bottlenecks to the goals that were indicated by the team. This is to be expected, but still good
validation of the inference engine’s calculations.

Participants also noted how a portion of the maturity metrics could be improved by docu-
menting more. They indicated that they would like to see even more maturity metrics’ data
sources in IT systems and tooling instead of documentation, which is often still a manual task.
There are methods to automate the documentation process; however implementing these could
require a significant time investment, making the net gain worthless.

The case study participants were also very interested in the maturation page. The trendline
that is present on this page, showing the progress in maturation, gave them a good sense of the
as-is situation. It also shows the maturity level thresholds, something they like as it gives them
an understanding of how the inference engine draws results from the input data. Hiding this data
from the end user makes the tool more user-friendly. However, this comes with the downside
of making the tool-less interpretable. To counteract this, a link to the full maturity model is
included in the tool on every page. The user is transported to an online document showing the
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maturity model by clicking on it. Participants indicated this a not very user-friendly, however,
as they are transported away from the tool when clicking this link. An improvement point
here is to find a way in the current (or slightly altered) UT to put the model so that users can
easily access it. Another wish mentioned by one participant was the creation of a landing page.
Currently, the user is first shown the maturity overview page as this page gives a high-level
summary of the maturity levels the data analytics team attained. However, some indicated this
page was a bit overwhelming on first viewing. Also, upon first using the tool and wanting to
input qualitative data or indicating maturity level goals, the data collection page is the first page
that is needed. It was mentioned that a landing page with a short explanation of the tool helps
get users up to speed without them being lost in the Ul and features of the tool. A mitigating
factor here is that the case study participants were not shown the implementation guide present
in Appendix J. This was done due to time constraints. However, offering the participants this
guide first instead of explaining it during the session may have helped them understand the tool
better. Subsequent uses of the tool would also improve their proficiency in using the tool. This
is also represented in the answers to the TAM questions.

6.2.2 Technology Acceptance Model

Case study participants were asked to fill in a Technology Acceptance Model (TAM) question-
naire after their time with the maturity model and tool. The TAM framework was proposed
by [Davis| (1989) and is applied to gauge how and when individuals will adopt new technologies.
The framework suggests the existence of three components in this choice of adoption: Perceived
Usefulness, Perceived Fase of Use, and Self-predicted future use. The last factor, related to the
self-reported willingness of participants to adopt an artifact in the future, is determined by the
first two factors. Perceived Usefulness relates to the potential and possible increase in perfor-
mance that employees perceive in the tool. Higher perceived usefulness will make participants
want to use the tool in the future for its benefits. Perceived Ease of Use refers to the degree
to which participants find an artifact difficult to use or learn. If more effort is needed to apply
the artifact then participants may be less willing to use it in the future. According to TAM,
a correlation exists between the Perceived Usefulness and Self-predicted future use factors, and
between Perceived Ease of Use and Self-predicted future use. To confirm this, and to be able
to perform statistical analyses on these factors, a questionnaire is used. A set of statements
related to the three factors is added to collect data on them. The statements are adopted from
Babar et al| (2007) and slightly altered to represent the proposed artifacts of this study. They
are asked in the form of seven-point Likert questions. This form of question can be used to
indicate the degree of agreement or disagreement with the statements. The seven points all
relate to a different sentiment: Extremely disagree (1), Quite disagree (2), Slightly disagree (3),
Neither (4), Slightly agree (5), Quite agree (6), Extremely agree (7). Linked to each answer is a
numerical value to allow for statistical analyses to be performed. The adapted statements are as
follows (Babar et al.,[2007)): Work more Quickly (U1): using the maturity model and tool in my
job would enable me to accomplish tasks more quickly; Improve Performance (U2): using the
maturity model and tool would improve my job performance; Increase Productivity (U3): using
the maturity model and tool in my job would increase my productivity; Effectiveness (U4): using
the maturity model and tool would enhance my effectiveness on the job; Makes Job Easier(U5):
using the maturity model and tool would make it easier to do my job; Useful (U6): T would
find the maturity model and tool useful in my job; Perceived Ease of Use (Ei): Easy to Learn
(E1): learning to operate the maturity model and tool would be easy for me; Easy to Perform
(E2) I would find it easy to get the maturity model and tool to do what I want it to do; Clear
and Understandable (E3): my interaction with the maturity model and tool would be clear and
understandable; Easy to become Skilful (E4): T would find the maturity model and tool to be
flexible to interact with; Easy to Remember (E5): it would be easy for me to become skillful at
using the maturity model and tool; Easy to Use (E6): I would find the maturity model and tool
easy to use; Self-predicted future use (Si): Actual Usage (S1): I predict that I will regularly use
the maturity model and tool in the future; Use model without tool (S2): I would prefer using
the maturity model and tool to paper-based forms for performing inspections.

Table adopted from Farshidi| (2020), gives an overview of the performed statistical analyses.
Three analyses are visible, all providing different insights about the results, and are explained
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below. Besides the Likert questions, two open-ended questions were also asked regarding the
strengths and weaknesses of the tool. This provides this thesis with interesting improvement
points and future research on new use cases of the tool. These statements are discussed after
the statistical analyses.

Descriptive Statistics Factor Analysis Summary of Responses
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Work more Quickly | Ul | 4.2 1.49 0.80 -0.07 0.11 0.68 | 0.00% 12.5% 25% 12.5% | 25% 25% 0.00%
0.81

Improve Performance | U2 | 4.5 1.07 0.38 -0.42 0.53 | 0.00% 0.00% | 25% | 12.5% [60%M 12.5% 0.00%
Increase Productivity | U3 | 4.9 0.99  0.80 | 0.82 -0.09 0.00 | 0.00% 0.00% 0.00% = 50% 12.5% | 37.5% 0.00%

Effectiveness | U4 | 5.5 0.76 0.80 0.06 0.03 -0.39 |0.00% 0.00% 0.00% 12.5% 25% 0.00%
Makes Job Easier | U5 | 4.8 0.71 0.80 0.04 0.08 0.23 | 0.00% 0.00% 0.00% 37.5% 12.5% 0.00%
Useful | U6 | 5.6 0.92 0.77 0.32 0.69 0.04 | 0.00% 0.00% 0.00% 0.00% 12.5% 25%

Easy to Learn | E1 | 52 1.39  0.80 [-0.51 0.78 0.06 | 0.00% 0.00% 12.5% 12.5% | 87.6% 12.5% 25%

Easy to Perform |E2 | 5 169 077 |-0.08 093 0.10 | 0.00% 12.5% 12.5% 0.00% 25% 37.5% 12.5%

Clear and Understandable | E3 | 5 1.31 074 | 0.32 090 0.18 | 0.00% 0.00% 12.5% 25% 256% 25% 12.5%
Easy to become Skilful | E4 | 4.4 1.30  0.77 | 0.94 0.38 0.05 | 0.00% 12.5% 12.5% 12.5% [BB60%M 12.5% 0.00%
Easy to Remember | E5 | 4.8 0.89 079 | 0.52 -0.09 0.44 |0.00% 0.00% 0.00% | 50% 25% 25% 0.00%
Easy to Use |E6 | 4.1 1.25  0.77 |-0.06 0.98 -0.07|0.00% 0.00% 125% 12.5% |37.6% 25% 12.5%

Actual Usage | S1 | 5.4 0.92 0.78 0.48 -0.02 0.78 | 0.00% 0.00% 0.00% 12.5%- 25% 12.5%
Use model without tool | S2 | 4.1 0.83 0.76 0.65 0.21 0.78 | 0.00% 0.00% | 25% | 37.5% [37.5% 0.00% 0.00%

Perceived Usefulness | Ui | 4.92 2.50 1.00 -0.02 0.03
Perceived Ease of Use | Ei | 4.75 3.2 -0.02 1.00 0.41
Self-predicted future usage | Si | 4.75 1.24 0.03 0.41 1.00

Table 20: Statistical analysis of TAM questionnaire results (adopted from (Farshidi, 2020)

An extensive statistical analysis was performed on the data. Table shows all statements
and their code, adopted from [Babar et al| (2007, along with the numerical results from the
analyses. The statements are also grouped into three factors. The Descriptive Statistics section
shows the mean values of the responses along with their standard deviation. Cronbach’s Alpha
denotes the reliability of the results. For most statements, the mean lies between (4) Neither
and (5) Slightly agree and (6) Quite agree, indicating a mild optimism towards the tool. The
combined mean for the Perceived Usefulness factor is 29.5, which results in an average mean of
4.91 when divided by size. The standard deviation for the statements of this factor is around
1, with an outlier being the standard deviation of statement Ul, Work more Quickly, which
is 4.92. Checking the heatmap shown in the right part of the table confirms this as there is
a large spread of answers ranging between (2) Quite disagree and (6) Quite agree. This can
be explained by some participants pondering on whether they would even like the activities of
maturity assessments to become part of their workload, as opposed to hiring external auditors
to perform the; ”I do not know how much I want to rely on such a tool instead of an external
auditor. Do we want to take this responsibility as a team?”. For factor Perceived Ease of Use,
the means also lie between (4) Neither and (5) Slightly agree, with the averaged mean being
4.75. Many participants found the information overwhelming, a threat posed by the attempt to
provide extensive data reporting capabilities. Participants noted The Ul seems intuitive after
some practice, but I think it has a steep learning curve, and Improve usability and understanding
of how the tool works. Participants also noted that they would have liked more time with the
tool. They furthermore gave improvement suggestions which are discussed in the following
section. Looking at the Self-predicted future usage, the mean value of the responses is again
slightly positive. For S1, participants indicated that they would like to use the in the future. The
heatmap shows that the distribution of the responses is all neutral to positive, so no participant
responded negatively to the statement. S2, related to adopting the maturity model without
using the tool, received results more skewed to the negative side. All responses are between 3
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and 5, indicating that the participants were not against using the maturity model without the
tool. This can be explained by some participants already being very positive about the insight
that the maturity model itself could provide; "I now have a much clearer picture of our current
maturity, this was not possible before”. For all results, Cronbach’s Alpha was used to indicate the
reliability level of the data. High reliability indicates a high degree of collecting the same data if
the experiment is run with the same participants and under the same conditions (Laitenberger
& Dreyer), |1998). According to (Carmines & Zeller| (2012), measures with a Cronback’s Alpha
higher than 0.8 indicates high reliability. For this study, all statements had a Cronbach’s Alpha
between 0.74 and 0.81, indicating fairly high reliability of the data resulting from the TAM
questionnaire.

Factor analysis was also conducted on the statements to report on possible relations between
them. This analysis technique clusters all statements and then assigns them to the indicated set
of factors. As TAM prescribes three factors, the algorithm that was used was tuned to cluster
into three sets. The factor loadings indicate the correlation of statements with a particular
factor, where -1 indicates a perfect negative correlation and 1 is a perfect positive correlation.
According to Harper et al.| (1980)), a statement can be confidently assigned to a factor if it has
a factor loading of at least 0.7. As TAM defines the set of statements for each factor, one would
expect the data to also show this. For factor Perceived Ease of Use this is the case. Statements
E1 through E6 almost all have a factor loading of ; 0.7 for this factor. Statement E4 has a
factor loading of 0.34 and statement E5 even has a negative factor loading. (Harper et al.,|{1980)
note that sometimes factor loadings of j 0.7 can also still be considered significant. While this
could be the case for statement E4, for E5 this is certainly not the case. For factor Perceived
Usefulness, the factor loadings are less significant, with only statements U2, U3, and U6 having
potentially significant loadings. For factor Self-predicted future usage both statements have a
significant loading higher than 0.7.

As mentioned before, factors Perceived Usefulness and Perceived Ease of Use are strongly
correlated to Self-predicted future usage (Babar et all [2007). Table [20] reflects this. Of course,
all factors have a perfect positive correlation with themselves. However, no correlation is found
between factors Perceived Usefulness and Self-predicted future usage. Perceived Ease of Use
and Self-predicted future usage does have a positive correlation (0.41), however. Perceived
Usefulness and Perceived Ease of Use themselves are shown to be independent of each other,
with a negligible negative correlation of -0.02

6.2.3 Tool strengths & weaknesses

This section goes more in-depth on the answers that participants filled in for the open questions.
During the case study sessions, participants were also asked to think out loud and notes were
taken of this.

Regarding the strong points of the tool, the participants liked the overall functionality of
the tool. The ability to see the as-is state of their team’s data analytics maturity was new to
most participants, and they liked the overview that the tool provided. Most participants were
interested in the gathered data to see how specific maturity scores were composed. They noted
that using the tool this way gave them a better understanding of where they are now. Further-
more, the ability to see bottlenecks and relevant improvement recommendations was also seen
as useful. Multiple participants noted that they liked how the tool helps them identify growth
opportunities quickly, and they even expressed the desire to use the tool during a brainstorming
session to formulate a new long-term growth plan.

They also liked the automatability of the tool. Automating the data processing and reporting
was seen as helpful and easy to maintain. They noted that, due to the low investment needed
to use this tool, they no longer face an entry barrier to start using maturity modeling for their
working environment. This makes the whole process less daunting to get into. Another strong
point that was mentioned relates to the quantitative data and the automation it enables. It was
argued that, although some context is lost due to the lack of qualitative data, historical context
is quickly gained due to the maturation page. Participants liked to see their progression in the
maturation of the Code coverage metrics clearly and visually. This is related to another men-
tioned benefit of the tool’s reporting capabilities: reporting to management. Some participants
noted that the tool could help provide visual and transparent overviews of the as-is situation
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while also helping show the benefits of maturing. They thought this could be used to help them
gain the support of management on some of their innovation projects.

The participants also mentioned some use cases where the tool could be applied. Most often
mentioned was the potential to make the tool comparative instead of predictive. Extending
the tool and underlying database could allow multiple parties to use the automated maturity
assessment tool and share their data. This is not extremely hard to do from a technical per-
spective and would require only a part of the underlying logic to be rewritten. The platform
on which the data is stored would need to be changed from Google Sheets to something else.
This could be on cloud platforms like AWS or Azure, notebooks, or a local coding environment
with an always-up virtual machine. This can then be used for two primary purposes: internal
application and external application.

Regarding internal usage, one case study participant noted that the tool could be used by a
small organization with only one data analytics team to capture the whole organization through
one maturity assessment. However, this is not possible for larger organizations as there may
be multiple data analytics teams with their tooling and processes. The proposed tool with
extended database functionality could be used to compare the performance of these different
teams. Not only the aim is to see which team performs the best but also to see why this is
the case and why another team may struggle. Teams’ data could be overlapped to see their
current maturity levels and goals, and analyses could be done to compare this. Furthermore,
management could use this insight into the teams’ performance to enforce company standards.
For example, an organization may want all its teams to have a DA report uptime of more than
95%. This enforced maturity metric could then be added as an inference engine type so that
teams can keep track of their maturity concerning this threshold.

Regarding the external application of the tool with comparative features, organizations could
compare their performance to that of competitors. Of course, this is only possible if organizations
are willing to publicize this data. They may happen if the maturity model gains recognition with
organizations and customers, where customers may request that organization uphold a certain
level of maturity over all their processes. The tool can then be used as proof of performance and
for performance analyses against competitors. Another fascinating use case of the tool lies in
gathering a lot of data on the maturation paths of different organizations. For this purpose, the
data would not have to be publicly available, which should boost the adoption rate of the tool.
The characteristics of organizations could be collected, as well as data on their maturation paths
and historical performance. Analyses like pattern mining and supervised machine learning could
then be applied to predict an organization’s most optimal or common maturation path based
on its characteristics. Finally, another improvement point one case study participant mentioned
was creating an app for the tool. Such an application would allow for more mobile insight into
the maturity of the data analytics team. This is possible since the tool does not require a lot of
user input, so using it on the move is not hard as it only involves reading from graphs.

The participants also mentioned several flaws and improvement points of the current version
of the tool. Some are related to the improvement suggestions mentioned above, but most are
related to the Ul and usability of the team. More than half of the case study participants said
the tool could be hard to use initially due to information overload. They wanted a landing page
and tutorial overlay to help them learn to use the model. Some participants even gave concrete
improvement suggestions to the Ul, like inverting a particular axis or changing the spacing of
some information. They also indicated that including documentation on the maturity model in
the tool would also improve the user experience. Furthermore, showing more clearly the relation
between different maturity metrics would make analyzing the team’s maturity easier.
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7 Discussion

In this chapter, the findings of this research are discussed and used to answer the research
questions. First, the sub-questions are answered through a concise overview of the relevant
results. Then the main research question is answered.

7.1 Maturity models and components in literature

A significant component of this research is the performed systematic literature review. The
literature study is used to answer the first few research questions. The first research question
is meant to gather knowledge on the current domain and state-of-the-art maturity models.
Insight needs to be collected on what maturity models have already been developed in the field
of data analytics. Furthermore, insight into the existence of automated solutions to maturity
assessment needs to be gained. This research question results in a large set of relevant research
papers containing either the development, validation, or transfer of maturity models or articles
containing theoretical reflection on the topic or a similar topic.

After following the SLR steps described in the protocol by Kitchenham! (2004), a large set of
maturity models was found in a plethora of domains. Even during the screening phase of the
literature research, dozens of maturity models were removed from consideration in the domains
of healthcare, construction, logistics, and floor management. These maturity models were all
domain-specific and could, therefore, not be transferred to the data analytics domain. A pool
of data analytics-specific and general-purpose maturity models remained. The most commonly
used maturity model is CMM(I) (S. E. Institute, [2010)). This maturity model has five maturity
levels (like most) and is applied over a wide range of domains. It is an evolution of the earlier
CMMI. Another well-known maturity model is COBIT (I. G. Institute] [2007)), which is also a
maturity model of practitioner origin. Regarding the academic maturity model landscape, no
common maturity models stand out. Much research has been done on the structure of maturity
models, for example, by Steenbergen et al.| (2010) and [de Bruin et al.| (2005), who are cited often.
This helps inform this research on how to structure the proposed maturity model. However, no
such reuse can be seen when looking at all developed maturity models. These are rarely reused
or transferred to another domain except by the same author(s). We, therefore, end up with a set
of 32 models in the data analytics domain. This pool of maturity models is later filtered based on
their structure for the design of the proposed maturity model. It is important to note that none
of these maturity models are proposed alongside an automated maturity assessment process, nor
was there any paper found into this research avenue. The overview of currently proposed and
used data analytics maturity models in literature answers the first sub-question: ” Which data
analytics maturity models exist in literature?”. The dataset collected for this answer forms the
basis for answering the next research question.

The second sub-question: ”Which features and concepts are common in data analytics ma-
turity models?” relates to the content of the maturity models. By analyzing the dataset of
collected and relevant maturity models, insight can be gained into proven structures that can be
used to build the proposed maturity model. A clear distinction was found between continuous
and staged maturity models (Lahrmann et al,[2011). Staged maturity models are structured to
provide one overall maturity level upon performing a maturity assessment. In contrast, contin-
uous models include hierarchy levels so that maturity levels can be given for specific processes.
Generally, newer maturity models have a constant structure that allows for more granular data.
This also suits itself well for a maturity model that uses quantitative data to automate parts of
the maturity assessment process. Quantitative data can be quickly processed to be insightful on
multiple levels of detail. Therefore it was chosen to use this structure for the proposed maturity
model. Some other maturity models used Likert question-based data that was transformed into
numerical data (Hausladen & Schosser} 2020; |Gastaldi et al.,|2018)), however, no research was yet
done on the usage of quantitative values retrieved directly from the organizations data sources.

The research was also done on other structure-related maturity model characteristics. A list
of characteristics was extracted from a set of procedure models (Steenbergen et al.| 2010; (Caiado
et al.l|2021)), which are methods that describe how to create maturity models. It should be noted
that no procedure model mentioned using quantitative data for automation, nor was creating
a maturity model capable of supporting automation. The list of extracted characteristics was
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used to analyze the collected pool of maturity models and determine the best characteristics
for the proposed model. Ultimately, it was chosen to design a prescriptive, continuous maturity
model with a numerical inference engine named QDAMM and an implementation tool supporting
automation (AutoMAT). Besides being part of the answer to sub-question 2, these design choices
also directly inform sub-question 4: ” How can a new data analytics maturity model be designed
to support automatic maturity assessment?”.

Furthermore, since the collected papers also mention maturity model limitations that the
author tries to mitigate and implementation barriers, these are collected as well. By combining
these limitations with the structural characteristics of the collected maturity models, an analysis
can be done on the correctness of current maturity models. Significant performance gaps can
be identified, and possible ways to use automation to mitigate these can be identified. For
example, the limitation of maturity models not allowing for continuous maturity assessments
can be mitigated through automated data collection, processing, and reporting. Other often
mentioned limitations relate to the empirical validation of the maturity models and a poor
grounding in literature. This research tries to mitigate these threats through a thorough research
design, combining multiple research methods. Further limitations relate to potential bias and
ambiguity, which are threats to can be partially mitigated through the usage of quantitative data
and automation (Schmitz et al |2021; [Muller & Hart} 2016)). A lack of visualization (Al-Sai et
al., [2019), difficulty updating the maturity model, and maturity items being too vague
high-level are also limitations that a maturity assessment tool could fix. Lastly, an often-
mentioned limitation is the absence of automation in maturity models.

Other research has proposed ways to classify the overall maturity level of an organization
(Lismont et al., |2017). A limitation is this method is that it does not replace manual steps
in an automated way. This method furthermore restricts the resulting maturity level to only
the highest level of detail, with no option to drill down and analyze the as-is situation further.
Research by [Shrestha et al.| (2020) also features a partly automated solution by proposing a tool
that automated the data collection, processing, and reporting steps. However, they argue that
their data collection automation is not actually automated as the data is still collected through
surveys and this still is a manual task.

Besides analyzing the maturity model structure, characteristics, and limitations, the papers
and models were also analyzed to find common maturity items relevant to the data analytics do-
main. The pool of collected maturity models was first filtered on a list of context characteristics
to ensure that incomplete or unavailable models were removed from the analysis. The content
of the remaining maturity models was then extracted and analyzed through frequency analysis.
The maturity items were collected along with their definition and level of detail. Common matu-
rity dimensions include Data, which is related to all data-related activities that an organization
performs. Technology is related to the IT systems and tooling an organization uses daily. Strat-
egy is related to the decision-making and short and long-term goal and plans of an organization.
Governance is related to activities on the management and security side. Organization is an-
other common maturity dimension related to a company’s internal and external environment
and culture. Frequent capabilities and KPIs were also extracted and placed under the frequent
maturity dimensions top-down if the extracted definition allowed for this. This process is also
the basis for answering sub-question 4, related to the design of an automation-supporting data
analytics maturity model. All collected and analyzed data help answer sub-question two on
which maturity concepts and features are common. This data informs sub-questions three and
four, related to the maturity model design.

7.2 Maturity model design

As mentioned, a set of procedure models was collected to answer sub-question one. Procedure
models by |Caiado et al| (2021)); |Steenbergen et al.| (2010) were adapted to include automation
support through quantitative metrics in the design steps.

Although automated methods of maturity model elicitation also exist, like a method proposed
by [Raber et al. (2012]) that uses the Rasch method together with data collected from Likert
questions to automatically assign importance weights to maturity items, these were not used for
this study. Such methods were poorly validated, however, and would make the design process
less transparent so it was chosen not to adopt them. Furthermore, the methods do not allow for
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easily taking into consideration previously published maturity models, something that greatly
improves a model’s validity (Brooks et al., |2015)).

Following this newly designed adapted procedure model, a new maturity model is proposed.
The scoping phase of the design was already performed for sub-question 1, and populating
the maturity model with items can be done using the analyzed dataset from research question
2. Using a top-down approach, the list of frequent maturity dimensions is populated with
capabilities and KPIs. According to a new step in the procedure model, the KPIs are now
populated with maturity metrics, data points that can be directly extracted from quantitative
datasets. Using such low-level granularity for the composition of the maturity levels allows for
more drill-down and analysis potential than classification based on machine learning (Lismont
et al., 2017; Limpeeticharoenchot et al., 2022). Creating data connections to these data sources
can allow for continuous and real-time extraction of the data points to inform the inference
engine and calculate maturity levels. These datasets differ for each organization; some may not
even have them readily available. However, the processes that the maturity metrics relate to
should be as universal as possible. This way, all organizations can use the maturity model. To
ensure this, the proposed maturity model is validated by experts to ensure that it is complete,
accurate, and relevant.

Sub-question 3 is ” How can a data analytics maturity model’s performance and effectiveness
be evaluated?” and is related to validating a maturity model’s performance and effectiveness. In
the analyzed literature, some sources were found on the expert evaluation of maturity models.
A paper by |Salah et al.| (2014]) presents a template for the expert evaluation of maturity models.
This template was combined with data on how the collected maturity models were introduced. Of
the 32 models, only 20 were empirically validated, while seven were completely untested, further
confirming a lack of empirical validation as an often-occurring maturity model limitation. This
data was used to create the expert interview protocol to validate the proposed maturity model.
It consisted of two rounds. The first round consisted of semi-structured exploratory research
on the automation possibilities of maturity modeling. Some questions were also tailored to
collecting domain-relevant maturity items, which could be included in the maturity model. The
second round of interviews involved providing interviewees with the maturity model and expert
evaluation template and asking for their feedback. This protocol for conducting the expert
interviews for validating the maturity models answers the third research question.

Sub-question four can be answered using the procedure model and frequent maturity item
analysis mentioned before, alongside the created interview protocol. The steps were performed to
develop a maturity model containing quantitative maturity metrics, which have the potential to
be automated through a data connection to a data source used by the implementing organization.
The maturity model comprises a maturity model, mentioning all maturity areas and components,
and an assessment method in the form of a tool built in Tableau and Excel. The Ul was
designed alongside a UX expert and later validated as part of answering sub-question 5. The
tool automates the maturity assessment process by completely automating the data processing
and reporting steps. The data collection step which comes prior can be automated after an
effort is made to identify the available data sources and connect to them using data connections.
The tool then gives insight into the current maturity (as-is) of the organization, as well as
insight into a possible to-be situation and a roadmap to achieve this maturity. The tool can be
implemented in a smaller organization to capture its context. However, implementing the tool
at a larger organization would need it to be limited to a single data analytics department or
team, as aggregating and averaging the data over multiple entities lessens its insights. However,
the tool can be extended to allow for a comparative component allowing larger organizations to
keep track of the maturation progress of multiple entities and teams. Different from other work,
this tool does not use machine learning for automation. Methods designed by |Pena et al.[(2019)
and |[Limpeeticharoenchot et al.| (2022) use machine learning to estimate maturity levels based on
input data. While this does automate the data processing activity Shrestha et al.| (2020)), it turns
the process into a black box. The inference engine that uses the decision calculus to convert
the data to maturity levels suffers from a lack of transparency and interpretability. During the
expert semi-exploratory interview round the experts stressed the assurance aspect of maturity
models, stating that results need to be interpretable by stakeholders like managers.

To conclude, the designed maturity model (QDAMM) and tool (AutoMAT) form this re-
search’s main contribution and answer the sub-question related to creating a maturity model
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that supports the automation of all three phases of the maturity assessment process. The tool
can be improved upon easily as the baseline has been created, offering excellent avenues for
future research.

7.3 Maturity model implementation

In an attempt to answer sub-question 5: ” Do the proposed maturity model and tool help in
attaining a higher maturity level?”, related to the usefulness of the proposed maturity model
and tool in helping organizations reach higher maturity levels, a single within-case study was
conducted at InTraffic. Input data were gathered to provide the inference engine with data
for all maturity metrics. The output data was then reported to the case study participants
through the data reporting functionality of the tool. The participants were then asked twelve
7-point Likert questions and two open questions to formulate their thoughts and opinions on
the maturity model and tool. A discussion of the results from this case study can be found in
the previous chapter. The data from the case study help answer sub-question 5: early results
indicate that the maturity model and tool help organizations and teams mature inexpensively
cost and time-wise. However, future research should validate the tool more by collecting more
current and historical data from many organizations to check the generalizability of the maturity
model.

7.4 Answering the main research questions

Through answering all sub-questions, an effort is ultimately made to answer the main research
question: ” How can a data analytics maturity model be developed and validated that automatically
quantifies KPIs to support decision-makers at data-intensive organizations?”. This question is
answered in a decomposed manner throughout the sub-questions. First, insight was gained
into common components and characteristics of non-automated data analytics maturity models.
Types of datatypes and inference engines were then analyzed to determine whether including
quantitative data and creating a tool for data processing and visualization will allow maturity
models to support automation. A design method was then adapted to allow for automation
to be included in the design process, and this was executed to propose a new maturity model.
The maturity model, supported by a tool, was validated by experts and through a case study.
Case study participants noted that the tool helped greatly in giving them gain insight into
the current maturity, as well as helping them to create an improvement roadmap based on the
recommendations that the tools offered. This forms the answer to the main research question.
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8 Evaluation and Limitations

This chapter covers the evaluation of this research. First, threats to validity are discussed, and
choices related to this are explained. Afterward, some limitations of this research are presented.
The chapter concludes with a section on possible future research. This covers both research
topics on the continuation of this study and some topics that are less related.

8.1 Threats to validity

The validity of this research needs to be assessed to guarantee its scientific contribution and
value. [Zhou et al.| (2016]) researched threats to validity and categorized these into four groups of
threats: construct, internal, external, and conclusion validity (see table . How these validity
types and possible threats are relevant to this research is discussed below.

Category Definition

Construct Validity Identify correct operational measures for the concepts being studied.

Internal Validity Seek to establish a causal relationship, whereby certain conditions are believed to
lead to other conditions, as distinguished from spurious relationships

External Validity Define the domain to which a study’s findings can be generalized.

Conclusion Validity | Demonstrate that the operations of a study, such as the data collection procedure,
can be repeated with the same results.

Table 21: Validity categories (adopted from (Zhou et al.l [2016))

8.1.1 Construct Validity

Construct validity refers to the extent to which a measure or study accurately reflects the
theoretical concept it represents (Zhou et al.|2016)). Poor construct validity harms the research’s
reproducibility as the definitions used can be interpreted in multiple ways by researchers. This
research refers to the extent to which concepts retrieved through the SLR keep the same meaning
they had in the original work. These concepts are used throughout the research in the proposed
model, the expert evaluation rounds, and even the case study. Therefore, if the concepts are
poorly defined, research participants may assign different meanings to what is presented, leading
to poor input. Another threat is related to the inclusion and exclusion of research papers based
on the domain knowledge of the researcher. An effort was made to mitigate this by carefully
documenting the definitions of found concepts and coding used in research papers according to
a categorization scheme adapted from [Wendler| (2012)). A changelog was also kept to track and
explain changes in the dataset.

The proposed maturity model’s design and structure are also prone to construct validity
threats. Such a model consists of plenty of concepts related to the model’s hierarchy and
construction and its content in the form of processes, maturity levels, and thresholds. Several
sets of maturity items were grouped based on their definitions and names. Some errors could
have been made during this process, however, as the research may have misinterpreted the use
and meaning of said maturity items. This can be related to the maturity items’ significance and
level of abstraction. For example, some maturity items occurred on multiple abstraction levels
(also defined as part of this research) and were then placed on a single level. Mistakes could
have been made during this process. Using the definition list and the changelog is meant to
mitigate this. Furthermore, it allows for the results to be transparent and explainable.

During the interviews and case study, the experience of participants with the DA domain
and maturity models (or lack of them) also influenced their input. During the first exploratory
round, it was made sure that all experts were familiar with maturity models, while familiarity
with DA was less of a concern. During the second round of expert interviews, where the maturity
model was validated, knowledge of the DA domain was necessary. Definitions of all maturity
items in the maturity model and a thorough description of the research were provided to the
participants to ensure that their interpretations were non-ambiguous. However, a problem with
the addition of the definitions was that some maturity items found in papers did not have an
accompanying definition. These, therefore, needed to be created by the author, which presents
yet another threat to this validity. The definitions were reviewed during the before-mentioned
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expert evaluation round; however, some experts remarked on the definition and scope of some
maturity items. Besides these mitigating factors, this risk has to be accepted as part of this
research, and the focus should be on the transparency of the results and definitions.

8.1.2 Internal Validity

Threats to the internal validity of this project are a possible bias of the researcher when con-
ducting the SLR. All choices have been documented to counteract this, and a strict research
protocol was followed. Also relevant are threats related to the expert interviews and case studies.
The interviews should be carefully planned and communicated, and an interview plan should
be drafted to validate the proposed model effectively. The case study should also be designed
carefully, and the scientific value of the research should be protected from corporate interests.
Its results then need to be accurately reported and without bias. This is all done to ensure that
the results of research such as this align with the views of the research participants.

A threat relevant to this validity type is related to gathering data during the expert evaluation
phase. The 11 interviewees were asked to give feedback on an already constructed maturity
model based on the SLR. Due to this prior research into the maturity model, some design choices
were already made. This limited the scope of feedback for the interviewees as it is much easier to
comment on things included in the proposed maturity model than items excluded. To counteract
this, the interviews were performed in two rounds, where the first round was exploratory to
produce new findings. The second round used an academically-reviewed evaluation form to
validate the proposed maturity model.

The sample size of the interviews round was 11. While the participants were all experts in
maturity modeling and data analytics, a wider audience could have been reached using the Delphi
method. It was chosen not to employ this method as this research aimed to reuse already existing
maturity models instead of creating one from scratch. Using this method to validate the model
would have taken significantly more time and effort than validating through interviews. The
interviews also allowed for more exploratory data to be gathered. Furthermore, the interviewees
may not have understood all capabilities in the proposed maturity model. This would lead to
incomplete feedback sets. Some interviewees did note this in the comment section of the expert
evaluation template by [Salah et al. (2014]). However, due to the number of interviewees, other
experts could cover these gaps. To further increase the relevancy of all maturity items in the
proposed model, frequency restrictions were imposed on all maturity items found in the SLR.
This meant they were only included in the model if they were common enough. Regarding the
proposed automated maturity assessment tool, this has only undergone one round of feedback.
Therefore, it could be argued that this tool is not yet validated enough. Furthermore, insufficient
historical data was gathered to validate the tool to its fullest potential. This research would
therefore lend itself well to a follow-up study.

Furthermore, |Zhou et al.| (2016) mention incomplete results from the SLR as another signif-
icant threat to internal validity. This study is valid as the SLR was performed relatively early
in the research process, at a stage where the researcher did not have much in-depth knowledge
of the domain. This could have caused the SLR to have been performed in the wrong direction
and with incomplete search terms. To counteract this, a systematic process was followed dur-
ing the entire SLR, including several ’orientation’ steps, like gathering research-relevant papers
from which the search terms were generated through frequent term analysis. Another aspect of
this validity threat is the exclusion of gray literature, which contains a lot of practitioner-made
maturity models. It was chosen to omit these to guarantee the academic validity of all featured
sources. The potential lack of maturity items caused was mitigated through the rounds of expert
evaluation of the maturity model.

8.1.3 External Validity

The external validity concerns the generalizability of the research. The ability to transfer the
study and its results to other applications in the same or similar domains greatly influences its
usefulness. Furthermore, the research needs to properly understand and represent the domains
that it is situated in.

This research aims to design a valuable data analytics model for all organizations. General-
izability is very important for this. Mainly as the maturity model uses quantitative maturity
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metrics, a method of data collection and representation that offers less context and specificity
than assessing maturity through qualitative maturity models. The SLR was used to propose a
model consisting of only the most frequent maturity items. For example, even a capability like
machine learning was removed during the evaluation phase as not all organizations employ it
and because those that do all use it under vastly different circumstances.

Regarding the interviews, it is essential that the group of interviewees properly represent the
overall population. This ensures that feedback is given on all aspects of the maturity model. An
expert may not have proficiency with all incorporated DA capabilities, but they did not have to
provide feedback on this aspect to cope with this. However, It was ensured that the total spread
of experts covered all parts. Multiple experts also had to agree on a maturity item being rightly
or wrongly incorporated in the maturity model for a corrective change to occur. The same is
true for including formerly missing maturity items.

Of course, the setting of the case study also affects the external validity. As is mentioned
in the Threats to validity section, the limited scope of the case study, i.e., a single within-case
study, threatens the generalizability of the research. While experts have reviewed the maturity
model during the interview phase, the implementation of this model and the automated maturity
assessment tool has not been rigorously examined. As a case study object, the data analytics
team within InTraffic presents a generic team with no apparent outlier characteristics. They
perform all processes mentioned in the maturity model, some more documented and mature
than others. InTraffic being situated in the public transport domain, a less common domain,
is irrelevant to the generalizability of the case study results, as the domain of the processed
data does not impact the processes that handle the data themselves. Furthermore, the team
has a spread of maturity levels over all their processes, while their average maturity is around
level three. Therefore, they do not represent an edge case of being very immature or mature,
possibly skewing the data and making it less valuable. However, having done case studies at
other companies and teams would have increased the generalizability of the results. These
further rounds of validation and implementation are good topics for future research. Additional
implementation rounds of the data analytics team of InTraffic would also yield valuable data
regarding the maturation over time of the team. This progression of time is currently represented
using mock data, as no historical data was collected. However, this data was not gathered due
to the same reason that no other organizations were used as case study units.

8.1.4 Conclusion Validity

Conclusion Validity concerns the conclusions drawn from the results of the study. Data and
clear and logical reasoning should substantiate the claimed results to ensure a high conclusion
validity. Furthermore, statistical tests should be correctly applied, and their conclusions must
be valid.

To substantiate the correctness of the proposed maturity model, frequency analysis was used
to process the results of the SLR. In contrast, the expert evaluation used the number of experts
agreeing or disagreeing to steer the design choices. This meant that some measure of quantitative
data was used in the design process, allowing for inclusion and exclusion rules to be set. These
have indeed been used and led to the proposed maturity being based on as much quantitative
data as possible. Regarding the implementation and validation of the automated maturity
assessment tool, TAM was used to collect quantitative data. Statistical analyses were applied
to the collected data. Descriptive statistics show the main and standard deviation, which are
mildly positive across the board. All questions had a related Cronbach’s Alpha of around 0.80,
indicating that the results can be considered significant |Babar et al.[(2007). Furthermore, factor
analysis was performed over the data, and while not all TAM questions were clustered in the
correct manner, the results are still fairly significant across the board, proving the correctness
of the TAM questions.

8.2 Study limitations

Several limitations of this research have been identified. Most of these limitations are related to
the scope of the study and therefore present themselves as interesting points for future research.
Other limitations are related to the design of the maturity model. The limitations are discussed
below.
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First, the limited number of interviewees during the rounds of expert evaluation poses a
limitation to this research. A total of 11 experts participated, but this could have been even
more. While there was no noticeable gap in the expertise and domain coverage with the current
expert pool, some data gathered through the exploratory expert interviews were relatively sparse.
This could have been negated through an increase in the number of interviewees. The same
can be said for the second round of interviews regarding evaluating the maturity model. The
proposed model could be improved through multiple iterations of design and validation.

Furthermore, using interviews to evaluate the maturity model allows for in-depth reviewing
of the model, but it is time-intensive. Data gathering techniques like the Delphi method would
also have been beneficial. This method would allow for more diverse and extensive data to
be gathered quickly for a large sample size of experts. This method was not employed as this
research has an exploratory component, but it could be helpful for the future evaluate of the
maturity model and its components.

Like with the expert evaluation of the maturity model, it could also be argued that the case
study setup had a small sample size. As only one case study was performed, the validation
data is not very comprehensive or even representative of the overall population, as only one
sample was assessed. Furthermore, only one round of data gathering was performed at the
organization due to scheduling choices. This means that no historical data was gathered but
instead mocked. This is a limitation of the study, as the progress in the maturation of the DA
team was not tracked. Therefore, the case study participants did not have extensive experience
with the automated maturity assessment tool they could report on. And as is the case with the
maturity model, the tool itself would also benefit significantly from multiple design iterations
to improve its functionality.

A last consideration is related to the SLR. The exclusion of gray literature could be seen as
a limitation. This choice meant that maturity models used by practitioners were more often
excluded from the research, even though these may contain valuable maturity items. This
choice was deliberate, however, as this possible gap in the data was covered through the expert
interviews.

8.3 Future Research

Naturally, this research presents avenues for future research projects. The study was exploratory
and therefore presented several topics to be further researched. Some of these topics relate to
continuing this research, while others are more long-term or situated in slightly differing domains.
These are discussed below.

First off, this research could be continued in a new study. The data that was gathered, as
well as the designed artifacts, could be extended upon. The SLR could be expanded to include
even more sources and maybe even gray literature. A possible overlap of the DA domain and its
maturity model with other domains like data governance and security could be researched to see
how different models could be used together or combined. The extensiveness of the literature
research in the DA domain could also be increased to include even more maturity models.
Research could also be done to create more systematically derived definitions of the maturity
items in the maturity model. Furthermore, more research could be done on the structure of
the maturity model. For example, the model currently does not assign weights to the different
maturity items or indicate dependencies or relations between the additional maturity items.
These can be derived through the usage of the Delphi method. Another exciting research
topic could be the application of process mining over organizations’ maturation paths to see
if a common maturation path could be found. These findings could be incorporated into this
research’s maturity model and tool. The model is partly quantitative and has an extensive
inference engine that could be extended further.

Besides adding to the presented artifacts, future research could also perform a more extensive
validation of the presented findings of this study. The small sample size of the case study was
mentioned in the previous section as a limitation. Multiple iterations of design and validation
could be performed to improve the effectiveness of the maturity model and the tool. This would
also provide data on the usefulness of the artifacts as it is used to mature organizations. The
data the tool provides becomes richer and more informative as more maturity assessments are
performed with it. More historical data will become available to organizations using it, making
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the analyses that can be performed more in-depth.

Several interviewees and case study participants also saw potential in using the tool for com-
parative analyses. Research could be done on creating a database with maturation data of
multiple organizations or even data on various teams within one larger organization. The in-
ference engine could be extended by providing insight into performance gaps relative to other
teams or competitors. The improvement suggestions could also be fine-tuned and developed
with a best practice repository to improve the coverage and specificity of the recommendations
so that they better suit a specific organization or team.

The automation capabilities of the tool could also be improved upon. Applying NLP tech-
niques to process qualitative data automatically could significantly speed up data collection.
Automating quantitative data collection could also be extended by automatic data source iden-
tification or by creating built-in connectors for the most popular data sources. The improvement
suggestions could also be generated through a pre-trained language model, or built into the tool
using IF-THEN logic (Lukhmanov et al., [2022).
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9 Conclusions

Maturity modeling can help organizations gain insight into their current maturity, i.e., as-
is performance. Organizations continue to try and implement innovations in data analytics,
sometimes successfully or sometimes not, to improve their capability to generate value from
data. However, organizations often struggle with creating insight into their current performance,
let alone developing insight into possible paths of maturation. Maturity assessments can be
performed to gather and synthesize data on the organization’s performance to determine its
maturity. This is currently done through interviews that collect and then assess qualitative
data. This process is criticized as being slow and costly. Some research has indicated the need
to automate the maturity assessment process. To this end, this research posed the main research
question:” How can a data analytics maturity model be developed and validated that automatically
quantifies KPIs to support decision-makers at data-intensive organizations?”.

Although this research question covers many points, an effort was made to answer it by decom-
posing the question into five sub-questions. While answering these sub-questions, a knowledge
base was created consisting of common maturity models published in data analytics or a similar
domain. This knowledge base was created through the execution of a Systematic Literature
Review according to a protocol by [Kitchenham)| (2004)). A set of common maturity models was
examined in-depth, while all maturity models were analyzed to determine their structure, com-
position, and their maturity levels. This dataset helps to answer the first research question, and
by extending it further, sub-question two could also be answered to. By performing frequency
analysis on the maturity items of which maturity models were composed, insight was gained into
what processes and capabilities are most important in data analytics. A list of maturity model
limitations helped enforce the requirements created for the proposed maturity model. This is
also the main contribution of these two sub-questions, to create a dataset from which a new
maturity model (QDAMM) could be designed. As part of the design science methodology by
A. Hevner & Chatterjee| (2010), this process later informed the creation and validation of the
maturity model.

Automation of the maturity model is also part of the main research question. The collected
maturity models were analyzed on whether they support (a part of) an automated maturity
assessment process. Quantitative data points were created based on the collected maturity
metrics. These data points can be collected from organizations’ datasets through their day-to-
day activities. The maturity metrics were linked to the KPI mentioned in the maturity model,
along with an inference engine capable of determining the maturity level of the maturity metric.
This is done through logic which compares the quantitative input data to the set of maturity
levels and thresholds for that maturity metric. This new maturity model was created according
to an adapted procedure model, which indicates the steps to follow to produce a model capable
of supporting automatic maturity assessments by including quantitative data. This procedure
model partly answers sub-questions 3 and 4. Another factor in this is the collected set of
maturity model requirements that was composed based on an analysis of the collected data of
the systematic literature review. This data was used to propose a maturity model consisting
of maturity dimensions decomposed into capabilities that are further decomposed into KPIs.
These KPIs can then be automatically quantified using quantitative maturity metrics. Next, as
part of answering sub-question 4, the proposed maturity model is validated through two rounds
of expert interviews. The first round served exploratory means, while the second round used
an expert evaluation template for maturity models by |[Salah et al.| (2014)) to refine the maturity
model further,

Then, a tool was created to prepare for answering sub-question five through the implementa-
tion and validation of the maturity model using a single within-case study. This tool, partly built
in Tableau and partly in Excel, allows the data processing and reporting steps to be completely
automated. The data collection step can be automated after an effort is made to determine
which data sources the organization has available. Data connections can then be made to auto-
mate the data collection, allowing for continuous maturity assessments if desired. The maturity
model and tool were then validated through the case study, where participants commented on
the input and output data of the tool. They also answered questions according to the Technology
Acceptance Model (Davis, |1989)) and commented on the strengths and weaknesses of the tool.
The case study participants noted the usefulness and potential of the tool in helping them assess
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their maturity in a (partly) automated way, thus answering sub-question five and, thereby, the
main research question.

Future research could look at validating the maturity model and tool further. While threats
to validity have been mitigated as best as possible, there is still room to improve the external
validity by increasing the sample size of both the expert interviews and the case study. Case
studies could be conducted at organizations of different sized and domains. The tool could be
extended in various ways to improve its ease of use, automation, capabilities, and comparative
features. Refactoring the internal logic and using a dedicated data storage solution could extend
the tool to allow for comparative maturity assessments. This can provide insight into the data
analytics maturity of an organization both internally across multiple teams or externally by
comparing maturity to competitors. Research could also be done using NLP techniques and
innovations to process qualitative data from interviews automatically. Furthermore, if enough
data is gathered through the tool’s adoption, process mining could be applied to the maturation
paths of organizations. Combined with a supervised machine learning classifier, this could be
used to estimate the best maturation path for an organization, given its characteristics.
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Appendices

A SLR Data

All data that was gathered as part of the Systematic Literature Review can be found at:
https://docs.google.com/spreadsheets/d/1 Rniz85bb_Qe USXhGjxz4 24fB3Sr8rFjAznuOFuR Hnj Y /edit ?usp=sharing
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B Maturity model characteristics

2z 'E %)
Z| & &
o » 2| 8| 4|2
EEINMEERE
25| °| 2| 8| .| E
= 2 ° 5| Bl <| 5|2
Procedure model paper <|<|a|ala| 2o
Understanding the main phases of developing a maturity assessment | X X X| X
model
Maturity models in business process management X X| X X| XX
What makes a useful maturity model? A framework of general design | X X X X X| X[ X
principles for maturity models and its demonstration in business process
management
Business Intelligence Maturity: Development and Evaluation of a Theo-
retical Model
The Design of Focus Area Maturity Models X
A framework for developing a domain specific business intelligence matu- X| X
rity model: Application to healthcare
Towards a Business Intelligence Maturity Model for Healthcare X
Towards Developing Strategic Assessment Model for Big Data Implemen- X
tation: A Systematic Literature Review
Assessment Methodology for a Maturity Model for Interorganizational X
Systems — The Search for an Assessment Procedure
Assessment of Industry 4.0 Maturity Models by Design Principles
Designing and FEvaluating Prescriptive Maturity Models: A Design X X| X
Science-Oriented Approach
Closing the Loop: Evaluating a Measurement Instrument for Maturity X
Model Design
Holistic Guidelines for Selecting and Adapting BPM Maturity Models X X
(BPM MMs)
Evaluating a process for developing a capability maturity model
Methods and techniques for maturity assessment X
Assessing Organizational Capabilities: Reviewing and Guiding the Devel-
opment of Maturity Grids
Development of an Intelligent Maturity Model-Tool for Business Process X| X
Management
Developing dashboards for SMEs to improve performance of productive X| X
equipment and processes
Evolution of project based organization: A case study X
A Design Science Research Perspective on Maturity Models in Information | X
Systems
A hybrid deep learning and ontology-driven approach to perform business
process capability assessment
Total count: 41341419454

Characteristic abbreviations: Appl. scale (char 1. Application scale, Availability (char .6) Def. of maturity
(char 9. Definition of underlying notion of maturity), Descr. of domain (char 10 Description of domain &
components), Design doc. (char 11. Design process documentation), MM knowledge (char 16. Knowledge from
older MMs), Origin (char .23), Reliability (char .25).

Table 22: Context maturity model characteristics.
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Procedure model paper

Assess. met.

Assess. tool

Cap. areas

Focus

Improv. measures

Matur. paths

Maturity concept

MM type

Purpose

Respondents

Visualization

Understanding the main phases of de-
veloping a maturity assessment model

»| Target group

Maturity models in business process
management

s

o
e

| 4| Evaluat. method

What makes a useful maturity model?
A framework of general design prin-
ciples for maturity models and its
demonstration in business process
management

M| | 4| Assess. data type

|l | M| Automation

M| > | Inference engine

¥ M| | Granularity
¥ > | Implem. guide

X X M4 Maturity levels

X > | Maturity principle]

Business Intelligence Maturity: Devel-
opment and Evaluation of a Theoreti-
cal Model

The Design of Focus Area Maturity
Models

A framework for developing a domain
specific business intelligence maturity
model: Application to healthcare

Towards a Business Intelligence Matu-
rity Model for Healthcare

Towards Developing Strategic Assess-
ment Model for Big Data Implementa-
tion: A Systematic Literature Review

Assessment Methodology for a Matu-
rity Model for Interorganizational Sys-
tems — The Search for an Assessment
Procedure

Assessment of Industry 4.0 Maturity
Models by Design Principles

Designing and Evaluating Prescriptive
Maturity Models: A Design Science-
Oriented Approach

Closing the Loop: Evaluating a
Measurement Instrument for Maturity
Model Design

Holistic Guidelines for Selecting and
Adapting BPM Maturity Models
(BPM MMs)

Evaluating a process for developing a
capability maturity model

Methods and techniques for maturity
assessment

Assessing Organizational Capabilities:
Reviewing and Guiding the Develop-
ment of Maturity Grids

Development of an Intelligent Matu-
rity Model-Tool for Business Process
Management

Developing dashboards for SMEs to
improve performance of productive
equipment and processes

Evolution of project based organiza-
tion: A case study

A Design Science Research Perspec-
tive on Maturity Models in Informa-
tion Systems

A hybrid deep learning and ontology-
driven approach to perform business
process capability assessment

Total count:

16

2

6

7

3

11

5

4

3

3

4

4

14

4

6

5

6

3

4

2

Characteristic abbreviations: Assess. data type (char 2.), Assess. Met (char 3. Assessment methodology),

Assess. tool (char 4. Assessment tool), Automation (char 5.), Cap. areas (char 7. Capability areas), Inference

engine (char 8.) Focus (char 12. Focus of model), Granularity (char 13. Granularity mentioned), Implem.

Guide (char 14. Implementation guide), Improv. Measures (char 15. Improvement measures), Matur. paths
(char 17. Maturation paths), Maturity concept (char 18.), Maturity levels (char 19.), MM type (char 20.
Maturity model type), Maturity principle (char 21. maturity principle), Evaluat. method (char 22. Method of

evaluation), Purpose (char 24.), Respondents (char 26.), Target group (char .27), Visualization (char 28.).

Table 23: Structure maturity model characteristics.
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C Proposed Reference Model

Dimension | Capability KPI Metric
Use case coverage
DA use case coverage DA request completion speed
Ad-hoc DA request count
Data analysis type
Aggregation level
Data Analytics Types of analyses Time to create DA report
DA report relevancy
. . Code testing coverage
Data integration - :
Script execution success rate
. . Accuracy
Machine Learning Prediction speed
Data accessibility
Data usage -
Transparency on data require-
ments
Data quality management
Data Management Data quality Dataset documentation
Data quality controls implemented
Data consistency
Data Process definitions
Formal data management process | Data archiving duplication
Data archiving retention span
Availability of external data | Availability of external data
sources sources
Data Sources S Data retrieval frequency
Provisioning/frequency of data Overdue data deliveries
Richness of available data sources | Richness of available data sources
Transparency on available data Transparency on available data
Digitalization of distribution
Distribution Interface
Frequency of provisioning
Impact on culture
Impact User satisfaction
Data Reporting }A{fl\;?;:iz type
. Alerting
Quality User profiling
Templating
Usage by users
Usage Availability
.. DA team structure
DA organizational structure DA dedicated TTE
Governance -
Data. access DA solution access
Data access
Diversity consideration in hiring
Team Diversity Organization competency aware-
ness
L People Team skills diversity
Organization —
Training plans Amloqnt of trainings
Training encouragement
User capabilities User capabilities
Culture Executive sponsorship Executive sponsorship
Recognition of importance of DA | Recognition of importance of DA
Budget Budget
Data analytics strategy Data analytics strategy
Strategy - -
Innovation Processes Innovation Processes
Partner / supplier coordination Partner/ supplier coordination
Data storage architecture Data storage architecture
Structure
Technology DA architecture Robustness
Up-to-date tooling
- Flexibility to add new data sources
Flexibility to add new data sources Capabilities to handle unstruc-
tured data

Table 24: Proposed Reference Model.
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D Reference Model Documentation

Figure [D] shows the reference model of the Automated Data Analytics maturity model. It follows the
hierarchy of maturity components that are depicted in figure ??. The maturity metrics for each KPI
are described in the tables below. The KPIs are described in descending order, as shown in the figure
below.

Maturity Capability KPI Metrics
Dimension 4{
DA requestion processing

Jo

—{ Data analytics }<>—_{ Types of analyses ]Q_[
4[ Data integration }<>_[

—" Data quality }<>_[
[ Data management ]<> [ Data usage }O [Aﬁ

4lFormal data management process]<>_[ M
4{ Provisioning/frequency of data k>_[ H

4[ Availability of external data sources k>_[ U
Data sources (>
Richness of available data sources >< >_(

Transparency on available data k>_{ H
Distribution k>_{ ]J

Quality

ol
- o
o

J
J
J
J

oo |

DA organizational structure

Data access )( >—[

Ethical data considerations }Q [ M
Team Diversity }<>—{ }J
Training plans }Q—(:ﬂ

User capabilities }O—{ U
Executive sponsorship ]<>—{ U
Recognition of importance of DA }( >—1L
Budget }<>—{ U
Data analytics strategy }Q—{ U
Innovation Processes @
Partner | supplier coordination }<>—[ U
Data storage architecture ]<>—{ H
DA architecture }< >—(

o

Governance

N s I I I S A B

Organization

Technology

I I

Flexibility to add new data sources

Figure 12: Reference model of the Automated Data Analytics maturity model.

81



Faculty of Science

(/1) pip uOISULWIP AJLINJRW :[9POW 9OULIDJY :GF 9[RBT,

-o8ejuootod
e se possordxe ‘peo[le] sowr)
Jo qunoure oy3 ‘sA solo[dwod
1duos y( ® sewy Jo junoury

"2IN[IeJ JNOYIIM
uni sydros uory

-RUIIOJSURI)
®IBP [I® JO %66
uey) QIO

“2IN[IeJ JNOYIIM
uni sydros uory

-eUILIOJSURI)
®IBP [[® JO %S6
uey) QIO

"9IN[Ie] JNOYIIM
uni sydros uory

-RULIOJSURIY
®IBP [[® JO %06
uey} QIO

*9IN[IR] JNOYIIM
uni sjdros uory

~RULIOJSURIY
elep  I® - jo
aIoW 10 G,

"oIn[rey oYM
unir spdros uory

~RULIOJSURI)
eyEp  I® 3o
%GL uey) SS9y

(%) oyea
$S9001S uory
-nooxe  9dLIdG

‘uoryenba SIY) Ul JUeAd[DI
10U ST SSOUOAISUDIXD O, ‘S)S0}

un  Aq PpoIoAod oIe  YOIYM “pogsar-run “pogsar-run “pogsal-Iun ‘pagseg-qIun "poIsel-qIun (%) o8e10a00 | uOIPRISVIUL
s1dL10s /opod  Jo  98ejuedIdJ | ST 9POD JO %00 | ST 9POd JO % GJ | ST 9POd JO %(0G | SI 9p0od JO %Gz | ST 9pod Jo 90 | Suiyse)  apo)d eie(
‘pojusun ‘Jpuowr ‘puowr ‘puowr e pLicelos e pliceloss
-00p oq JsnuI s1op[oyeye)s juea | JIod oouo jseo] | od oouo 9seo[ | 1od oouO 9seo] | Iod ooUO 9seo] | Jod OUO JSeI[
-o[oI pue osed asn 9YJ, ‘pesn | Je pomara | je pomara | e pomota | ge POMOIA | J& POMIIA (pasn
Alren8ea1 oq pue osodind e fposn  A[oArjoe | pasn  A[oAIjoe | (pasn  A[oAljor ‘posn  A[oA1joe | A[pArjoe ore
9AISS pImoys [V 'syroder are sprodal | are sqprodar | are sqrodax are sqrodar | syroder y(J Jo (%) Louea
V{ o[qe[iese Jo Aouesdpr oYL | VA JO %00L | VA O %06 | VA JO  %SGL | VA 3O %0G | %0g ueyy sso | -9l iodar v
'sjese)ep o[qe
‘sjesejep | -[reae A[juerInd
olqerrear e | Jjo  %0¢ ueyl
'sash ur queserd ore | sso] ur juesard ‘o) pue
-[eur UI [TROP JO S[oAd] d[qIssod | S[oAd]  UOIJe3 | oIe S[OAd] UOI} | 9[RIS ‘UOISAI UO awir} uo
oY) Surmoyg -sisA[eue ejep jo | -0133e elep | -e30183e  ejep | pejedeissie oq pojreSeisde oq poresdaissde [oA9]
s[eAd] uorjyedaidde o[qissod oy T, poposu IV | popoeu IV | ued eyep oyf, ued eIRp 9YJ, | 9 j0UULD vIR(] uo11e30133y
‘sod Ay so134]e
. . sosA[eue
-Ue POOURAPR 9I0W O} UOISSOIS ‘so1pAeure ‘so1)Aeue "SOT)A] SO11ATR SO11ATR ad£y o sod4k
-oxd & Suimoys ‘sod£y sisA[euy Jurures[-Jjog oA1)d1IOSOI ] | “euR OAIOIPOI] -ue o1psouder(] | -ue oArduIosa( | sisAjeue  eje( 3 L
G0 € ueqy
‘Junowre SIY) $eoNp |  UueY)  JIO[[RWS | [ URY) IO[[RWS | g URYY} IS[[RWS ¢ UueR() IO[[RWS | IO8IR] IO 0}
-1 y(J @do1ATas-j[as se sonyIiqed | st [qjuour | st [qyuour | st [qyuowr | st [qyuow | renbs st [yyuowr
-ed 19s() [ 0 poje[oy ‘o8ers Tod sysonboux | 1od sysonboux | 1od sysonboa Tod sysonbax | 1od sysonboa
-200 g10dor V(I JueLmd Jo e[ |y 20oy-pe] /| yvA 2oy-pe] /| vd ocouy-pe] /| vd ooy-pe] /| va ooy-pe] / (qyuow ut
rerpuejod ' Jurpeorpuy -sysonb [s1oproyeyeIs [s1oployaels [s1oployeess [s1oproyeels [s1oployeyeIs | #) 1unod gsenb
-o1 Yy Ooy-pe Jo Joqunp | Aoy] :oryer oy, | £oy] :oryer oy g, | Loy] :oryer oy, | Aoy] :oryex oy, | £oy] :o1yer oy g, | -01 y(J 20Y-PY
‘pozruiuim o ‘soy ‘sanoy ‘sInoy ‘sInoy sonAreny
pPInoys po[ymnj oq ueo jiodox ‘sInoy Juryiom | Suryiom 9T | Surnjiom g | Sunjiom ¢¢ | Surjiom gg ur : e erRe(
V{ 20Yy-pe mau e 10} jsenbaix g ur paje[dwod | ur  pejeidwod | ur  pajeduod ur  pejedwod | pajeiduiod  aq (1) poods a
e Yorgm M poeads oyl ‘SYIS oIe sysonb | are sysonb | axe spsonb oIe sysonb | jouued  sjsenb uorjerdwiod |  Sursseooid
uo quopuedep U0 OIYA\ | -0I Y MON [ -1 YO MON | -1 Y MON | -01 YO MON |-o1 Y MmoN | Isenbai vd | 1senbar ygq
uorndraose(q SuiziwuydQ - g | peSeueIn - % | pauged - € |o|qeyeeday -g | TeMHul - T OO I1d31 | Anniqede) Juotsuswiig

82



Utrecht University

(7/7) v uOISUOWIP AJLINJRUL [OPOUT DOUSIDJOY 97 O[qR],

ERch]
Teads yym poassodoad st

‘2Ied

Teads yym poassedord

‘21ed
rerads Im
poessadoid jou st
rvIRD  9AI}ISUOG

‘o1ed [e10ads
yym  pessedord
JOU SI BIRP 9AI}IS

‘s1e9k () ST

ueds uorjUL}OI

(sreak
#) ueds

s1eok | eyep OAI}ISUOG ‘s1eok | S1 ejep oAljIsueg Ieok | 's1eak  G'Q 10j | -uag ‘s1eak Ggg'Q | Oyl O ‘poAlyoIe | uoljuejel Sur

ur  )Sud]  UOIjU03eY | ¢ I0J POAIYDIR SI eYR(] | [ I10J POAIYDIR SI eje(] | POAlyoIe SI eje(] | PoAIYDIR ST Bje(] | ST ®jep  ON | -Alppie ejeq
eyep
oYy jo sordoo

(reurrio ‘oury ‘sowll} | ) oIe  OI9Y) (#) uony

10U 0S) Palo}s oIe UDIYM | ‘sawr) ¢ Ised] Je pajesrd sowrry g pojeor[d | T pejeordnp pue | ( pejesrdnp jnqg | og ‘poaryore | -eordnp  Sur

sogeoridnp  jo  Iaquuny

-Np pue paAlyodIe st vle(

-Np pue paAlydIe ST vle(J

PoAIYDIR ST BjR(]

POATYDIE ST BYR(]

St ejep ON

-ATUDIR ejR(]

aIny
-nj oy} 10j sorjrunjyioddo

pue ‘Suissiu ore ejep poaIols
jeym “S'0  ‘SUOIYRJIWII] | SPOSU BIRP PIJEUWI)Sd 0} | puUe paxmb
ejep Jo moladl [eorpoll | Suipiodde ejyep oixmboe | -oe oq prnoys pauygep
-od & ose - 98esn [enjor | pue o3esn 1LY} O} UOI} | vIep yorym | A[eurioj jou
'SSOUINJOSN IT0Y) | PU®R SSAUINJOSN I19} SSOS | -R[OI UI Palo)s AJJUalind | jnoqe oseq | pue poo[Is oIe ooerd ur se1d ssoooxd
UO POSSOsse puR pPauLOp | -Sk 0} POMOIAdI A[[BDTPOLI | ®jep oY) JO ssou[njosn -poou-juerind | sowijod pojear | -fjod pojedI I0 JuowoSe
Arewroy  oxe sessodoxd | -od are samijod ejep pue | 9Yj 29yd 03 pauriojrod | e uo opew | pue quowaSe | ssooord juomreSe suorjIu -uewr eyep
VA yoiym ur Aem oy, | sodA) pue so0Inos eje(] | 918  smoalaex [edrpeiodg | aae SUOISIO_( | -uew eje( | -uew  ejep ON | -JOp S§S9001J [euioq
‘uoryeIoU
‘uorjejouU pue | pue 1U29U0D ‘uor)eRIOU
JU9IUOD JO SWII9} | JO  SWIId) Ul | PUR JUDIUOD JO
eyep Ajney ‘sqyney 'sj[ney ou | ur 9 nej 4Iq ® OS | JUIISISUOD  94(Q | SWIID) Ul JUIISIS
Urejuod [YOIYM SI9SBIRP | OU UIRIUOD PUR JUSISIS | JSOUI[R UIRIUOD PUR UL} | ‘JU9ISISUOD 04GE | @I pur ASsowl | -UOD 9408 URYD (%) Aouoy
[I® Ul smol jo a8ejuediad | -U0d 0O oIe sjaseje(] | -SISUOD ¥ G6 OIe sjoseje(] | oIe sposeje( | oIe sjose)e(] | SSO] oae sjoseIR( | -SISUOD 'R
‘dyno/indur ‘ndyno/gndur ‘ndyno/indur
I9A0 S[0IjU0D | I9AO S[OIJUOD | I9AO S[0IJU0D
s[o1quod A3enb ‘yndno/ynd ‘yndyno/ind | £y1renb ejep | Ajrenb ejep | Ajpenb ejyep (%)
usmusﬁu\pzmcm pejewone | -ur I9A0 S[OIJU0D Ajifenb | -ur IsA0 s[orjuod Ajirenb pojewojne pojewone pajrewoine | pojusweduur
s s3duos  woljeulio]j | vpep pojewion'  opnd | vjep peojewone opnd | epnpoul syduos | epnpur  syduos | epnpur  s9dLIos | sjorjuod A1
-suelj  jo  o8ejuaoidg | -ur s3duos vy Jjo %001 | -ur sydios va Jo %Gl | VA JO  %0S | VA JO  %GT | VA Jo %0 | -Tenb_ ejeq
uory ‘poyes (%)
-eqUaWINIOP SARY [DIYM ‘pajuswINOOp ‘pojuLWIN | ‘POJUSWINIOP 91k | 'PIJUSWINIOP SI€ | -USWINDOP  oIe uoljejULUN
sjosejep Jo o8ejuadiad | oIe  $19seIRP JO  %0QT | -OOP oIe Sjesejep Jo 94G) | S$19SeIep JO %G | SI9Seyep JO %Gy | S1eseiep JO %0 | -00p jeseie
‘Ayrenb eyep 3ur
-SS9Ss® JO SUIIO)
'SIOPIOY | Ul painsesawr aq
-o)®)S JUAIdHIP | 03 podu  pue
‘uorjeziur8iIo pur wes) ‘seq 1 Ayenb yoiym | jo sjuesweainbex | Ajienb ejep jo ‘Ayrenb peq
VA oY) ul Sjuowssos *90IN0S 'IRP I0J AR | UMOUY SI }1 92INOs ejep | oY) Suipre8 | jred ore sydoadse | 10 poo3d jo Sureq Agirenb
-se Aq17enb ejep jo ssou | -nSarx PajonNpuod ST jueW | YOeS I0J pue A[PAI)da[qO | -o1 pauygep ST | yOdIYm pojess | eyep jJnoqe Sul | juoweSeurur ereq
-OAISU9)X0 pue [0l 9y J, | -ssosse Aypenb egep ayJ | painseoauw st Lyyenb ejeq | £yrenb eye | A[1esd st 9] | -[99] e sI ardy [, | Ajienb eye(q
‘S9SN pue Juo)
-uU0d S "3 I'M pajuLul ‘oesn rviep uo ‘odesn vlep UO ‘o8esn ejep uo (%)
-noop oIe ydIym syrodor ‘o8esn ‘o8esn UOoI1RIUSNIOP TOIRIUSUWINIOP TOI1RIUSWNIOP squowaIinb
VYV 0} 92INOS BJep WOIJ | B)eP UO UOIJRIUSWINDIOP | ©Jep UO UOIIRIUSWINDIOP | puUe Aouared | pue Aouared | pue Aouared | -o1 ejep Uuo
‘smopj eyep Jo o8equaoieJ | pue Aouaredsuel) o007 | pue Aouaredsuer) o4g) | -suel) 9%0¢g | -suery 9%G¢ | -suery %0 | Aousredsuedy,
uorjeziue3io ayl
Jo 181 oY) 09
$S900®  JNOYIM
. s1ap[oy Areoor paioys JuswoSeneyy
V{ 901AI9S-J[os (suors | -oye)S [RUIIIXD JURAS[OI St Ayrrofeur SOOTADD IST)O - ere(
10] ejep 198 031 SI 91 Ases | -stuwiad o8esn [enpiaipul | yjm  pajerdejur  pue | uorjeziuedio ayj | Ing ‘Arojisodal | I0 }IOM)aU WOIJ red
mot] seyeotpu]  ‘sprodal | Yiym) A[[eSIoATUN eIRp | UOIJRZIURSIO o) SSOIOR | SSOIdR O[R[IRAR | [RIJUD Jo | ssedoe  Inoym
V{ I0J POsn s9dInosejep | sseode 09 Uoljeziue3Io | o[qe[lea®  puR  PaIOls | PUe Palogs A[[el) | }I0S OwWOS Ul | A[[ed0] Auo Ayiq o8esn
oY) Jo AjIIqrssedoe oy, | vyep [enjia  o3drduwro)) | A[[eIjued ore ejep [[y | -U2D oIe vIep [[Y | POI0ls ore ejye(] | palojs ST eje(] | -1SSedde eye(] ere(
uoryduross(q SurziundQ - g paSeuen - ¥ pauyge( - ¢ | d[qeyeaday - g reryruy - 1 SLIPBIN 1d¥ | Ayqiqede) | uorsuswi(g

83



Faculty of Science

(¥/¢) v uotsULWIP AJLINJRU [OPOW 9OUDIDJY :Lg ORI,

uorye) “PojuLTNIOP "pajueTINOOP "pPajuRTINIOP "pajuRTINIOP "PojURTINIOP (%) erep e)ep 9[q®
-USWNOOP dARY [DIYM SODINOS | aIe S90INoS | aIe seoInos | aIe sooInos | aIe so0Inos | are S90INOS | |[qe[reAr uo | -[reae  uo
RJED [RUISIXO JO 08ejuodisd | ®iep JO %00T | BIBP JO %Gl | BIeP JO  %0S RIRD JO  %Gg | -elep  JO %0 Aouaredsuel], fousredsuedy,
eyep
s[qissod  9seq “eyep o[qissod
oY} YIM SPIdU | }S9q YIHIM SPaaU ejep
UOIJRULIOJUI JO | UOIJeULIOJUT JO e)ep | [euIa)xe 10 ©)ep [RUIXD
%00T  AJsiyes | 9406 ISed] Ie | [RUIOIXO IO | [RUISIUI TSI | IO [euISguI
0y a[qe[reae | AJsiyes 0} S[qe | [BUILIUI IoUL | T[HM  Paysijes | IaYjIe UHm
S90INOS  ®JRp | -[leA®  SODINOS | YJIM  POYSIIBS | OC UED SPIdU | PalsIjes aq ued S90IN0S
sjosejep JuaLInd Aq pa[y[nJ | [euls)xe  puUR | BJEp [RUISXD | 9Q UED SpaIsu UOTJRULIOJUI | SPA2U  UOIJRW (%) seoanos | eyep  o[qe
9Q URD UYOIYM SOIISOP Ppoje[al | [RUISUI Jo | pue [eUIIUT JO uoneULIOJUl | [[@  JO  9(9 | -Iojul [[® JO | elep o[qe[leAR | -[lesr Jjo
-s310dor  y( JO 98vIuodIod | UOI)09[9s oSIer] | uorjoo[es a8IeT | e Jo  %g) | uey) QIOIN | %09 uey) ssorg | jo SSoUTPIIY ssoutPIy
IN220 $oT
-IOAT[OP BJep OU
‘sosed ‘Sosed 'SoseD 'sosed | IO 'sesed (e jo
e Jo %00T Ut | 1® JO %06 Ul |[e Jo 9%GL ul| [[® JO %09 Ul | %09 Uuey} SS9
SOLIDAI[ | OWII} UO Pald | W} UO Pald | W) UO PdId | SWI} UO Pald | Ul dWI} UO PaId (%%,) sorroAT[OD
-op BJRp WIT}-UO JO 98RJUDISJ | -AI[PP ST ®JR(] | -AI[dP ST ®Je( | -AT[PP SI ®ye( | -AIPP ST ®je( | -AT[Pp SI ®JR(] | ®IRp oNnpIoaQ)
'$92IN0S ‘ouIT)-[eal “A[qyuoux ‘SIseq 20Y-pe
®'iep 9} WOIJ PoASLIJI ST | Ul poAsLI) | "ATINOY PoASLI} "A[rep poaAsLI} POASLIJSI | UBR UO POASLIY Aouenbauiy ®ejep jo
e)ep UOIYM TJm Aduenborj | -o1 ST ey |-o1 ST weie( | -©1 S eye | sI ey | -01 ST ejye(] | [esdLnSausedryy[SUTUOISIAOL ]
pajuLawnoop pajuLamnoop pajusmnoop pajusmnoop pajua
ore $90INOoS | aIe $90INos | aIe seoInos | oIe $90INO0S | -noop are $90IN0S se01i0g
ejep [euray | eyep [euray | eyep [eursy | eyep [euIa) | s80INOS  eYRP (%) seoanos | eyep reu eveq] eye(
poooons yorym sunt s3dimos | -Xa  JO yGE | X0 JO g | -Xo  Jo %G | -Xo JO 940G | [eUIoIXo JOo | ®ep [RUINXD | -TOIX0  JO
UOI1ORIIXS BJRP JO 98RIUAdIDJ | Uey) QION | Uey) QION | Urey) QIO | uery QIOIN | %0G uey) ssoT | Jo Ay[iqereay | Ay[iqe[reay
uordradse(q SurziuydQ - g | paSeurIN - ¥ | pauygag - g |9[qeresday -g | Temuy - I OLIIPIN IdM | Anpiqede) | uorsuswi(y

84



Utrecht University

(v/v) vivq

UOISUSWIIP £}IIMIBW [OPOUL 90USIDJOY 8T 9[qelL

‘sgrod
-l  yd olqe[reae
Aren8ip  ou  aIe
%66 UeY} 910U JO SUIly %G6 Jo sy "%G98 ury) "%GL UeUY | SI9YY IO "9%GL Ue{)
owny | -dn ue yym o[qefrear | -dn ue yjm o[qereae | arouwr st sprodar y( | e1ow st syroder y( | ssof st syoder y(q (%)
-dn oy se posseadxy | A[eiSip  oae  sjzodoy | A[eySip  eae  syrodey | oyj jo ewry-dn oyg, | oyj jo swrj-dn oyg, | oyj3 jo swrj-dn oyf, ATiqereay
pooayd
syrod | jou st siy} 10 syrod
'sprodex oY) ydayd syroder Y | -1 Y Oyl No9yd | oI Y oY} }O9Ud
Os[® OUM SS900® [IIM spr0dar (g 9yl 00D sp10dal y( 9Y) 09D | oY) N}O9UD  SI9PIOY | sIeployeels Aoy | sioployeye)s Koy (%) siesn oBesn
SIOpP[OYeNRYS JO o BT, | SIOpP[OYeR)s A3 JO % 00T | SIOp[oydes Aoy Jo %06 | -oqels Aoy jJo %G) | JO 940G UeY) DIOIN | JO %(0¢ ueyj sso | Aq o3esn
‘pajep ‘pojep
‘soje[dwo) pajuowt -dn pue pomoraal | -dn  pur pomolAdl
-noop  eARYy  UOIYMm ‘perepdn pur pamaisal ‘perepdn pue pamasiaal | A[[eorporied axe | Aqeorporied are
asoy) jsurede so9sse0 | A[[eoiporred ore yoiym | Aqedorporrad oI UOIYM | UYOIyMm sojeidurey | yorym seje[dure)
-oad y(@g [re Suued | sejeidwo) pojeioosse | sojeiduoy pojRIOOSSR | POJRIDOSS® oARy | pojeroosse N ‘posn s1 Jurpedwog (%)
-wod  Aq  pejenore)) | eaey sesseoold jo o001 | @aey sesseooixd jo gy, | sesseooad  jo  o0g | sesseooxd  jo o6z | asn sesseooad Jo o Suryerduag,
*I9sN uI-pa880[ a2y}
uo peseq juajuod Jur Sury Bur | Surgyoad eore-oloew Buryoad 1osn
-199[y ur uonnjos y( | -oid peseq-ixejuod syrod | -[goxd 1esn o[3uis sjiod | syroddns Aquo | q10ddns jou  seop uory 3ur
oy} jo 1oddns oyg, | -dns wornnjos yg oyJ | -dns wonnjos yg oy | uonnos yg oOYyJ | uonnios vy OYJ | -Nos Yy ou st otdyJ, | -[yoad I0s()
syodar v
‘saanpoooxd /seTna "A[re[n8a1 poxooyd aIe ‘spoyjeut [e1S1p ou oIe aI9YY
Burjrsre Burgsixe | eyl spoyjrewr 3Juilis[e | SuljIs[R pajeUWIOIN® SARY 10 ‘ges  saanpedoxd
syodeaxr y@ (e Sul | pejewojne oaey sjiodaa | syroder (g jueAd[al 195 3urlIee pajewt ‘195 3urlIee peojew | pajia[e aaey sjiodel
SpPeys  Aq  punof | Y jueAd[dl JO %001 | JO  %GL  UeY) BIO]N | -oine sey %0G A[uQ | -ojne sey %6z A[uQ | vd [eNSIp ' Jo %0 | (%) Supiery
‘sp1od ejep reosryderd farend
-91 Y @Y} JO SSOUDAILS sisATeue | uorjeSiaeu eep OIWRUApP | Yyym siproder o13els sa[qe) /1x99 od Xy !
-U9)Xe puR  juojuo)) | [edI3sije)s orweuk(q | syaoddns suoynjos  y( | epnout sprodey | ysm sjrodea orgelg ejep [eorydeld oN sisd[euy
‘pojeIo ‘poaisep jou
‘ONUOASI JO | -[03 SI SIYY} N onuoe | Os[e SI STY} pur onuUo
$1500 jsurede onuo "9NUDASI JO J0] ® 9pIA 1ONUDASI JUSIOIPNS OPIA | SULID) Ul USAD-MRDI] | -Adl jou opraoid jou | -aal jou opraoxd jou
-AQ1 JO o se passoadxy | -oxd seorjoead y(q oyJ, | -oad seorjoead y( oyg, | seorpoerd y(g  9yJ, | op seorjoead y( 9y, | op seororad vy Oy L, ONUOADY
‘paorRI) j0uU
¢ 9AOqR | SI SIU) I0 ‘@ uey) SS9[
s0100s Juidelose pue | I9YS3IY I0 G’ JO 2I100S o3e % G'¢ JO 9100s | JO 9I100Ss d3eIdA® UR | JO 9100 0FRIoAR UR T
3ur)0o[[00 pur wWo)sAs | -1oAe ur 9AIS pue sy10d | Jo 2100s o8evioAr Ue OAIS | o8eioar U 9AIS pue | 31 9AI8 pue sjroder | oal3 pue sjrodar y(q
Suryer g-1 e Suipnp | -1 Yy oY} Yym poyst | pue sprodar y(d oyl yim | syproder Y oY) UM | YV OYI UM PaysI | oY) Yym paysipes | (g-T) uorjoe]
-ur  Aq possoxdxy | -jes A[oWaajxo oiv SI10S() | poysijes AIoA oJe SIoS[) | POUSIJRS odr  SI9S() | -j}BS JOU dde SI9s() | -Un AJI9A ode SIos() | -S[jes  J19sn)
souemriojrod
‘oInyMo pue Sulyew | [RUOIRZIURIIO U0 Y ( JO vda jo
-uotsoep uo sjrodex | joedull [BOIJLID {SUOISIOOP asn oYy I0j purwWOp aoue) 2Inymo joeduy
VYA _°yi jo joedwy | [[B 10] siseq 9y} se y(I | 39sse 9jeiodiod ® se y( | pue jo uonjowodd | -rodwr ur sures y( Agiiqeried oN | uo joeduy
‘pejep ‘poyepdn uoIjRaId I99je
-dn oxe sjrodexr Yy | A[snonurjuod pue ouwIy siseq A[Inoy ue uo Arep pojep | pajyepdn jou pue 20y poseq-1oded | Suruorsiaoxd
orgm yym Aousnboaig | -feaar  aae  syroder  y( | porepdn aae spioder yg | -dn eae sjpioder y(@ | -pe aie sjiodel y( | ore syrodaa v | Jo Aousnbaig
'SOOTAQP JUDIOYIP S901AOD 901A0p
uo wrojyerd ay) Sursn S9OT1AQD S[Iqouw 8y} S901ASD | 109[0s Mmd] ® y3noayy | oymwads e ysnoiyy
ur AN[IqIxXey oy} uol} | [[e  ySnoayy o[qisseode | doyysep oyl [[B YSNOIY) | 9[qISSeddr  90RJISIUI | S[(ISSedde AJUO 90v]
-eOIpUl  UR  ‘UOIIN[OS | ‘90RJISIUI Y[ POOURAPR | S[(ISSO00® SI pUR PoOse( | JOAIOS-JUSI[D ® SBY | -I0JUl IOAIOS-JUSID © uorjeziuv3Io oY) ul Surprodey ereq
VY ©Yl JO 90rIOIU] | sey uolmn[os Yy OYJ | -gem sI uonnjos y(d oYy, | uornios  y(g OyJ, | sey uonnjos yJ 9y, | suornios y( [8a1 ON 20RJIJU] eye
paseq
-1oded o3 pesoddo se
paInquysip  A[e3sip "poInqruysip "poInqruysip ‘poseq-taded (%) wory
ore  YoIym  syrodod | "poInquIIsIip A[[RIISIP oae | ‘ponquIIsip A[[eISIp oae | A[eSip ote sjrod | A[[epSip oie sjpiod | exe [y [RHISIp oae | -NquIISIp  Jouornquiysig
VAa jo  98ejusdred | s3a0dor v (I8 JO %001 | s1odor v [1® JO %06 | 91 VA 1% JO %G | 21 VA [I® JO %09 | s10da1r v JO %0 |uorneziesiq
uorydrrosaq SurzrurydQ - g paSeuen - § pauyga( - € s[qejeaday - g renruy - 1 SLIPBIN 143 [Kiqedep gorsuswiq

85



Faculty of Science

"90URULIDAOY) TUOISUSWIIP A)LINJRUW [oPOUW 9USIJY 67 O[qE],

“eyep
aAryIsuas Jurjrodar pue

‘spIepuels yo)
queasdI oy} yym sord
-uI0d puUe PajuemINIOp
A[myored st SuryjLioay
‘ooe(d ur oIe sprend
-oJes pue posn sI 'jep
OAT)ISUDS  oIoUm  Ojul
ySsutr o9je[dwod ' SI

-01do) o) uo
UOT)eIUaWNIOP
OAISURIXO  J0A
j0U ST AIYJ,
‘ooe(d  ur oIe
sprengejes pue
pesn sI  ejep
SAT}ISUSS 9IOTM
ogut Jy3sur
orodwiod e st
oIy, "Sulssed
-oxd ejep Jo

“[ouaeosal
007-pe J9yjoue
[1un pores

-19S9AUT jou
ore §90IN0S
-e1ep mau
pue ssoooxd

STy} 109%01d
03 ooed wr
sprengsjes

ou oIe QIYJ,
‘suorjeorduur
[eolyleun oary

‘31 U0 j0€ 394
jou  seop Inq
possaooxd n
AUT)nIos 1esry)e
Iopun oq Arery
-uojod  pmod
erep yorym

‘Surjrodal

Suissooord  ‘3uryoo[[oo | a1oyJ, "Sursseood ejep | syoodse [eo1 | p[noo yorym | ojul  yoIeosal | pue Jursseooid
0} UOIje[oI UI SUOIjeId | Jo sjdoadse [edlyje UO | -30 UO ouop | ejep  ssodoid | doy-pe auop | ejep jo syoadse SuoI)eIOPIS
-pIsuod [eoryje sopor) | Ieok 1od sowr) o[dijnur | oI  SJUOWSSAS | j0U soop Aued | sey UOIRZ | [BOIYJO O} USAIS | SUOIJRIOPISUOD | -UOD  BIRD
UOIjeZIueSIO oY) MOJ] | QUOp oI S)USUISSISSY | -S' A[reag | -urod oyJ, | -tuelio oy, | ST jySnoyy oN | ejep  [edrydqg ety
*3sonb
‘sjose)ep ‘sjose)ep | -0l UO PaIeys 9OURBULIOAOY)
JueAdal [[B 09 | JUBAS[RI [[B O} | A[UO ST RJep o) 'SS900® 9ARY
WaY) 0} JURAD[I dIR 'S19SB)RD JURAD[DI | SSO00R oARY | sse00® oARY | IO SS900R® ARV | SIOP[OYENR)S JO
1eY) SJOSeIRP O] SSOJOR | [[B O} SS900R 9ARY SIO sIopoyeye)s sIoployeye)s | sIop[oyeyeIs [ | % () OS 9S[qr[reAr (%)
UM SIOP[OYDYRIS JO 9 | -PIOYDN RIS A9 JO % 00T | 49 JO %08 | A9 Jo %09 | JO %0y AuUQ | j0u ST wmye( | Ssedoe eIR( SSehblc
'$s900® ele(
‘spr0dax ‘srx0dax 'syrodea | eaey %0 Os
pue  UOIIN[OS | PUR  UOIN[OS [ PUB  UOIIN[OS | SS9d0® 308 URD
wat) spod | y@ o oYy o1 | vV eYr 01| VA  eYr 0} sIoployoye)s
0] JuUBAS[OI oIt Jel) | -oI pur UON[OS Y (J | SS900R oARY | sseooR ARy | SS900®R oaey | AoY UOIYM 0}
syrode1r y( 03 SS900® | 1) O} SS9JOR 9ARY SI9 sIep[oyaye)s SIep[oyaye)s sIep[oyaye)s | uornjos va (%) sse0
[IIM SIOP[OYeYe)S JO % | -PlOYsYRIS A0Y JO %00T | 409 JOo %08 | Ao Jo %09 | Ao JOo  90F |ou Sl  eI9yJ, | -O®v uommios yJg
‘spuomrosoxdut
Iaylo IO 9)qop
[eomutDe) 10§
(%001) | £910deD OU SI -ooureuIoIod ooureurIo)Iod
1gep  [edruyay | 1Y, (%06 | STOPUIY  UDTYM | SIOPUIY  YOIYM
(sesseoo1d uwory Surdeuew | A[uo) S95S90 awir} ur paurioj | sesseoord  y(q
‘IoquUnu | -eAouUUl puer syse} [[e | pue sossoooid | -oxd y(g oy} | -1od oq jouued | Jo jos  o3Ie|
poatsop jey) jo jred-y | 03 uopeRI YIM %OTT | VA [[® Sul | jJo onb snjejs sossoooad  y(I | @ oInoexe 0}
se  possordxe  uwaYJ, | uey) orowr) sossedoxd | -twrojrod 10] | oyy o8eurw 09 | Jo 99s [[ews Y | (%G Uey) sso)
“equinu HIJ PoIsep | ¥ 03 Peyedpep HIJ | LA - UySnous | 14  ydSnous (%GL) A1A JO | LA ySnous (%) a14 SIMONIS
'sA qLJ  O[qe[eAy | JO 30 ® ST 919y, | ST 1oy, | St oIoY T, | o®[ ® SI 919U, | 10U SI 19T, | poeoIpop V(A [euoIyez
(OO va) SO[01 pouyep so[o1 ou v({ 1o} sjun -tuedio y(
‘wres) y(J | seousjeduwiod pue syse) | I199Ued 90U9) | YJIM SpIepu®)S | INQ SPIRpUR)S [euoTyRZIURS
o) Ul so[od Jo uoIjyezI | Jo winijoads aatsuayald | -oduroo va pozZIfeurio} pozi[ewioj | -0 pue  S9[0I oIy
-[eUlI0] pUR 2INJONI)G | -W0d © Yum OO VA Arejuomarpnyy ‘TeuIoguy ‘Teuroquy | pauyep ON | -oniis wresay y(J
uorydrrose(q SurzrwndQ - g poSeueN - | pauys( - ¢ |dqeresday -z | [eMU] - T OLIPIN 1431 |uotsuswiq

86



Utrecht University

“U0YDZIUDHL() UOISUSWIP AJLINYEUI ([9POW 90UdISYOY (¢ 9Bl

*9IN)[NO OY} ojul

S[A9] [['

i gm
pooooNs 0% [[Im [ed

astadiejue o)
10} Yy Jo oouey

uorjerodioour odrvIqUIO pueR MOouy | Je possolls s1 Suryew | -13170d st 210y Ing | -todwr oyj jJnoqe | uorjyezrurdio oY) va
§]1 pu® UOIjJRZIU | P[NOYS [[B JRYJ ON[RA | UOISIDOP PpuUR SUOIJR | ‘UOISNJUOD  9sNed siownui/so8es | Jo sanjea ayj jo va | jo oouey
-e310 o) Aq Yy | [euoljeziuedio ue si | -1odo poseq-eouaplad | [[19s [erjusjod pue | -sowr Surjoryg | qred jou st yq | Jo  eoueyprodwr | -todwr - jo
Jo uornudoooy | y( Jjo eouejioduwr oy, | Jo eouejrodwr oy, | £3o[ouroag V( | -uod  eIxe  oJayJ, | JO 90UBAQ[DI O], | JO  UOI3IUS009Y | uoIjIu§009Yy
uorjuelje
OAIINOOXD  INOYIIM
‘JuowaSeURIL mq  juomwaSeuRvw
QAIINIOXD  WOIJ JuoteSeurut vda | -erppru Aq v noqe areme
soorjoead vd | doy £q Aqreooamboun | jo 1osuods oAINOOXe | A[[RULIOJUl  POIOS v 10y digsios | -un sI juswoSe diysaos | diysiosuods L Te)
103 yroddng | peiosuods St V{ | @uo 3sesl je st a1dyJ, | -uods St VYV | -uods 0A1IN00X0 ON | -URW OAIINOSXH | -uods oAIINOLXH SATINOIXH
sjrodaa
va/ va o1pR)S OFvURW URD
‘soo130rId 9OIATSS-][0S utrojred sy10dax pejed | awos Awﬁoawp L
pue s1deouoo Vd/ VA 9otates-Jes | ued  moj Auo 9nq | -msiydos puegsiop | Jo  uorpejordiogur syrodaa jeadiey
va o1 spieS | wiojiod pue sjyroder | ‘syroder pejeorysiydos | -un  owos  ‘sqrod | pue sisA[eue  ‘$'9) | -ul jouurd OI0J
-oI UM s1osn | pajeonysiydos oSeuew | ofeurw 0}  SOIOUDY | -1 d1yeIs jordiojul | osiprodxo vVd | -e1ey) pue ‘osiy
uoinjos Vvda | 03 sewuejeodwod oyjy | -odwoo oy}  oAey | 03 o[qe AJuo oie | ssessod jou  op | -1odxe Yy oary saII[Iq
Jo  senyqiqede)) | oAey sioployeyels [[Y | SIoployoyess 1SOJ\l | SIop[oyaye)S 3SOJN | SIop[oyeye)s 1SOJN | siop[oyaye)s oN | seniqedes mosn | -edeo 1osn
soakordue a1}
‘uerd jJuowrdo[orsp oouejrodwl | jJo sorusjodurod
Jururer) ' mo[[oj reuosiad 10j swreidoxd sonsst ogads | yq Sunysiysy | yg oys aaoaduwr
09 soakojdws 09 Sururery umo IOYY | UO JUISNDOJ SwWRIF | UO Pasndoj A(urewr | 0} sureiSoxd
uorjeziue3io Jo swreagoid 3ur | asooyd 03 Ppedeinoo | -oad Sururely y( | ore swerdoid IJur | Sururea) ou JueuWe8vINOD
Juewe8eInoduy | -urer) y( snonuijuo)) | -ue are seokojdwiy | ooy-pe aie oIoy[ | -uel) Yy OYJ | oI aI91 ], | -ue Sururedy,
‘[ooy uerd ‘Ie9A e SUOISSos
Sururery 1o AD ‘189 @ SUOIS ‘1eak e suols 1e9A ® SUOISSOS Sururer) /s9sinod (#) suorssos
[eUIOjUI UR WO | -s9s  Jurure)/s9sInod | -sos  Sururery/sesinod | Sururer)/sasinos g ‘1eak e Sururely 1 | O puojye | Sururer)/sssinod suerd
paaslIjel oq ue) | ¢< pusjre seaholdwy | ¢ pusjje seshojdwy | puajje seshojduy | pusylje seskorduy seakordwyg | jo junowy Sururedy,
*3ur[00y
pue so3uoeyd Y pojerdwiod aq
'[0o0y | mou o[qissod ‘3 I'm | jouuURDd SYSB) QININJ "(%0g) 2188n13s (%09
AD Teumjur ue | jooid-ammgny ore pue | *(%06) seSudreyd yvd "(%6GL) | 4013 ySnoyy swo[ | uey) SSI[) SWI[
woij  peasslijel | ‘Sutaordwir  pue  SUl | JULSIIND Y} S[}or]) 09 | seSus[[eyo y( el | -qoid y(q oppPe) | -qoid y( oorl
9q uR) "SAIOULY | -UTRI) A]Jue)suod | 98po[mouy  [eDdIUYDDY) | -IND °Y) O[oe) 0} | A[ejenboape 0} | A[oyenbope 01
-odwoo paamboax | st ‘(%00T) souUd) | pue osrpradxoe 1YY jo | senyifiqedeo poimb soruajoduiod soruajodurod
Jo o8ersnod Y | -adwoo paambaix | swiey ur ySnous poy | -o1 oyYj Jo jsow | paimbai o) | paambax EL (%) Ay1son
se possoxdxf] | [[e  sey wea) oy, | -ISI9AIP ole swed) y(J | sey weo) y( OUL | SYor] wed) oy J, | SYOR[ wWed) Oy T, | -Ip S[[IYS wWea]
‘paambai axe
‘sorouajoduwod Jey) osoyjy jsurede *10J powure oq
'sossooo1d y( | eohojdwe oty gjsurede ‘poamboua axe | seuejedwiod  y( | pnoys  soruejlad
1197} I0J Swe9) | 9sdY)  SHO9UD  pur | JeYJ 9SOYY JsureSe S9ID | S WeI) OY) 9N | -WOD YIIYM MOUuy
Vv paxmbair o) | seoryoerd sj1 10J SIS | -uejodwiod (I S, Wed) | -[eAD 0} JUSWISSIS | J0U SOOP 9N SO ‘Kyrrorad
Jjo wesy y( pue | va peambaou a1 | o) 9ren[eAd 0} SJUAW | -se ur powiojied | -usjeduwrod s wWed) | B JOU ST SIIYI[I] ssouaIem®
uoI)RZIURSIO O} | SOSSOss®  A[SnNONUIjuod | -ssosse dIpeiods sulIo) | ©0UO  sey  UWOI} | oyj jo oery sdooy | -edeo weoy jo Aousyodurod
Jjo ssoualeMY | uoIjezIue3Io oy [, | -1od uorjeziuedio ayJ, | -evzIuR3IO oy ], | uoryeziuedio oyf, UOIROYISIDAI( uorjezuediQ
‘syuowaambal
Kousyoduwioo pue
PoIopIsSuod UorjenyIs  JudIINd
os[e sI siseq 3I10ys | ‘seoudjodwod ut sded | oy 03  pojrwal]
‘ssoooad Sulary [ ® uo juoe} opisino | aaniny  o[qissod [[y | st s1yJ,  ‘sseooxd ‘Ayurorad e
oyy ur uorped | ysmm  Supiom/Suliry | 03 opewl oIe SUIOPH | JUSWIINIODNT ot} | jou st sonyiqeded vopezuESio
-JISIOAIP pue | ‘sseooxd juewIjINIOLL | 'sseooad  JUOWIFINIOSI | SULINP POIOPISUOD | Wed} JO UOIedIY odoog B
serouajeduwiod | 91} Ul UOIIRDIYISIOAIP | 91} SULINP POISPISUOD | ST sorouajeduwiod | -ISISAI(]  ‘PodorI) payoeI) jou Sury A31SIAL
VA peambox jo | pue juoe} Jo uoI} | SI sorousjodwIod wed) | Wee)  JO  UOIJRD | ouv sorouajad | oxe sorouajad | ur uoIRIOPIS .,E@MH
UOI}RISOPISUO)) | -RIOPISUOD SOpIsSog | JO UOIYROYISIOAIP OYJ, | -YISIOAIP o, | -troo oofordwyg | -1oo ookojdwy | -uod  AYSIOAIJ ’
uorydriosa(q SurzrundQ - g paSeue - ¥ pauyge( - ¢ s[qejeaday - g rerruy - 1 SLIPIN 143 | Aiqede) | uorsuswiqg

87



Faculty of Science

"i623D.43G TOISTSWIP AJLINJRU ([9POU 9oULISJOY :T¢ 9[RBT,

sjuotaImbox stord
‘steured /s10uI0) | WOIIN(OS Y (J 9} 10] va Ioyges 01 s | -dns y(q yum
-Sno §)I pue UOIjeZIU | S| pue juowese | oy} Jo Juowreroxd sordog | -ployexess yim STWISTURYDSTL
-e810 y(J oY) usemjaq | -uew odurwrIojrod | -wul pue ojyepdn sno | J,0H] 03 PojIuI] uorjedIUNWIUOd | A10je[ngol pue uorty
diysioujred pue uon | epraord s1o1[d | -NUIUOD I0J SHUSL SJuOUeaI3e JUO)JTULIDY UOI)RUIPIOOD uorjeurp -eUIPIO0d
-euIpIo0d JO POy | -dns Y@ = OU[ | -0018® [0AS] 901AIOG | [9AD]  OOIAIOG -ur SI 219y | ou ore oIdyJ, | -1000 arjddns/1eurimyrddns/1eulreq
‘sossoo01d
A399eI1g
I9YI0 YyM pausie
pue osrjrodxe Yim
POINOOXo IR S9SSD
‘pesoxdut pue | -oxd uoryeAOUU]
porenfeas  A[jue)s | "ojerousd pmoo
-u0d are sessedoid | j0sfoid y(J ' anfeA | ‘9jeISULS PINOD
uoryeAOUUT oy T, [enjonmseqgurt | poolord yg w®
‘suorjerado 9OIAISS | pUR ‘[RUOIJORSURI) | ON[RA  [RUOIIOR
-sse[o-1s0q dofessp ‘TeuorjeuLIojSURI) | -SURI} oY} UO
pue Auedwod oyj) | ‘O189jeI)S  ‘[RUOI} | POseq ole RLI ‘pojuow
INOYSNOIY) $9SS9D | -RULIOJUL  9Y) UO | -99LID UOISIOA(] -noop LY ooeld
-oxd uS8Isopel pue | peseq ole RLIDILID ‘pojuewInOop | j0u puer sIseq | Ul sossoooxd
anoxdurt 0g ooe[d UI | UOISID9(]  "pPojuell | pue peuyep | ool-pe U UO UOT)RAOUUT
‘sossoo01d uoljea | pue pauyep A[3Id | -noop pue pouygep | ApIdxe  ore pojuoworduwit | v pouygep
-ouul y(J Jo uorjejuowi | -xo oIe sosseoold | A[3orjdxe ore sossed | sosseoord uory | ore  sesseooxd | A[yordxe  ou S9859001 ]
-NOOP  puUR  9OUSISIX{ | UoIyeAOUUl v({ | -oxd uorjeaouur y(J | -eaouut vd | uornesouur y( | oIe aI9Y T, $9859001 UOIjRAOUU] | UOIJRAOUU]
A397e138
orerodiod o)
M pousife
Aqreryred  Auo
oI pue ‘[9A9]
juowrjredop
uoryeziuedo A3oyeI)s ssoulsnq | 10 sjmun Ul
oY) UIYHM JULW | Y} Y)im poulife sI | so13ojeI)s [BI0] sIseq wreay uorjyeziue3io
"uoryezIuesIo o) | -odeurwt a3ueyd | pue [0A9] 9)eI10dIod | JO  SuLLd) Ul uo A3oyeIls | oY} Ul pauyep A30
ur pougop A301eI)s (I | Oy}  SpeS]  UOI} | 9} Ul pouyep SI | pauygop sI A3o Vva [euwojul | A39jeI)s va -1RI)s SOTA]
S} JO SSULAISUL)XHY | -njos Y  OYL | £489yenys vy oYL | -1e1s v °UL ue SI  aI9YJ, | ou SI aIdyJ, | ASejriI)s sorjh[eur vIR(] | “RUR RIR(]
anyrpuadxo
aunjripusdxe [euorjerado amjrpuadxo
aImjrpuedxe [euorny | [euorjerodo  TOI | ILOI  9Yr Jo [euoryerodo
amjipuadxe | -eredo DI @Y} Jo |8yl Jo %) Ppue | e pue 9T IOI @Yt Jo %I SOATYRIJTUL
[euorjerado J,0T U} JO | %L UeRU} oI0W SI | &¢  uoemleq ST | uoemileq SI y(J | Uey) sso[ st y( | vd uwo jueds
yed-o se yg uo 3ur | yq uo 3Jurpueds | y(q uo 3Jurpuads | uo Surpuads uo Surpuads | st junowre
-pueds [enuue ofeIoAY | [enuur a8eroAy | [enuue a8eIoAy | [enuue oSeIoAy [enuue o5eIoAy | o[qI3I[Sou v (%) 198png 108png
uorydrrose(q SuizrudQ - g paSeuey - ¥ pauyge( - ¢ |d[qereedey -g | [eINU] - T OLIPIN 143 uorsuawi(q

88



Utrecht University

‘fibojouryoa ], UOISUSWIP A}JLINYeU [9POUW 90ULIRJOY :ZE 9[qel

(stsATeue Sw9)sAs
1%9) “8'9) werep poessoooxd oq | I Aq possed
("090 ‘oopIA ‘OIp peinjonijsun | ued NOS[ oI | -oid oq jouued vyep
‘eJep POINIONIYS | -ne ‘9X91) vIRp PaIng Jo swio] [en} | seanjonals ejep | (orpne  ‘oapra paInjonijsun
-un o[puey 07 UOIIN[os | -onIjsun Jjo sodAy [e Suissoooid poseq | -xo1 ssoooxd peInjonIs | 4xa1) ®IRp | o[puRy 09
v oya jo senuqede)) | sseooxd 01 Apiqede)) | -eSewr 01 Ajpiqede) | 01 Aqede) -Tuog peanjonijsun sentiqeden
sojnuIw
009 uey) oIO0UI
soye)] puR JIoM
Jo 901 ' paimb
-91 $90INOSseIRP
soIn | mou Suippe
-ut ()O)¢ ueyy | aI1ojerayy sirod
10w soye) | o1 y(J O0y-pe

awry ssordoxd

uon
“ewojne pue Suryerd
-we) YSNOIY) SoynuI

‘sojnuIw Og> soambax
jey) 3Se} oljyewroine

‘sonuIm )9<
sexmbax  jery
sey renuew
e ST puny Aue

90INOSBIRP MAU
e Juippe 910j
-9I8}  peoppe

9q ues  ASD
oI sedAyejep

10] siseq Ie|
-nfuis ® U0 SI

seoInosejep
Jjo o8esn o1

se peppe oq

(urur) seoanos

u], 1901}  SurorI) | OT> Ul SUOP SI 9JINOS | -TdS ® ST 90INOS | JO 9d2INOseIep | JO  99s  Poajl | ued 9011108 omﬁ%%ﬁw\»m%c uw ¢ b AYIqERLE
Aq PpoAdLIjaI oq Ue) | -ejep Mmou ® SUIPPY | -ejep MmouU e SUIppy | mou e Sulppy | -wy e A[uQ | -ejep mau ON | 03 NIQIXaL e
*}1I0JJ0
“Ayurenpowr pue JouTwt M 110j0 I10( "orqrssodur st

sojepdn ysnoiyy ojep

*310§

pejepdn aq

“RUI [}IM Pajep

woey) Juryepdn

-03-dn  osoy) Jurdeoy ‘pojepdn pue peure} | -Jo IOUIW YJHM pOIJRp | URD puB djep -dn oq uwes Inq | pue porep
Jo osea pue 3Juroo} | -urew A[ises pue o)ep | -dn oq urd pur 9jep | -0j-dn  A[jsowr pajrepIno A[jsea | -ino A)seA 3urjooy
orep-01-dn  Jo o8es() | -03-dn oaie s[ool y( | -01-dn ore s[00} y( | @1e s[001 Yy oIe s[00} V(I | @I s[00} V(A o1ep-01-dn
‘ouop
axe sdojdep ou
os ojur Aordep
-3UI11S9) OAISUS)XD pUR 09 oseqopPOd
sourpodid jo o8esn oy) "Peadons SuoT) "peodONs SUOT) | Ou ST 919}
‘Surdso] woly | ySnoay) pesdons suor} ‘poodons | -eidojur  9pod -eI8ojur  Opod | IO ‘poadons
PpoAdLIjal 9q UR)) ‘djel | -eIjUl opod pue sAo[d | suoryeidejur opoo pue | pue sLojdep jo pue sfojdep jo | sfordep (e jJo (%)
$5900Ms Ul passaldxy{] | -ep JO alow 10 %@ | sAojdep Jo a10ow 10 % GE | 810w 10 908 | eIowr 10 %) | %0L UeY) SSoT SSOU)SNQOY
peseq 1oded
Sund so1jA[eue pue | Ajurewt are
-NOJsp  SO1ATR suorjoesuelI) | sorjfeue  pue
-ue pue [euor} | ueemjaq Surd | UOIOL[[OD eIep
‘spdrIos sorjA[euRe 10 Surpdnoosp sonheue | -oesuery syiod -nooop jroddns | oY) se oinjoey oanjooympTe
UOIJRULIOJSURI)  RJRP | 9INJO9IIYDIR [oAS]-I)NW | pur [RUOIjoRsueI) sirod | -dns A[yred uorny 10U SPOp UOI} | -TyoIe V(] [edl :
oY1 JO 2INnj3oePIy | ' sey uonnjos y( 9YJ, | -dns uwornnjos y oyJ, | -nos v oYL -njos yg oY | ou SI oIy, 2IN3oNI}g va £Sorou
oxe[ asnoy 2In30091Y0 [OU>2L
‘o8el10)s ejep | eyep UO JJINg osnoy -orem rvlep o8eI09s eyep 2IN30931YDIR | -I' 93RI0IS
oY1 JO 2INJOoUTPDIYy | -orem ejep osudiojui axe[ eye(] (payeotpa(]) sjpIewr vye(] | poyedIpap  ON | @8eIols  ele(] eye(
uorydrrose(q SurziwndQ - g peSeueN - ¥ pauye( - g |d[qereeday -z | [eMMUT - T OLIRIN 143 uorsuawi(q

89



Faculty of Science

E Expert Interview Protocol

The interviews were conducted according to the protocol described in this appendix. A set of experts
was first collected before sending out invitations. This list is not included in this thesis due to privacy
reasons. With each participant deemed helpful to this research and willing to participate, a semi-
structured interview was conducted that lasted about 45 minutes. These were often online and always
recorded. The questions in Table were asked, and the responses were noted. After the interviewees
gave their thoughts on matters like important maturity components, all other interviewees’ responses
were also shown. This was discussed so that each interviewee could give their opinion. Opportunities
for automation were also discussed.

Afterward, the interviewees were shown the proposed reference model and were asked to give opinions
on it according to an expert evaluation template for maturity models, described by |[Salah et al.| (2014).
However, often there was no time for this, and the reference model and the evaluation template were
sent to the interviewees after the interview. Unfortunately, not all interviewees then returned a filled-in
review form.

Step Content

1. A brief description of the project and the main goal of the interview

2. Introductory questions

How long have you been working in the field of Data Analytics (or similar field)?

Are you familiar with the concept of maturity models?

Does your organization currently use maturity assessment methods or other audit tech-
niques?

Do you think that using/introducing maturity models for maturity assessments is bene-
ficial for your organization?

Do you know of any maturity models? (in the DA domain or others which are general)

10 min

3. Maturity modeling

Do you currently have insight into the performance of your Data Analytics processes?
How do you perform maturity assessments? How often / how much time does it take?
What is the output of these assessments? (visually/ prescriptive or descriptive)

Which factors/KPIs do you believe are important for assessing the maturity of Data
Analytics

Would it be possible to automate the maturity assessments?

What are useful KPIs/data sources for such automation?

15 min

4. Maturity model draft evaluation

Considering the maturity model characteristics we have gathered in the SLR, which ones
would you say are the most important?

Considering the proposed architecture, is this depiction accurate/complete?
Considering the maturity levels included in the DA MM draft, do you think these are
fitting?

Considering factors/KPIs that we have included in the DA MM draft, which ones would
you say are the most important?

Are any factors/KPIs missing?

Are any factors/KPIs obsolete?

How could (KPIs of) this model be automated?

25 min

5. Closing

What do you think about our work?

Would you consider using a maturity model like the one that was shown for assessing
your Data analytics maturity?

Do you think that automating this model is useful?

May we contact you later for the evaluation of the altered MM using a set of questions
in template form?

Can we use the name of your company in the scientific paper or do you prefer an anony-
mous name?

Do you have any questions or additional feedback?

5 min

Table 33: Expert interview protocol
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F Reference Model Evaluation Form

The reference model evaluation form sent to the interviewees contains three sheets. An introduction
sheet with an explanation, a sheet containing the evaluation template with questions, and the reference
model itself. The reference model can be found in Appendix C (note that this version has been slightly
updated to reflect the feedback). The introduction sheet text is stated below, after which the evaluation
form, adapted from |Salah et al.| (2014), is displayed.

Introduction

Thank you for reviewing the draft of the Data analytics maturity model. This page briefly explains
this document’s content. The maturity model is built for the Data Analytics domain, with the aim of
supporting as much automation as possible. Automation is possible in 3 aspects: 1. Data collection, 2.
Data processing, 3. Data reporting.

Data processing and Data reporting will be automated using a Tool. This is not relevant to this
evaluation. What matters for this evaluation is the maturity model that prescribes what data needs
to be collected to perform a maturity assessment, and whether this data collection can be automated.
Where possible, the maturity model consists of quantifiable KPIs and includes automation tips.

The purpose of this evaluation is twofold: 1. Is the maturity model with all dimensions and capabilities
comprehensive enough and is its coverage adequate? 2. Are the KPIs, metrics, and their thresholds
(maturity level values) logical, and are the automation options realistic?

Document content

Sheet 2. Fwvaluation Template contains an assessment form that should be filled in. Read through the
questions and then go to Sheet 3. Data Analytics Maturity Model Draft. This sheet contains the actual
maturity model. Pay attention to the header row to see what each column is.

The table is structured as follows: Left: Reference model with 4 columns - Dimension, Capability,
KPI, Metric. Middle: Maturity levels and Metric thresholds. Right: Description of each Metric and
automation option.

The last column is empty and provides space for comments from your side. This is about feedback that
does not fit in Sheet 2—evaluation Template, such as tips for other automation options. And again,
thank you for taking the time to help with the study!

Evaluation form
Alongside the questions that are stated in Table[34] a set of open questions were also asked. These are
as follows:

Q1. Would you add any maturity levels? If so please explain what and why?

Q2. Would you update the maturity level description? If so please explain what and why?

Q3. Would you add any processes or practices? If so please explain what and why?

Q4. Would you remove any of the processes or practices? If so please explain what and why?

Q5. Would you redefine/update any of the processes or practices? If so please explain what and why?

Q6. Would you suggest any updates or improvements related to the scoring scheme? If so please explain
what and why?

Q7. Would you suggest any updates or improvements related to the automation possibilities? If so
please explain what and why?

Q8. Would you like to elaborate on any of your answers?
Q9. Could the model be made more useful? How?

Q10. Could the model be made more practical? How?
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Expert Information

Date:

Name (Optional):
Organization /Insitute:
Position:

Email:

Criteria

Strongly

Dis-
agree

Slightly
Dis-
agree

Neither
Dis-
agree
Nor
Agree

Slightly
Agree

Strongly
Agree

Maturity Levels
The maturity levels are sufficient to rep-
resent all maturation stages of the do-
main (Sufficiency)
There is no overlap detected between de-
scriptions of maturity levels (Accuracy)

Processes and Practices
The processes and practices are relevant
to the domain (Relevance)
Processes and practices cover all as-
pects impacting/ involved in the domain
(Comprehensiveness)
Processes and practices are clearly dis-
tinct (Mutual Exclusion)
The metric levels for each KPI and Ca-
pability are correctly assigned to their
respective maturity level (Accuracy)
The automatability of the metrics is log-
ical (Automatability)

Maturity Model
Understandability
The maturity levels are understandable
The assessment guidelines are under-
standable
The documentation is understandable
FEase of Use
The scoring scheme is easy to use
The assessment guidelines are easy to
use
The documentation is easy to use
Usefulness and Practicality
The maturity model is useful for con-
ducting assessments
The maturity model is practical for use
in industry

Table 34: Reference model evaluation form (adopted from [Salah et al.| (2014))
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G Automated Maturity Assessment Tool screenshots
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University

Maturity Overview Inference Engine

Maturity Overview page

Filters Culture
Show Goals

e M Technology
Show Item Labels Lme

True v

Show Score Labels

True -

Detail-niveau
Dimension

@® Capability
KPI

Strategy

Governance

Figure 13: Automated maturity assessment tool:

Utrecht
University

Matu

Inference Engine Page

Filters Biggest bottlenecks
Inference type KPI T Indicator
All Bottlenecks Quality Alerting
® Biggest Bottlenecks
Best Performer DA architecture Robustness
GaptoGoal
Team Diversity Team skills diversity
Types of analysis DA report relevancy
Usage Usage by users

Formal data manageme.. Process definitions
Data integration Script execution success rate
Data quality Dota quality controls implemented

Dataset documentation

Distribution Frequency of provisioning

DA organizational struct.. DAteam structure
DAusecasecoverage DA request completion speed
Flexibility to add new da... Flexibility to add new data sources

Provisioning/frequency .. Data retrieval frequency
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Impact mpact on culture
Revenue

Maturation Path

y Overview Inference Engine Data Collection Maturation Path

~_Data Analytics
2500
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1,666666667

L
VinTraffic

Model Composition: Technology
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Technology Technology Dia. cture

Data storage architecture

Flexibility to add new data sources

Lower-level Maturity Scores

Flexibility to add _1,500 [ ]

Maturity overview page.

L
TVinTraffic

Indicator: Data analysis type

Description

Analysis types, showing a progression to more advanced analytics types.

Improvement suggestion (nover for more recommendations)

Develop a data strategy: Develop a data strategy that outlines your
organization's data goals and objectives. This can include identifying the
types of data that are important to your organization, the sources of that
data, and the desired outcomes.

Build a robust data infrastructure: Build a robust data infrastructure that
can handle large volumes of data and provide real-time access to data. This
caninclude implementing data warehousing, data lakes, and big data
technologies.

Use advanced statistical techniques: Use advanced statistical techniques
such as regression analysis, cluster analysis, and factor analysis to gain
deeper insights into your data. These techniques.can help you identify
patterns and relationships within your data that are not apparent through
descriptive analytics...

Indicator maturity for KPI: Quality
KPI maturity: 3,250

Alerting — 1,000 * 4,000

nalysis typ

Templating 4,000 500
User profiling S ZT

Figure 14: Automated maturity assessment tool: Inference engine page.
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Utrecht L
University TinTraffic

Maturity Overview Inference Engine Data Collection Maturation Path

Data Collection Page

Filters Data collection methods Automation suggestion
Dimension Capability e Indicator Collection Method Data can be extracted from Tableau server
Data - »  standard datasets on report usage.
i A us v Ad- A it Sheet 21 " "
Data Analytics DA use case coverage Ad-hoc DA request count Input Sheet 11/06/2023 Calculations can show the list of

. . ~ dashboards with views per month <1.
DA request completion saeed nput Sheet 11/06/2023 Aadditionally, the data can also be extracted

through an connection to the underlying
Dat: tegrati e: e it Sheet 21
Open Input survey ata integration Code testing coverag nput Sheet 11/06/2023 PostgresqL database.
Script execution success rate nput Sheet 11/06/2023
Open Goal Survey

Types ofanalysis Aggregation le Survey 17/05/2023
DA report relevancy nput Sheet 11/06/2023
Data analysis type Survey 17/05/2023
Data Management  Data quality Data consistency nput Sheet 11/06/2023
Data quality contrels implemented nput Sheet 11/08/2023
Data quality management Survey 17/05/2023
Dataset documentation nput Sheet 11/08/2023
Data usage Data accessibility Survey 17/05/2023
Transparency on data requirements nput Sheet 11/08/2023
Formal data management  Data archiving duplication nput Sheet 11/06/2023
process
Data archiving retention span nput Sheet 11/08/2023
Process definitions Survey 17/05/2023 v

Figure 15: Automated maturity assessment tool: Data collection page.

recht L
University TVinTraffic

Maturity Overview Inference Engine Data Collection WMaturation Page

Data Collection Page

Filters Indicator: Code testing coverage
Indicator
Code testing coverage - 100
° 2 100,00
Maturity level %100
K 20
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s 60
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Figure 16: Automated maturity assessment tool: Maturation path page.
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H Case Study Protocol

The case study protocol used to conduct the industrial case study is described below. The last three
sections, related to validity, limitations, and reporting, have been incorporated into Chapters 5. Results
and 7. Study limitations. They are not elaborated upon here.

Background and motivation

The main aim of the case study is to evaluate the proposed maturity model through case study research.
The model results from RQ4 and is embedded in an automated maturity assessment tool. In line
with RQ5: “Do the proposed maturity model and tool help in attaining a higher maturity level?”, the
objective is to collect data on the tool’s usefulness to test whether it positively impacts an organization’s
ability to estimate its maturity. This case study protocol is structured according to Wohlin et al. (2012)
to achieve this.

For this thesis, it is interesting to be able to collect real-world data to input into the maturity model
and automated maturity model assessment tool. This should give insight into the accuracy of the
reference model regarding real-world data analytics processes and their maturation paths. The results
will help further refine the maturity model to improve its usefulness to organizations. For the case
company (described in further detail in the next section), the goal of participating in this study is to
create insight into their current data analytics landscape. As their primary business case is related to
data analysis, improving in this area means generating more value for internal and external stakeholders.
Even more fundamental than insight into maturation paths, the organization also desires insight into
the as-is state of the processes. As the data analytics team is currently going through a ’storming’
phase, the goal is to use the maturity model and assessment to understand the status quo. The hope is
to expand on this knowledge by documenting and streamlining processes to mature. Furthermore, using
data and knowledge on the performance of the data analytics team, i.e., maturity levels, to promote the
company’s services to potential customers is also desired.

Case study unit

The case study is a single within-case case study (Yin, 2009). The object of study is an automated
maturity assessment tool based on a design science process. It is built in Tableau and has a Google
sheet (as default) as its data source, which can be filled through any desired method. This data source
contains data corresponding to the reference model. The quantitative data, which can be gathered
through the organization’s tools and processes, is collected by the case study participants, while the
qualitative data is gathered through a questionnaire. The calculated maturity levels based on the input
data, as well as the usefulness of the tool, are desired data.

Selection

The primary case study is at InTraffic, an organization performing data analytics in the public transport
sector. This case was chosen due to their workflow and business cases involving data analytics. Further-
more, their willingness to participate and share all data regarding their data analytics processes made
them suitable candidates. Inside this company, data analytics team members are used as case study
participants. They cover relevant functions like data engineering, analysis, science, product owner, and
delivery management.

Procedures and roles

The tasks range from data collection to interviews and training of case study participants. There are
two main steps: before data collection to TAM & after data collection to TAM. The input data is based
on the performance of the data analytics processes and therefore does not vary between case study
participants. Consequently, this data only needs to be collected once. All other case study participants
will be shown the whole process but do not need to provide data.

The case study steps are detailed below:

1. Explain the reference model to the case study participant. They should understand which data
analytics processes are included and why. This gives them context on why they provide data
regarding these processes later.

2. (Only first case study participant) Let the case study participant fill in the quantitative dataset
used for the automated maturity assessment. This is done in a Google sheet embedded in the
automated maturity assessment tool. Afterward, also let them fill in the Goal-setting question-
naire. Based on this process of having them collect data, an automation guideline can be created
for all quantitative maturity metrics.
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3. Let case study participants complete the questionnaire for all qualitative measures. The auto-
mated maturity assessment tool calculates the maturity levels of the data analytics processes.

4. The assessment results are discussed with the case study participant through a semi-structured
interview. The case study participant can use the tool to take in the features. Then, questions are
asked to collect data on their beliefs about the accuracy of the assessed maturity levels. The case
study participant is shown the most significant bottleneck, and improvement recommendations
are offered. Their thoughts are then collected.

5. The Technology Acceptance Model is used to assess the perceived usefulness of the automated
maturity assessment tool. Furthermore, thoughts on possible negatives and points for the exten-
sion of the tool are collected by asking a set of open questions on the topic. Here, participants
can write down their thoughts on the matter.

Some data on the case study participants are shown below. Some data has been removed to anonymize
the entries.

Job title Degree | Experience
Data Solutions Consultant | Bsc 24
Data-analyst Msc 5
Data-analyst Bsc 2

Data Science Analyst Msc 7
Data-analyst Msc 5
Data-analyst Msc 2
Data-analyst Msc 4

Data Engineer/Analyst Msc 4

Table 35: Case study participant pool composition

Data collection

The calculated maturity levels based on the input data, as well as the usefulness of the tool, are desired
data. The maturity levels are shown in the tool and are stored in tables resulting from embedded
calculations in the tool. There is only one dataset for the quantitative measures, as this is data generated
through processes and tools. There are multiple datasets for the qualitative data questionnaire and TAM
questionnaire, however. These are collected for each case study participant. Furthermore, demographic
data is gathered for each case study participant, like their job title. This is shown in the section above.

Analysis

The analysis of the input data is done by the automated maturity assessment tool. The participants’
thoughts on the tool’s results are qualitative and collected through the interviews. These are then
discussed with the respondents and reported in the thesis. The results of the TAM questionnaire are
aggregated to see the average responses. Based on all this data, recommendations are given to refine
further the maturity model and the tool in future work.

Plan validity

A discussion of validity and threats to it can be found in chapter 7 of this thesis. Validity concerns
related to this case study protocol are discussed there.

Study limitations

A discussion of the limitations of this case study protocol can be found in chapter 7 of this thesis.

Reporting

The results of the automated maturity assessment will be reported to the case study participants during
the case study itself. The final results and collected data can be found in Chapter 5. Results. The hope
is that other data analytics practitioners and researchers in this domain will find it helpful.
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TAM Questionnaire

The Technology Acceptance Model
Questionnaire

The Technology Acceptance Maodel (TAM) is designed to give you an opportunity to rate
this product's usefulness ad ease-of-use.

To as great an extent as possible, think about all the tasks that you do with the product
while you answer these questions.

Please read each statement and indicate how stronly you agree or disagree with the
statement. Please read the statements carefully, but don't spend a lot of time on each item

- your first impression is fine.

Maote that for this questionnaire (TAM), all items have a positive tone so greater levels of
agreement (to the right of the scale) indicate a better user experience.

R s ch accounts &

Ea Mot shared

* Indicates required question

What is your name? *

Your answer
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Please indicate the extent to which you agree with the following statements
where 1 = Extremely disagree and 7 = Exiremely agree.

1. Using this
product at
work enables
me to

complete

tasks more O O O O O O
quickly than

other

products in its
class.

2. Using this
product

improves my O O O O O O
job
performance.

3. Using this

sy O O O O O O

productivity.

4. Using this
product

enhances my O O O O O O

effectiveness
at work,

5. Using this
product

makes it O O O O O O

easier to do
my job.

6.l would find
this product
useful at O O O O O O

wark.
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7. Learning
how to handle
the product
would be easy
for me.

8. l would find
it easy to let
the product
do what |
want it to.

9. My
interaction
with this
product would
be clear and
smooth.

10. I would
find this
product
flexible to
work with.

11. It would
be easy for
me to become
agile with the
product.

12. | would
find it easy to
use.
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Please indicate the extent to which you agree with the following statements *
where 1 = Extremely disagree and 7 = Extremely agree.

Il would
use the

mwt 9 0 O O O O O

model and
tool in the
future

I would
prefer to

w9 0 0O O O O O

maturity
model

What were strong points of the tool? *

Your answer

How could the tool be improved in terms of missing functionality or bad *
usabhility?

Your answer

Figure 17: Technology Acceptance Model (TAM) questionnaire (adopted from 1989
Babar et al., 2007)
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J  Maturity model & tool implementation guide

This appendix describes implementing and using the automated maturity assessment tool. First, em-
bedding a maturity model into the tool is explained. Afterward, inputting maturity assessment data is
explained, and then the usage of the dashboarding part of the tool is described.

The tool can be downloaded, which grants access to the dashboarding aspect and the data source.
The data source is embedded in the Tableau folder and can be retrieved through the application.

Embedding & changing the maturity model

The tool consists of a dashboarding part, made in Tableau, in which a set of Excel datasheets is
embedded. This means that changes in these sheets indicate that the data source of the dashboard
automatically changes, and the visualized data is updated accordingly. When opening the data source
sheets, several hidden sheets for processing need not be opened. Four sheets, namely Model, Grid Model,
Historical data, and Final dataset, are needed by the dashboard to draw data from and combine and
join to produce the required underlying data relations. The Input Data (Quantitative) sheet is used for
imputing data and is described below. For embedding and altering the reference model shown in the
tool, the sheet Reference model structure is needed.

This sheet contains data on the structure of the reference model. All other sheets draw data from
this place to indicate the form of the maturity items, their maturity level thresholds, and descriptions.
Therefore, if the reference model needs to be altered, this sheet is the only place to require changes.
This gives the tool flexibility, allowing it to be easily used in other domains and for other purposes.

The first four columns (A to D) indicate the maturity items, from maturity dimensions to maturity
metrics. The following five columns (E to I) show the thresholds for the five maturity levels for that
maturity metric. Data is extracted from these cells through regexes, meaning that the first number is
extracted from the natural language and used as a threshold. This allows the column to contain context
in the text while also being used as a quantitative threshold. Columns J, K, and L have data on the
definitions, methods of calculating the input data, and automation sources for a particular company.
Column K indicates the origin of the data. When more data collection automation occurs, this can
be replaced to show how data is extracted. In conclusion, when the embedded reference model needs
to be changed or replaced, this sheet can be adjusted according to the user’s desires. Changes in the
inference engine concerning maturity level calculation are automatically adjusted to reflect changes in
the reference model.

Inputting data

When the reference model is correctly represented in the Reference model structure sheet, maturity
assessments can be performed by (automatically) inputting data. This is done in three places, depending
on the data type.

Quantitative data is added through the set of sheets. Specifically in sheet Input Data (Quantitative).
Indicate the day of data retrieval in the first row in the relevant column. This ensures that the application
knows the retrieval day for each data point so that historical data is correctly displayed. Then, the
input value can be added for each maturity metric. These metrics are shown in column A, and their
description and measurement methods are shown in columns B and C, respectively.

Data on qualitative maturity metrics and maturation goals can be added through the Data collection
page. Here, two buttons enable the showing and hiding of two separate questionnaires, which are also
linked to the embedded data source. If a user fills out these questionnaires and refreshes the data source
in Tableau, the data is automatically processed and shown in the dashboarding. For the maturation
goals, new entries overwrite the previous data so that goals always represent the latest wishes of the
users. As for the input data on the maturity metrics, all entries are stored to keep track of historical
performance. The dashboards show the most recent entries for all qualitative data. For quantitative
data, however, averages over the last month are displayed for some metrics, while the newest entry
is shown for some. Code testing coverage, for example, represents progress toward a final state. At
the same time, maturity metric DA report availability means the performance in an area that is time-
sensitive.

Assessing results through dashboarding

The inputted data and processed data that the inference engine output is displayed in the set of dash-
boards of the tool. These have been described in detail in section 4.5 of this thesis. Appendix G shows
pictures of the four sheets and their underlying visualization. Note that the dashboard is interactive,
meaning filtering, zooming, and hovering are possible to change focus and popups. A UX designer
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with 20+ years of experience in the field has designed the UI. It has been designed to be easy to use,
especially for less data-savvy users.

K Case study - Input & output data

Metric Description 28/05/2023

DA  request completion | Average time in hours to complete new DA requests. From | 80 hr

speed (hr) data collection to the end of data reporting. Across all do-
mains and DA request sizes.

Ad-hoc DA request count | The number of ad-hoc (outside of always-up DA reports) DA | 4

(# in month) requests. Expressed as the outcome of formula: [#key stake-
holders / #ad-hoc DA requests per sprint].

DA report relevancy (%) The relevancy of available DA reports. Expressed as the per- | 35
centage of DA reports which is checked at leats once per
month.

Code testing coverage (%) | Percentage of code/scripts which are covered by unit tests. | 91
The extensiveness is not relevant in this equation.

Script execution success | Amount of times a DA script completes vs. amount of times | 70

rate (%) failed, expressed as percentage

Transparency on data re- | Percentage of data flows, from datasource to DA reports which | 75

quirements (%) is documented w.r.t. its content and uses.

Dataset documentation | Percentage of datasets which have documentation 20

(%)

Data quality controls im- | Percentage of transformation scripts with automated in- | 0

plemented (%) put/output quality controls

Data consistency (%) Percentage of rows in all datasets which contain faulty data | 95

Data archiving duplication | Number of duplicates which are stored (so not original) 3

(#)

Data archiving retention | Retention length in years 7

span (# years)

Availability of external | Percentage of data extraction scripts runs which succeed 90

data sources (%)

Overdue data deliveries | Percentage of on-time data deliveries 90

(%)

Richness of available data | Percentage of DA reports-related desires which can be fulfilled | 80 %

sources (%) by current datasets

Transparency on available | Percentage of external data sources which have documentation | 80

data (%)

Digitalization of distribu- | Percentage of DA reports which are digitally distributed as | 100

tion (%) opposed to paper-based

User satisfaction (1-5) Expressed by including a 1-5 rating system and collecting and | 4
averaging scores

Alerting (%) Found by checking the existing alerting rules/procedures over | 2
all DA reports.

Templating (%) Calculated by comparing all DA processes against those which | 95
have documented templates.

Usage by users (%) The % of stakeholders with access who also check the reports. | 35

Availability (%) Expressed as % uptime. 99

DA dedicated FTE (%) Available FTE vs. desired FTE number. Then expressed as | 100
%-part of that desired number.

DA solution access (%) % of stakeholders with access to DA reports that are relevant | 80
to them

Data access (%) % of stakeholders with access to datasets that are relevant to | 80
them

Team skills diversity (%) Expressed as % coverage of required competencies. It can be | 70
retrieved from an internal CV tool.

Amount of training (#) Can be retrieved from an internal CV or training plan tool. | 3

Budget (%) Average annual spending on DA as %-part of the ICT opera- | 5
tional expenditure

Robustness (%) Expressed in success rate. It can be retrieved from logging. 70

Flexibility to add new data | Can be retrieved by tracking ticket 'In progress’ time 600  min-

sources (min) utes

Table 36: Quantitative input data, collected during the first case study interview
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18/05/2023
Metric
DA  request completion | (5) 100% of all new highly relevant DA report requests can consistently be
speed fulfilled in under a day. Less important requests are completed during the

sprint length.

Ad-hoc DA request count

(4) The ratio: [#key stakeholders / #ad-hoc DA requests in a month] is
smaller than 1.

Data analysis type

(3) Predictive analytics.

Aggregation level

(5) All needed data aggregation levels are present in all available datasets.

Time to create DA report

(4) The creation of new DA reports takes on average <2 hours.

DA report relevancy

(4) There is a digitally available library of DA reports. More than 90% of
reports are useful and often checked.

Code testing coverage

(5) 100% of code is tested.

Script execution success rate

(5) >99% of scripts run without failure.

Data accessibility

(5) Complete virtual data organization to access data universally (with indi-
vidual usage permissions)

Transparency on data re-
quirements

(5) 100% transparency and documentation on data usage.

Data quality management

5) The data quality assessment is conducted regularly for data sources.

Dataset documentation

Data quality controls imple-
mented

(

(5) 100% of datasets are documented.

(5) 100% of DA scripts include automated data quality controls over in-
put/output.

Data consistency

(4) Datasets are mostly consistent and are only >0.1% faulty in content and
notation.

Process definitions

(4) Sporadical reviews are performed to check the usefulness of the data cur-
rently stored concerning their usage and acquire data according to estimated
data needs

Data archiving duplication

(5) Data is archived and duplicated at least thrice.

Data archiving retention

span

(5) Data is archived for 3 years.

Availability of external data
sources

(5) 100% of external data sources are documented and data retrieval methods
succeed >99%.

Data retrieval frequency

(3) Data is retrieved daily.

Overdue data deliveries

(4) Data is delivered on time in 90% of all cases.

Richness of available data
sources

(4) Sufficient selection of internal and external data sources available to satisfy
100% of information needs with at least one kind of data.

Transparency on available
data

(5) 100% of data sources are documented.

Digitalization of distribution

Interface

(5) 100% of all DA reports are digitally distributed.
(4) The DA solution is web-based and is accessible through all the desktop
devices

Frequency of provisioning

3) DA reports are updated daily

Impact on culture

4) DA as a corporate asset

User satisfaction

5) Users are extremely satisfied with the DA reports.

(
(4)
(5)
Revenue (3) The DA practices breakeven in terms of revenue.
Analysis type (5) Dynamic statistical analysis
Alerting (4) More than 50% of relevant DA reports have automated alerting methods.
User profiling (3) The DA solution only supports macro-area profiling
Templating (5) 100% of processes have associated templated which are periodically re-

viewed and updated.

Usage by users

(4) 90% of key stakeholders check the DA reports

Availability

(5) Reports are directly and constantly available. Downtime limited to <0.1%

DA team structure

(4) Rudimentary DA competence center (DA CC)

DA dedicated FTE

(4) There is enough FTE to perform all DA processes and manage technical
debt.

DA solution access

(5) 100% of key stakeholders have access to the DA solution and reports.

Data access

(5) 100% of key stakeholders have access to all relevant datasets.

Diversity consideration in | (5) Besides consideration of talent and diversification in the recruitment pro-
hiring cess, hiring/working with outside talent on a short basis is also considered
Organization  competency | (5) The organization continuously assesses the required DA skills for its prac-
awareness tices and checks these against the employee competencies.

103




Faculty of Science

Team skills diversity

(5) The team has all required competencies, is constantly training and improv-
ing, and are future-proof w.r.t. possible new DA challenges and tooling.

Amount of training

(5) Employees attend >3 trainings a year.

Training encouragement

(4) Employees are encouraged to choose their own training programs for per-
sonal development

User capabilities

(4) Most stakeholders have the competencies to manage sophisticated reports,
but only a few can perform self-service DA /DA

Executive sponsorship

(5) DA is sponsored unequivocally by top management

Recognition of the impor-
tance of DA

(4) The importance of evidence-based operations and decision-making is
stressed at all levels

Budget

(4) Average annual spending on DA is between 3% and 7% of the ICT opera-
tional expenditure

Data analytics strategy

(3) The DA strategy is defined in terms of local strategies at the units or
department level and is only partially aligned with the corporate strategy

Innovation Processes

(3) DA innovation processes are explicitly defined and documented. Decision
criteria are based on the transactional value a DA project could generate.

Partner/ supplier coordina-
tion

(4) Service level agreements for continuous update and improvement of the
DA

Data storage architecture

(5) Enterprise data warehouse built on data lake

Structure

(5) The DA solution has a multi-level architecture for analytics

Robustness

(5) >99% of deploys and code integrations succeed through the usage of
pipelines and extensive testing.

Up-to-date tooling

(5) DA tools are up-to-date, easily maintained and updated.

Flexibility to add new data
sources

(4) Adding a new data source is a semi-automatic task that requires <30
minutes.

Capabilities to handle un-
structured data

(2) Semi-structured data structures like JSON can be processed

Ethical data considerations

(3) The company does not process data which could have unethical implica-
tions. There are no safeguards to protect this process and new data sources
are not investigated until another ad-hoc research.

Table 38: Goals input data, collected during the first case study inter-

view
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Metric

Description

17/05/2023

Data analysis
type

Analysis types, showing a progression to more
advanced analytics types.

Diagnostic analytics.

Aggregation
level

The possible aggregation levels of data anal-
ysis. Showing the possible levels of detail in
analyses.

All needed data aggregation levels are present
in all available datasets.

Data accessi-
bility

The accessibility of the data sources used for
DA reports. Indicates how easy it is to get
data for self-service DA.

All data are centrally stored and available
across the organization and integrated with
relevant external stakeholders

Data quality

The role and extensiveness of data quality as-

Data quality is defined regarding the require-

management | sessments in the DA team and organization. ments of different stakeholders.
Process defi- | The way in which DA processes are formally | Decisions are made on a current-need-base
nitions defined and assessed on their usefulness. about which data should be acquired and

stored

Data retrieval
frequency

Frequency with which data is retrieved from
the data sources.

Data is retrieved daily.

Interface

Interface of the DA solution indicates the flex-
ibility in using the platform on different de-
vices.

The DA solution is web-based and is accessible
through all the desktop devices

Frequency of

Frequency with which DA reports are updated.

DA reports are updated daily

provisioning
Impact on | Impact of the DA reports on decision-making | Promotion of and demand for the use of DA
culture and culture.

Analysis type

Content and extensiveness of the DA report.

Dynamic statistical analysis

User profiling

The support of the DA solution in filtering con-
tent based on the logged-in user.

The DA solution only supports macro-area
profiling

DA team
structure

Structure and formalization of roles in the DA
team.

Internal, formalized standards with defined
roles

Diversity con-
sideration in
hiring

Consideration of required DA competencies
and diversification in the hiring process.

Besides consideration of talent and diver-
sification in the recruitment process, hir-
ing/working with outside talent on a short ba-
sis is also considered

Organization | Awareness of the organization and DA team of | The organization performs sporadic assess-
competency the required DA teams for their DA processes. | ments to evaluate the team’s DA competencies
awareness against those that are required.

Training en- | Encouragement of organization to employees | Employees are encouraged to choose their own
couragement | to follow a training plan. training programs for personal development

User capabili-
ties

Capabilities of DA solution users with regards
to DA concepts and practices.

Most stakeholders are only able to interpret
static reports; some understand sophisticated
reports

Executive Support for DA practices from executive man- | DA is sponsored unequivocally by top manage-
sponsorship agement. ment

Recognition Recognition of DA by the organization and its | The importance of evidence-based operations
of the impor- | incorporation into the culture. and decision-making is stressed at all levels
tance of DA

Data analyt-
ics strategy

Extensiveness of the DA strategy defined in
the organization.

There is an informal DA strategy on team basis

Innovation
Processes

Existence and Documentation of DA innova-
tion processes.

DA innovation processes are explicitly defined
and documented. Decision criteria are based
on the transactional value a DA project could
generate.

Partner/ sup-

Method of coordination and partnership be-

Service level agreements for continuous update

plier coordi- | tween the DA organization and its cus- | and improvement of the DA
nation tomers/partners.
Data storage | Architecture of the data storage. Enterprise data warehouse built on data lake
architecture
Structure Architecture of the data transformation | The DA solution has a multi-level architecture
scripts. for analytics
Up-to-date Usage of up-to-date tooling and ease of keeping | DA tools are up-to-date and easily maintained
tooling these up-to-date through updates and modu- | and updated.
larity.
Capabilities Capabilities of the DA solution to handle un- | Semi-structured data structures like JSON can
to handle | structured data. be processed
unstructured
data
Ethical data | How the organization tackles ethical consider- | The organization has done ad-hoc research
considera- ations in relation to collecting, processing and | into which data could potentially be under eth-
tions reporting sensitive data. ical scrutiny if processed but does not yet act
on it.
Revenue Expressed as % of revenue against costs The DA practices breakeven in terms of rev-

enue.

Table 37: Qualitative input data, collected during the first case study interview
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Metric Maturity level | Maturity level Goal

Up-to-date tooling
Flexibility to add new data sources
Capabilities to handle unstructured data

DA request completion speed 1 5
Ad-hoc DA request count 2 4
Data analysis type 2 3
Aggregation level 5 5
DA report relevancy 1 4
Code testing coverage 3 5
Script execution success rate 1 5
Data accessibility 4 5
Transparency on data requirements 4 5
Data quality management 3 5
Dataset documentation 1 5
Data quality controls implemented 1 5
Data consistency 3 4
Process definitions 3 4
Data archiving duplication 5 5
Data archiving retention span 5 5
Availability of external data sources 4 5
Data retrieval frequency 3 3
Overdue data deliveries 4 4
Richness of available data sources 3 4
Transparency on available data 4 5
Digitalization of distribution 5 5
Interface 4 4
Frequency of provisioning 3 3
Impact on culture 3 4
User satisfaction 4 5
Revenue 3 3
Analysis type 5 5
Alerting 1 4
User profiling 3 3
Templating 4 5
Usage by users 1 4
Availability 4 5
DA team structure 3 4
DA dedicated FTE 4 4
DA solution access 4 5
Data access 4 5
Ethical data considerations 3 3
Diversity consideration in hiring 5 5
Organization competency awareness 4 5
Team skills diversity 2 5
Amount of trainings 5 5
Training encouragement 4 4
User capabilities 3 4
Executive sponsorship 5 5
Recognition of importance of DA 4 4
Budget 4 4
Data analytics strategy 2 3
Innovation Processes 3 3
Partner/ supplier coordination 4 4
Data storage architecture 5 5
Structure 5 5
Robustness 2 5

5 5

1 4

2 2

Table 39: Inference engine output, along with the indicated goals for each maturity metric

106



	Glossary
	Introduction
	Research Approach
	Research questions
	Research methods
	Literature study
	Design science
	Expert interview
	Case study

	Contributions

	Literature study
	Research protocol
	Search strategy
	Search process
	Inclusion and exclusion criteria
	Quality assessment
	Data extraction, analysis, and synthesis
	Data reporting

	Maturity model characteristics
	Maturity model limitations
	Maturity model characteristics
	Maturity model automation


	Maturity Model Design
	Procedure model for designing automated maturity models
	Conceptual framework
	Related work
	Maturity model structure
	Maturity dimensions
	Capabilities
	KPIs & metrics
	Inference Engine
	Maturity levels

	Expert evaluation
	Characteristics
	Limitations & Requirements
	Automation possibilities
	Content

	Automated maturity assessment tool

	Application of the DA maturity model
	The Case company
	Maturity model & tool implementation
	Data collection
	Automated maturity assessment results
	TAM


	Results
	Results of implementation at InTraffic
	Input data
	Automated maturity assessment results
	Improvement suggestions
	Data collection automation suggestions

	Discussion results
	Inference engine output
	Technology Acceptance Model
	Tool strengths & weaknesses


	Discussion
	Maturity models and components in literature
	Maturity model design
	Maturity model implementation
	Answering the main research questions

	Evaluation and Limitations
	Threats to validity
	Construct Validity
	Internal Validity
	External Validity
	Conclusion Validity

	Study limitations
	Future Research

	Conclusions
	References
	Appendices
	SLR Data
	Maturity model characteristics
	Proposed Reference Model
	Reference Model Documentation
	Expert Interview Protocol
	Reference Model Evaluation Form
	Automated Maturity Assessment Tool screenshots
	Case Study Protocol
	TAM Questionnaire
	Maturity model & tool implementation guide
	Case study - Input & output data

