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Abstract

Ever since the existence of a time crystal was theorised by Frank Wilczek in 2012,
physicists have proposed several possible realisations. Some of these have been exper-
imentally realised, such as excited state time crystals and Floquet (or driven) time
crystals. Yet another possible realisation is offered in Ref. [I]. It shows that the cou-
pling of a particle to a reservoir of two-level systems can lead under certain conditions
to a long term oscillation of the particle. This thesis revisits this research from a time
crystal perspective and aims to understand the parameters controlling the time crys-
talline phase. The particle-bath system is essentially a modified Caldeira-Leggett model
and can be solved analytically. By examining the position of the particle and the pole
structure of its Laplace transform, we can conclude that a time crystal phase is indeed
present. The parameters that govern this phase are the damping constant, the temper-
ature, and the long term properties of the bath. Depending on these parameters, we
observe either persistent or decaying oscillations. Investigating the pole structure, we
find properties that describe a phase transition between these two phases.
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1 TIME CRYSTALS 1

1 Time Crystals

When atoms form an ordered pattern in space we call that a crystal. Crystals are fairly
common in our everyday life, we find them for example in our kitchen as sugar and salt, but
they are also abundant in nature in the form of diamonds and other gems and minerals. The
formation of a crystal relies on the self-organising properties of the atoms it is made of. The
attractive or repulsive interactions between these atoms causes them to arrange themselves
in a regular pattern (see Figure . This process occurs on the quantum mechanical level
and is related to the spontaneous breaking of translation symmetry in space. Spontaneous
symmetry breaking is a process that happens when nature makes a choice. Suppose you
want to study a system that is described by symmetrical equations. Then, there would ex-
ist multiple solutions, or states, of that system, each equally likely to occur. However, by
performing the measurement, the system gets an infinitesimally small nudge that causes it
to randomly choose one of these solutions, which then spontaneously breaks the symme-
try. Noether’s theorem tells us that each symmetry of a system corresponds to a conserved
quantity. When this symmetry is broken, spontaneously or otherwise, the quantity is no
longer conserved. For ‘normal’ crystals, or space crystals, the spatial translation symmetry
is (partially) broken. The conserved quantity that is associated with this type of symmetry
is linear momentum. Full spatial translation symmetry would mean that any translation in
space would not change the system. However, in an ordered pattern, only translations along
certain axes or distances leave the crystal unchanged. Therefore, we can say that in a space
crystal, the linear momentum of the particles is not conserved.

7

Figure 1.1: A two-dimensional representation of a crystal in space.

American physicist Frank Wilczek considered this description of space crystals and wondered
whether a similar breaking of translation symmetry could not also happen in time. He asked
the question whether atoms could self-organise in time and then undergo a periodic motion,
or in other words, could form a ‘time crystal’ [2]. When he put forth this claim in 2012, it was
met with some scepticism by the community. In Wilczek’s description of time crystals, the
time translation symmetry of an isolated system is spontaneously broken, which according
to Noether’s theorem would imply that the energy of such a system would not be conserved.
Some physicists proved that Wilczek’s formulation of the problem would be impossible to
realise experimentally, such as Bruno et al.[3], whereas others proposed different ways in
which time crystals might be realised.
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Before we go into detail about Wilczek’s idea, we must ask ourselves how we can ‘detect’ a
time crystal. In other words, what is the relevant quantity that we can measure? To detect
a crystal in space, we look at the probability density of particles, which gives us information
on where and when particles are located. If this probability density changes periodically
in space at a certain point in time (i.e. the time of measuring), there is a space crystal.
Now, when we reverse the roles of space and time, we find that a time crystal is formed
when the probability density changes periodically in time at a given position in space. We
can also write down a more mathematical formulation of this. A system is described by
a Hamiltonian H. Its evolution in time is given by the time translation operator, which
operates on the eigenstates ¢ of the system: Tv = e *F%). For general time-independent
systems, this operator commutes with the Hamiltonian and therefore the probability density
does not change in time: [¢(t)]* = |¢(0)]2. However, if a system breaks time translation
symmetry, we will see that this no longer holds and the probability density does depend on
time.

Wilczek’s original idea

Frank Wilczek considered a system of N bosonic particles on a superconducting ring of unit
length, through which a magnetic flux is threaded [2]. Such a system is also known as an
Aharanov-Bohm ring. The mass of the particles and h are set equal to unity and the bosons
interact according to the attractive local potential V' (z) = ¢god(z), such that the Hamiltonian
of this system is given by [4]

m=3 P S ey, (L)

where x; and p; are the particle positions and momenta, and gy < 0 is the strength of the
attractive potential between the particles. « is a parameter that is connected to the magnetic
flux through the ring.

Let us first consider what happens when there is only one particle with charge ¢ on the ring
in the presence of a flux 2ra/g. The Hamiltonian of this simple system is given by

H = %(p—oz)z, (1.2)

where p = ¢ + a is the angular momentum and ¢ is the angular coordinate of the particle.
When we apply periodic boundary conditions, the momentum is quantised and we find that
the probability current
oFE,
Ipn

where E, = (p, — a)?/2 are the energy eigenvalues and n is an integer eigenvalue of the
quantised momentum operator p,. For certain (non-integer) values of o, we can find a state
that minimises the energy and yet still leaves a non-zero probability current. In other words,
we can get a moving particle along a ring in the ground state of the system. However, the
single-particle probability density is still time-independent and does not exhibit a periodicity.

=2mn — a, (1.3)
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What we need is to expand our system and take a large number of interacting particles such
that the ground state becomes more robust for a possible experimental realisation. Thus,
switching to the many-body system, we arrive at the Hamiltonian given in Equation (I.1)).

This system is invariant under continuous time and space translations, which means that
the probability density of the eigenstates is also invariant under these translations. For a
time crystal however, this probability would have to exhibit discrete periodic behaviour in
time. Wilczek claimed that there exists a possibility that both symmetries are spontaneously
broken and a time crystal can be formed in the ground state.

That the spatial translation symmetry breaks is a well-known phenomenon and can easily be
explained. If we assume the magnetic flux to be zero and perform a mean field approximation,
reducing the many-body system to a single particle with an effective interaction potential,
we find that all bosons occupy the same single-particle state ¢. In other words, they form
a Bose-Einstein condensate. The many-body ground state, although initially spatially sym-
metrical, is strongly vulnerable to any perturbation and its symmetry can be broken by the
measurement of even a single particle. The ‘lump of charge’, as Wilczek calls it [2], that is
then formed can also be described by the bright soliton solution.

Wilczek predicted that for a non-zero «, a type of magnetic flux through the ring would be
created and therefore the bright soliton would feel a torque, analogous to Faraday’s law of
induction, causing it to move along the ring similar to the single particle case. Then, for
certain values of «, the localised particle density will also move periodically around the ring,
breaking time translation symmetry and forming a time crystal in the ground state of the
system.

No-go theorem

However, this claim was quickly disputed by other physicists, such as Bruno [3]. He argued
that the solution offered by Wilczek in Ref. [2] is in fact not the ground state of the system,
and effectively showed that another state existed with a lower energy than Wilczek’s solution
[3]. This can easily be seen by considering the Hamiltonian in its center of mass coordinate
frame [4]

(P — Na)?
2N
where P is the total momentum, which in an eigenstate of the system is given by P, = 2mn,
with n an integer value. The ground state is obtained by minimising the kinetic energy of
the center of mass degree of freedom. However, in the limit N — oo, its probability flux,

given by

H= + relative degrees of freedom, (1.4)

gg - 27r% —a, (1.5)
vanishes, because it is always possible to choose n such that 27n/N is arbitrarily close to a.
Therefore, even for o # 0, the probability current vanishes and the state exhibits no motion.
Other versions of Wilczek’s original idea were also proven to be impossible to realise and
indicate that a many-body system prepared in the ground state does not exhibit spontaneous
breaking of time translation symmetry.
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Other realisations of time crystals

Nevertheless, Wilczek’s idea brought forth inspiration for many other physicists. Perhaps
a time crystal could be realised, but based on different underlying principles. Wilczek’s
original idea mentions several prerequisites for what would constitute a time crystal. It must
be a many-body system that exhibits spontaneous breaking of continuous time translation
symmetry in the ground state. In addition to this, it must be experimentally realisable.

Although his original model proved not to be experimentally realisable, it did inspire other
physicists to propose modified versions. We will discuss several of them below, including
excited state time crystals, Floquet time crystals and dissipative time crystals.

Excited State Time Crystals

After it was established that the spontaneous symmetry breaking of the continuous time
translation symmetry into a discrete time translation symmetry of a system prepared in the
ground state could not be observed, the question was put forth whether this could happen
when the system is prepared in an excited state. After all, eigenstates of a time-independent
Hamiltonian H are also eigenstates of the time translation operator 7 = e~ It turns out
that the answer to this question is yes.

We can consider once again the Hamiltonian for Wilczek’s system in Equation . The
probability current 0 H /0P, vanishes for any value of « for a system prepared in the ground
state, as we saw above. However, for a system prepared in an excited state, with total
momentum Py = 27N, we find that the current is given by

— =271 — . 1.
9Py T—« (1.6)

Then, for a # 2w, the probability current does not vanish and the state exhibits periodic

motion around the ring with a period T = (27 — )~ 1.

Thus, if it is possible to prepare a system in the excited state corresponding to Py = 27N,
an experimentally stable time crystal can be realised. To do this, one must take a ground
state prepared with Py = 27N and « = 2. Then, once the flux is switched off (v = 0), this
state will automatically become an excited state of the system. This theory is described by
Syrwid et al. and the simulations they performed indeed shows a periodic behaviour in time
of the probability density that remains stable in the limit N — oo [5]. However, these types
of time crystals have not yet been experimentally realised. It seems that ultra-cold atom
gasses may be an ideal basis for experimental realisation, as they allow for the creation and
control of many-body systems prepared in an excited state [4].

Floquet Time Crystals

Another type of time crystal that was proposed are so-called Floquet time crystals. The idea
behind these is that the Hamiltonian of the system is dependent on time, i.e. H = H(t).
Such systems break continuous time translation symmetry and their energy is not conserved.
However, it is possible to realise time periodic systems H(t + 1T') = H(t), which are driven
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by an external periodic force. Their stationary states are known as Floquet eigenstates
lun(t+T)) = |u,(t)) and exhibit properties analogous to the Bloch states that are often used
to describe periodic systems in space. Analogous to the Bloch theorem, these eigenstates can
be used to write down the Schrodinger equation for the Floquet Hamiltonian Hp

Hplun(t)) = [H(t) = i0]|un(t)) = En|un(t)), (1.7)

where |u,(t)) must fulfill periodic boundary conditions in time. The time evolution of a
Floquet state contains a time-dependent phase e~#nt|u,(t)), which can be shown to be an
eigenstate of the time translation operator T

Tlun(0)) = e un(T)) = 7 u,(0)). (1.8)

Therefore, the probability density for detecting a particle or many particles at a fixed point
in space, is periodic in time when the system is prepared in a Floquet eigenstate. It has also
been shown that this process can occur spontaneously and that a periodically driven system
can start to evolve with a period that differs from the original drive periodicity. This is known
as a Floquet time crystal. Because they break the discrete time translation symmetry, they
are also known as discrete time crystals.

There are several ways in which Floquet time crystals can be realised. In Ref. [6], it is
shown that a system of ultra-cold atoms bouncing on an oscillating atom mirror will produce
a time crystal. Their simulations show that the time evolution of the system has a period
that is twice as long as the period of the many-body Floquet Hamiltonian. Although the
experimental set-up which recreates this model has been outlined and researched [7], []], it
has not yet been done.

Another possible set-up which produces a Floquet time crystal that has been experimentally
verified is a system of periodically driven spin systems. These one-dimensional spin chains
are driven to flip periodically. However, the time evolution of these systems show that they
not only localise in space, but also start to oscillate with a period that is twice as long as
the driving period. The theory for these systems was first described in Refs. [9] and [10] and
eventually realised experimentally in Refs. [11] and [12].

Dissipative Time Crystals

Statistical physics is usually a powerful tool in studying the behaviour of many-body sys-
tems from their microscopic principles. If a system has relaxed to a steady state, statistical
physics can be used to derive its classical thermodynamic properties, such as temperature
and pressure. However, not all systems reach this statistical equilibrium. Time crystals
in particular are characterised by their non-stationary dynamics and therefore require an
alternative physical approach.

Relaxation to a stationary state occurs in isolated systems according to the eigenstate ther-
malization process (ETH) [13]. In a generic many-body system, there is enough destructive
interference to quickly destroy any coherent motion and relax the system [13]. In open quan-
tum systems, similar relaxation processes can occur, but on a longer time scale due to the
interactions with the environment [I3]. However, some open quantum systems do not relax
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and instead exhibit non-stationary dynamics in the long-time limit. These open systems,
which under closed conditions would normally thermalise according to the ETH, are known
as dissipative time crystals. Specifically, they are defined as a quantum system coupled to a
noise inducing environment, which exhibits periodic motion in some observable at late time
for generic initial conditions [I3]. This periodic motion is usually a form of persistent oscil-
lations. In this choice of environment, they differ from discrete, or Floquet, time crystals,
which require an external time-dependent driving. It also makes them more appealing for
experimental realisation, since quantum systems in practical settings are always subject to
some external environment. Whereas this external noise is usually a destructive force for
quantum behaviour, in the case of dissipative time crystals it is a necessary condition to
induce the persistent oscillations.

Generally, the study of dissipative time crystals requires a quantum system that is weakly
coupled to a noisy environment with Markovian interactions [13]. The resulting behaviour is
captured by the Lindblad master equation which describes the evolution of the system with
Hamiltonian H,

p(t) = Lp=—ilH,p]+ Y (2LupL}, = LiL,p — pLfL,), (1.9)

m

where L is the Liouville superoperator. The coupling to the environment is described by the
set of Lindblad jump operators {L, }. These operators are for example particle creation/an-
nihilation operators and number operators. Carefully selecting which operators to include
allows for a model that describes the interactions between the system and the environment
without knowledge of the underlying mechanics. In the long-time regime, the study of dis-
sipative time crystals focuses mainly on the study of the (purely imaginary) eigenvalues of
L [13]. We can easily show this when we consider a time-independent Hamiltonian of our
system. In this case, the Liouville superoperator is also time-independent, resulting in the
following expression for the dynamics of the system

p(t) = exp{[L(t — to)]p(t0) }- (1.10)

From this, we can easily see that persistent oscillations will only occur when the eigenvalues
of £ are purely imaginary. However, finding the full eigenvalue spectrum for many-body
systems is currently both analytically and computationally very complex. Nevertheless, it
has been shown [I3] that purely imaginary eigenvalues arise from the presence of dark states
and strong dynamical symmetries, which can lead to time crystalline behaviour. Dark states
are eigenstates of the closed system Hamiltonian which cannot be accessed by the external
noise of the environment.

Dynamical localisation of dissipative systems

Although the Lindblad formalism outlined in the previous section is useful in the study of
dissipative time crystals, it does come with limitations. The Caldeira-Leggett formalism,
developed in 1983 by Amir Caldeira and Sir Anthony James Leggett, describes a (quantum)
particle that is coupled to a bath [I4]. It is more generic than the Lindblad formalism, as
it also accounts for memory (non-Markovian) effects. In this thesis, we will look at such a
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dissipative system using the Caldeira-Leggett model. The motivation for this choice stems
from a study in 2007 [I], which shows the behaviour of a particle coupled to a thermal
reservoir of two-level systems (TLSs). Surprisingly, deep in the sub-ohmic regime (s < 1),
the particle position ¢ exhibits a behaviour close to what nowadays we would call a time
crystal (see Figure . Under certain conditions, the particle exhibits long-term oscillations
in time. Naturally, as the concept had not yet been established at the time, the article does
not argue that a time crystal is formed. Instead, it concludes that the oscillatory behaviour
arises from “the non-Markovian character of the dissipative process, which [...] is provided
by inelastic scattering of the particle of interest by the TLSs” [1]. However, in light of the
new research on time crystals, it is interesting to revisit the system and analyse it from this
new perspective. Can we determine whether the dynamical behaviour is due to the breaking
of time translation invariance and how robust is it to the change of parameters?

Figure 1.2: Time dependence of the particle center of mass in dimensionless units for @ 5=
0, and @ s = 0.5, and different values T" of temperature. The continuous line corresponds to
T = 0.0001, while the dash-dotted, dotted, dashed and double-dotted lines are for 7" = 0.01,
T =01, T = 0.2 and T = 0.5, respectively. Time dependence of the particle center
of mass for T" = 0.001 and different values of s. The continuous line corresponds to s = 0,
while the dotted and dashed lines are for s = 0.5 and s = 1, respectively. In all cases 2 =1,
v = 0.3 and the initial velocity was taken equal to 1. Figures taken from Ref. [IJ.
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Relevance

Obviously, one might wonder whether the theory and subsequent realisation of time crystals
is a useful concept. Once time crystals can be formed, will they become as useful and
ubiquitous as the ordinary space crystals that abound the world around us?

For a relatively new field in physics, these questions are difficult to answer. Much research
needs to be done to reveal the various realisations of time crystals and their properties,
whether they are designed experimentally or discovered to exist in nature. However, according
to Wilezek [15], it seems that one of the possible applications for time crystals is in high-
precision clocks. Currently, the most accurate clocks are based on the resonance frequency of
atoms. Although they are accurate, they are also vulnerable to instability in the long term.
A clock based on the principle of time crystals could prove to be more stable and rigid and
therefore lend itself to be an excellent replacement for GPS [15].

Another area in which time crystals could become quite useful is quantum simulators [10],
[4]. These are devices that use quantum effects to answer questions about systems that
cannot be solved efficiently by classical computers. Current quantum simulators are used to
better understand low-temperature physics and many-body systems, which are difficult to
efficiently solve due to the complex quantum mechanical effects that are at play. By tuning
several parameters, the simulated systems can be completely controlled. Time crystals could
offer an additional degree of freedom, time, to control the simulation, which could make them
more versatile than the current quantum simulators [4].

Structure of thesis

In this thesis we will focus mainly on a specific type of dissipative time crystal, one where we
couple a quantum system to a bath consisting of two-level systems. We start in Chapter 2 with
classical dissipative systems, introducing the Langevin equation and Brownian dynamics. We
then transition from the classical case to a quantum mechanical description, motivated by
a short overview of Josephson Junctions and SQUIDs. Chapter 3 introduces the Caldeira-
Leggett model that describes quantum dissipative systems. In Chapter 4, we replace the
generic bath of the Caldeira-Leggett model with a bath consisting of two-level systems.
Using this bath will result in time-crystalline behaviour, which we then model and analyse
in Chapters 5 and 6.



PART 1

THEORETICAL MODEL
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2 Quantum Brownian Motion

The goal of this thesis is to understand and analyse the dynamics of a dissipative quantum
system coupled to a thermal bath of two-level systems. However, before we get to that point,
we will first lay some groundwork. In this chapter, we aim to provide a short introduction
to dissipative systems and some tools we will later require. Starting from perhaps the most
well-known example of classical dissipation, Brownian motion, we then provide a link through
Josephson Junctions and SQUIDs, to its quantum mechanical equivalent.

2.1 Classical Brownian Motion and the Langevin Equation

A dissipative, or open, system is connected to its environment such that energy and matter
can be exchanged freely between the two. As a result, the system does not reach an equi-
librium, or steady state. The dynamics of such systems require the use of non-equilibrium
physics. Perhaps the simplest example of an open system is Brownian motion. It was first
described in 1827 by botanist Robert Brown, who studied the motion of pollen immersed in
water. These particles seemed to perform a random walk, moved by the influence of the water
molecules. More precisely, the theory of Brownian motion describes the random motion that
small particles in a viscous fluid exhibit due to collisions with the fluid molecules, which are
caused by thermal fluctuations of the fluid.

A Langevin equation can be used to describe the time evolution of a Brownian particle. For
a classical system, Newton’s equation of motion for a particle with mass M and position ¢ is

M{(t) = Fia(2), (2.1)

where Fi,(t) is the total force on the particle at time t. The exact expression of this force
is usually difficult to derive. Instead, it can be separated into two parts, a friction term
proportional to the velocity of the particle, and a random force field that represents the
thermal fluctuations of the fluid. The result is a stochastic differential equation, known as
the Langevin equation

Mi+ng+V'(q) = f(2) (2.2)

where 7 is the dissipation constant, or friction coefficient, V' (¢) is an external potential, and
f(t) is the random force field. The fluctuating force obeys a Gaussian probability distribution
with correlation function

(f(®)) =0, (fO)F(t) = 2nksTé(t —1'), (2.3)

where kp is Boltzmann’s constant and 7" is temperature.

2.2 SQUIDs

So far, we have only talked about the classical example of Brownian motion, historically
and physically. There are, however, also systems whose dynamics obey a similar equation,
but which exist in the quantum mechanical regime. An example of this is the magnetic
flux in the interior of superconducting micro-circuits observed at Ty < 1K [16], [I7]. These
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types of systems are called Superconducting QUantum Interference Devices, or SQUIDs.
They generally consist of a superconducting ring closed by a weak contact, the Josephson
junction. In this low temperature regime, it should be possible to observe quantum effects
on a macroscopic scale. To illustrate the workings of a SQUID, we will give a brief overview
here. For a more detailed explanation of SQUIDs and Josephson junctions, see Appendix [A]

Figure 2.1: A ring in a magnetic field: in the normal state; @ in the superconducting
state; [(c)| after the external magnetic field has been turned off. Figures extracted from Ref.
[18].

The first step to creating a SQUID is by placing a closed, superconducting ring inside a
magnetic field, see Figure 2.1 At high temperatures, the ring is in a normal state and
inside, around and through this ring runs the magnetic flux, ¢ (Figure [2.1(a)). When the
temperature of the ring is brought down with liquid helium, e.g. T — 0K, the material
becomes superconducting and expels the flux through the ring (Figure 2.1(b)]). In addition,
the flux trapped inside the superconducting ring is quantized, i.e. an integer number of the
flux quantum ¢y = hc/2e. If we then turn off the magnetic field outside the ring, the flux
inside the ring is trapped (Figure . We can create a “little door” using a small point
of non-superconducting material, also known as a Josephson junction. Through this door,
the flux can escape through a process known as quantum tunnelling. Each time that a flux
quantum escapes the ring, a current can be measured. Combining the results derived in
Appendix [A] we can write down the full flux quantization for SQUID rings
Po

¢+ 2.7 = ngo, (2.4)

where n is an integer and ¢ = ¢ — 9 is the phase difference from both sides of the junction.
The total flux ¢ can also be calculated using the current

where ¢, is the flux created by the external magnetic field, L is the self-inductance and i the
total current. In the resistively shunted junction (RSJ) model, additional resistive effects due
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to an alternating current are included. The current is composed of three parts: the Josephson
current ¢g, the normal current 75, and the polarization current 7. The Josephson current is
created by the Cooper pairs that tunnel through the junction. Therefore, it is dependent on
the phase difference across the junction, ¢, and the critical current 7y:

15 = 1o SIn Y.
The normal current originates from the two-fluid model and obeys Ohm’s law
Vv
R )
where V' and R are the voltage across the junction and the normal resistance, respectively.

Lastly, there is the polarization current, which appears due to the finite capacitance (C') of
the junction

IN =

ic=CV.
Bringing these elements together, we can write down the full expression for the current
=15 +1iy +ic
.V -
=ipsinp + = +CV, (2.6)
where i( is the critical current, ¢ the phase difference across the junction, V' the voltage

across the junction, R the normal resistance, and C' the capacitance. Substituting Eq. (2.6])
into Eq. (2.5) and using V = —¢ and ¢ = 27(n — ¢/¢y), gives the following relation

Ga—0 . . (21 , ¢

pu— 2-

7 i sin S + = + Co, (2.7)
which we can rewrite into an equation of motion for a particle with coordinate ¢.
Co + —Z +U'(¢) =0, with (2.8)
(¢ — ¢)2 ¢olo 27T¢

pr— 2.

U(g)= "2 os (22 (29)

In order to properly take the thermodynamical properties of the system into account, we
must include a fluctuating current /;(¢) on the right-hand side of Eq.(2.8)), with the following
correlation functions

(Ip() =0 (L)1) = 2%5(?5 —t'). (2.10)

Comparing Eq.(2.8) to Eq.(2.2), we find that in the case of a SQUID, the capacitance C' of
the ring has the same function as the mass M of a Brownian particle, and the resistance R
is inversely related to the dissipation constant 7.

In conclusion, we have seen in the example of the SQUID, a device that behaves according
to the same principles as the classical Brownian motion, but instead operates at such low
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temperatures that quantum effects should and do appear. The current that is created in
the ring is the result of a quantum of flux escaping, or tunnelling, through the Josephson
junction. This is a quantum mechanical process. However, the Langevin equation describing
the behaviour of the flux does not allow for a direct quantum mechanical description. Due
to the presence of a dissipative term in the Langevin equation, it is impossible to create
a Lagrangian or Hamiltonian for this system. Therefore, it cannot be quantized using the
procedure of second quantisation that is commonly used for closed systems.

The solution to this problem is to couple the system of interest to a heat reservoir, and then
quantize the composite system. The difficulty that arises from this method is that we need
to know how the reservoir behaves and interacts with our system of interest. This method is
explained in Chapter 3| and calculated for a well-known bath of harmonic oscillators.
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3 Caldeira-Leggett Model

As physicists measured the flux flow ¢ through the Josephson junction in the SQUIDs, they
observed quantum mechanics at work on a macroscopic scale. Microscopic (or quantum)
tunnelling describes the process of electrons crossing a potential barrier that has a higher
energy than the kinetic energy of the particle. Classically, a particle would not be able to go
from one side of the barrier to the other, but due to the Heisenberg uncertainty principle,
quantum effects allow the electron to ‘tunnel’ through. With the development of Josephson
junctions, this phenomenon could be observed on a macroscopic scale: a current of particles
flowing through a ring without generating a voltage. For SQUIDs, the macroscopic variable
tunnelling through the junction is the magnetic flux. This flux behaved according to the
Langevin equation for Brownian motion, as we have seen in Section 2.2l However, in order
to describe the quantum mechanical effects of this dissipative system, a new theoretical
framework was needed.

The Caldeira-Leggett model, developed by Amir Caldeira and Sir Anthony James Leggett in
1983, offers a solution to this quantisation problem. In the simplest case, a dissipative system
is coupled to a reservoir. This composite system can then be considered closed, without any
dissipation occurring. In the semi-classical limit, the system obeys the Langevin equation for
Brownian motion. However, the coupling of the system of interest to the bath causes each
particle in the reservoir to be slightly perturbed. This perturbation contains the quantum
mechanical information that we are interested in. We can represent this perturbation using
a set of independent harmonic oscillators. This choice is especially useful, because harmonic
oscillators are one of the few systems that can be solved analytically. This forms the basis
for the Caldeira-Leggett model [14].

3.1 Model
The Caldeira-Leggett model is described by
L=Ls+ L;+ Lg+ Ler, (3.1)
where
Ls = M@~ V(g) (3.2)
Lp=-— Z Ckarq (3.3)
k
Lr = Z %mk(ij — Z %msz% (3.4)
k k
Ler = — ;mcig 7, (3.5)

are the Lagrangians of the system of interest, interactions, reservoir and counter-term, re-
spectively. M and ¢ are the mass and coordinate of the particle, and V(q) is an external
potential. The reservoir consists of a set of non-interacting harmonic oscillators with mass
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my, coordinate ¢, and natural frequency wy. C} is the coupling constant between the system
and the reservoir.

In order to check that this system reduces to the Langevin equation in the classical limit,
we can calculate the Euler-Lagrange equations of motion for ¢(¢) and g (), the variables for
our system of interest and the heat bath, respectively. It turns out that the Euler-Lagrange
equations are coupled to each other. In order to ‘decouple’ them, we perform a Laplace
transformation to express g in terms of ¢(0), gx(0) and ¢. This both ‘cancels’ the counter-
term from the Lagrangian and provides us with a force f(¢) that depends on ¢x(0) and gx(0).
Using the convolution theorem and a spectral function, we can rewrite the ¢ term into a
dissipative term 7q. This results in the Langevin equation for classical Brownian motion.

Calculating the Euler-Lagrange Equations
The action for the Caldeira Leggett model is given by

Sla, ] = /qud%, (3.6)

with L given in Equation (3.1)). Varying the action with respect to the parameters of the sys-
tem, ¢, and the environment, g, we can calculate their respective Euler-Lagrange equations.

We find

y ' Ci
Mj=—-V'(q) - Z Crar — Z t-4, (3.7)
k k

myw?
and

My, = —mpwige — Crq. (3.8)

We see that the equation for the system of interest, i.e. Equation (3.7)), still depends on the
parameters of the environment, ¢, and vice versa. In order to decouple these equations, we
perform a Laplace transformation. The Laplace transformation is defined as

L{f(1)} = F(s) = / " Ftyedt, (3.9)

where s = o + iw. Its inverse is defined as
1 y+iT

ft) =L HF(s)}(t) = —=— lim e F(s)ds. (3.10)

21 T—o0 y—iT

From partial integration of Equation ({3.9)), it follows that

L)} =sF(s) = f(07) (3.11)
L{f'(t)} = s*F(s) — sf(07) — f'(0). (3.12)

Using these relations, we can now rewrite Equation so that it reads
G(s) = q(0) 5q1(0) Crq(s) (3.13)

s?+w? o 24wl mp(s? 4wl
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Taking the inverse Laplace transformation of this expression, we can then replace the second
term on the right hand side of Equation ([3.7)

1 ta G(0) | sq(0)
Mi+V' =——1 C d
q+ (Q)Jrzk:mszq o7 7L o Xk: k<82+w£+52+w,§)6 s
1 y+iT 2 G
+ — lim G 4s) e*ds. (3.14)

2 2
2mE T—oo =T myg (S —|—wk)

Using that 1/(s? + w?) = (1/w?)[1 — s?/(s* + w?)], we can rewrite the last term on the RHS
so that it partly cancels out the counter-term on the LHS. We are left with

2 VT 2=
Mg+ V'(q) +Z C 5 —— lim / L<S)es’fds:

mywi 2mi T=oo | ip (82 4+ w3)

1 y+iT .
— z— lim ZCk( 0x(0) + 54x(0) )eStds. (3.15)
k

2 2 2 2
278 T—oo |, _ip St wp 87+ wy

We have now almost arrived at an expression for the dynamics of the system, which only
depends on the system variable . We will make use of the convolution theorem in order to
rewrite the term containing the Laplace function ¢(s). The convolution theorem for inverse
Laplace functions is given by

L HP()G(s)} = (1) /f 'yt (3.16)
Applying this to the ¢(s)-term, we find that

1 02 y+iT SQQN(S) o d 1 02 y+iT S 3 o
Dt 2 e T rwd)’ T W Z — L mCI(S)e ds
k k y—iT' k k¥ y—iT

d
= — t—t t)dt
&ZW%/MM ()

— / !/
dtw// cosw —t)q(t') dw dt’,

(3.17)
where in the last line we have introduced the spectral function
s C? nw w <)
J(w) = = E§lw—wy) = , 3.18
() Qkazwk( ) {O w> 0 (3.18)

where € is a high-frequency cutoff value.

The spectral density function describes the bath in a well-known limit. It is officially defined
as the imaginary part of the Fourier transformation of the retarded dynamical susceptibility
of the bath of oscillators

J(w) = Im {F(—i0(t — ¢)[F(t), F{)])}, (3.19)



3 CALDEIRA-LEGGETT MODEL 17

where F(t) is the force of the particle on the thermal bath, §(¢) is the Heaviside step function,
and § denotes the Fourier transformation.

Using the assumption in Equation(3.18)) for the spectral function, and taking the limit  —
00, we can write

d 2 t { d t
T 1 —¢ ! r_ Y / /
dm/o 3520/0 neosw(t —t)q(t) dwdt dt2/0 no(t —t")q(t') dt
=14 (3.20)

Substituting this expression back into Equation (3.15), we find
Mi+nq+V'(q) = f(1), (3.21)

i.e. we have arrived at the Langevin equation for classical Brownian motion Equation (2.2)),
where we have interpreted the RHS of Equation as a fluctuating force f(t). Assuming
the bath is in thermodynamic equilibrium, we can use the equipartition theorem to check
that this force obeys the same correlation function for white noise. Starting from

(21(0)) = (4x(0)) = (4(0)gr (0)) = 0

((0)du (0)) = ’jn—Ta
(0 0)2e(0)) = e (3.22)
we indeed find
W)Y =0, (FOFE)) = 2bpTo(t — 1), (3.23)

3.2 Dynamical Reduced Density Operator

Now that we know that the Caldeira-Leggett model produces the classical Brownian motion,
we can use it to extract the quantum mechanics of our system of interest from the composite
system. This can be done by taking the partial trace of the density operator with respect to
the variables of the system of interest, giving the dynamical reduced density operator. The
function that describes its time evolution is called the influence functional.

We will start by giving a general approach to calculating the dynamical reduced density
operator, before applying it to our model.
General Approach

Suppose we have a generic Hamiltonian of a system with coordinates (g, p) in contact with a
heat reservoir consisting of oscillators with coordinates (g, px)

H = Hs(q,p) + Hi(q: gx) + Hr(qr, pi) + Her, (3.24)

where Hg is the Hamiltonian of our system of interest, H; of the interactions, Hg of the
reservoir, and Heor of the counter-term. The total density operator p(t) can be expressed in
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terms of the system coordinates (x, y) and the reservoir coordinates ( R, Q), which correspond
to a forward and backward in time travelling path. Also, the reservoir coordinates are vectors
R = (Ry,...,Ry), where Ry is the value of g;. The total density operator is given by

PRy, Q1) = / / / / Ao dy AR dQ'K (z, R, t:2/, R, 0)K*(y, Q. £:/, @, 0)x p(«', R, o/, @', 0),
(3.25)

where .
3

K(z,R,t;2/,R’,0) = (x,R|e”#"!2' R/) (3.26)

is the quantum mechanical propagator of the composite system, and K*(y, Q,¢; ¢/, Q’,0) its
time reversed counterpart. The density

pla’, Ry, Q' 0) = (', R poly’, Q') (3.27)
is the coordinate representation of the initial state.

In order to extract the dynamics of the system, we must take a partial trace of Equation
with respect to the variables of the reservoir: pg(t) = Trgr p(t). This means that we
must set R = Q and integrate over it. If the density of the initial state can be separated
into a part belonging to the system and a part belonging to the reservoir, i.e.

pla’, Ry, Q,0) = p(a',y/, 0) x p(R', Q' 0), (3.28)

we can write down the dynamical reduced density operator of the system

plx,y,t // do’ dy' J(z,y, t; 2", 9/, 0)p(2’, 4, 0), (3.29)

where J is its so-called “superpropagator” and is given by

Hopetiaofo0) = [ [ [ ARARQQUK (0 R0/, R 0K (0. Qutiy/, Q10) x (R QLL0).
(3.30)
Because the reservoir consists of N oscillators, the most efficient method for calculating the
propagator K is by writing them in the Feynman representation of functional integrals. The
propagator then reads

T R

K(z,R,t;2',R’,0) = / Dz(t') DR(t') exp {%S[:p(t'), R(t')]} , (3.31)

where 2(0) = 2/, z(t) = 2, R(0) = R/, R(¢) = R, and

! Rl

Slz(#), R(t)] = /0 'L [m'), R(t), (1), R(t’)} (3.32)

is the action of the system plus the reservoir. Plugging this expression and its time reversed
counterpart into Equation (3.30]), we find

Tt 0 = [ [ Doty Dyt esp {5 (3] = Soyte)) p ¢ i) w00,
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where S is the combined action of the isolated system Sy and the counter-term Scr, and

R (R

Fia(t). o)) = [ AR 4Q R pa(R. Q) [ [ DR()DR()

R JQ
exp { 3 (S100(0). RU) = Siy(¢), QU + SaRA - SeQU) b (334)

is the influence functional. It is the average of the product of two time evolutions over the
initial state of the environment. For the case of the Caldeira-Leggett model, in which the
reservoir consists of harmonic oscillators, we can explicitly calculate the influence functional.

Influence Functional for Caldeira-Leggett Model

To calculate the influence functional F|x,y], we recognize that Equation is actually
a set of integrals of the density matrix of the environment, pgr(R’, Q’,0), multiplied by the
propagator of the forced harmonic oscillator and its time-reversed counterpart, with respect to
the coordinates of the environment, R/, Q" and R. The expression for the k" environmental
oscillator acted by a force Crz(t) is

g gy TSN LT 3.3
Al 2mihsin wg(t) P za(®)]] (3.35)
with
MWy
Slra(t)] = 5507 > {(Ri + R) coswiT — 2Ry Ry,

¢
+ 2/ dr /() (R} sinwy (t — r) + Ry, sinwgr]
mMiWi

-2 t/T dr dsM sinwy (t — ) Sinwks}. (3.36)

f
MWy

The normalized density operator reads

. myws (cosh Afwy, — 1) MW 9 9 .
— S A — h -2 .
pr(R}, @1, 0) \/ *hsinh hfwy exp 2hsinh hfwr [(Rk + Q}’) cosh hBwy, RKQIJ
(3.37)

The explicit calculations for the expressions of the action and normalized density operator
are given in Appendix [B] and [C] respectively.

We can therefore rewrite the influence functional, so that we get
Fla,y) = [[FPz, v, (3.38)
k
with

F®z,y] = / ARy, dQ}, ARy pr(Ry, Q4 0) x Kig) (Ry,t, Ry, 0) x K" (Ry,t, Q},0). (3.39)
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Using the expressions for the density matrix Equation (3.36)) and the propagator Equation
(3.35)), the influence functional becomes

F® [z, y] = / dR, @, dR;, ACC* exp {—%B (R — Q) cosh hfwy, — 2R, Qk}}
X exp { 7%D [(R’2 ) coswit + 2R, Q) — 2Ry Ry,
+2RLE /Ot dr [z(r) — y(r)] sinwgr
+2R,E /t drz(r) sinwy(t —r)
0

—ZQkE/ dry(r)sinwg(t — )

—EQ/ / drdsy(r)y(s)sinwg(t — ) sinwks} } ,

(3.40)
with constants
= mywy(cosh Afw — 1) B O— MW
N mwhsinh hBw ’ ~ 2sinh ;?;—% ’ -V 2rikisinw, T’
mpWg Cy
=" B = . 3.41
2sinw T’ MW (3-41)

In order to solve Equation (3.40f), we must perform three integrations. We will use the
method of “completing the square” for each variable, to create a simple Gaussian integral
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that can readily be integrated. We arrive at the following expression

FO [z, ] = f;\hg ACCH exp{ —% {QzDEQ/ / dr dssinwg(t — ) sinwgs[z(r)z(s) — y(r)y(s)]
D*E? / / dr ds sinwy(t — 7) sinwy(t — )[y(r)y(s)]
DQ)\Ez / / dr dssinwy(t — ) sinw(t — s) [ (r) = Elj(r)} [ﬂs) - gy(s)}
D4E2

/ / dr dssinwy(t — ) sinwy(t — 8)[y(r)y(s)]
l?\ZEZ (_ — 1) / / drdssinwy(t — r) sinwg(t — s) [ (r) — Eym} [x(s) B ?y(sﬂ

K

D4E2
Ii)\M <; — 1) / / drdssinwy(t — r) sinwg(t — )

(000 Jot) = Zate)] + ot = 2| wt9))

D*E?

/ / dr ds sinwgr sinwgs[z(r) — y(r)][z(s) — y(s)]

D3E2 / / drds(smwkmwk(t—s>[<> y(r)ly(s)

+ sinwy(t — 7) sinwgs y(r)[z(s) — y(s)])

i D3E2 <__1)/ / drds(smwkrsmwk(t—s)[ (r) — y(r)] {x(S)—Ey(S)}

where the constants resulting from the Gaussian integration are given by
, . B? , (1 1B 9
k = B cosh hfwy+iD cos wyt, A = B cosh hfw,—iD cos wyt——, pu=D"(—+—-(——-1)7).
K

This long and seemingly complicated expression can be reduced to a real and an imaginary
part. Using the fact that kA\u = 2BD?(cosh h3wy, — 1), we find that the prefactors all cancel
and we are left with

Floal =ew {4 [ [ ardstats) —yarls(s) + 001}
<en{- [ [ drdste) - st - o} (3.44)
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where
Ci
S i — 4
ay Ek Do sinwg(r — s) (3.45)
C? h
ap = E Zm:wk coth 520% coswi(r — s). (3.46)

We can rewrite the expressions for oy and ag using the spectral function (3.18)). This gives
d

T — )

og:nd( d(r—s) (3.47)

Q
hew
ap = Z/o dw w coth T cosw(r — s). (3.48)

We can now further evaluate the imaginary part of the influence functional (3.44]), using
partial integration

| ardstet) = vt g =580 = )fa(o) + o] =

- 77/0 dr[2*(r) — y*(r)]5(0) + g /0 drfz(r)i(r) +=(r)y(r) —y(r)a(r) —y(r)y(r)]. (3.49)

We can approximate 6(0) by /7, for which we do not have to take the limit 2 — oo [14],
and define the relaxation constant
y= (3.50)

and the frequency shift
(Aw)? = ——. (3.51)

Using these definitions, we finally find an expression for the superpropagator (3.33))
T y .
Saptia o 0) = [ [ Doty Dty exp 1 {sulo(t)] - sy
Z'/ y/
t
—MV/ drlz(r)a(r) + z(r)y(r) — y(r)i(r) - y(?")y(r)]}
0

X exp _2T dw w coth drds[z(r) — y(r)] cosw(r — s)[z(s) — y(s)] ¢,
([ g [ }
(3.52)

where the extra harmonic term deriving from the integration by parts cancels against the
counter-term in the combined action Sy. We can substitute this equation back into Equation
to find the full expression for the dynamical reduced density operator p. This density
operator then allows us to calculate the average value of any quantum mechanical observable,

using (A) = Tr[pA].
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So, to summarise, the development of SQUIDs created a need for a quantum mechanical
description of systems described by the Langevin equation for Brownian motion. Due to the
dissipative term, this system cannot be canonically quantized. However, by coupling the open
system of interest to a reservoir, the quantum mechanical dynamics of the full composite
system can be determined. Finally, the dynamics of the reservoir can be integrated out,
resulting in the dynamical reduced density operator that describes the system of interest.
The Caldeira-Leggett model uses this method and couples a system to a bath of harmonic
oscillators to allow for a fully analytical solution.
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4 Two-Level Systems

The Caldeira-Leggett model can be used to describe the quantum mechanical behaviour of
open systems. This method couples the system of interest to a thermal bath to create a closed
composite system. Subsequently extracting the behaviour of the heat bath will give you the
quantum mechanical behaviour of the system of interest. Once the thermal bath is coupled,
each particle in it will be perturbed by the system of interest. However, this is also where
we find some disadvantages to the Caldeira-Leggett model. Because the system couples to
all the harmonic oscillators, we cannot fine-tune the interactions between the system and the

bath.

This is where “two-level systems” (TLSs) come into play [19]. Whereas the quantum har-
monic oscillator has an infinite number of energy levels, the TLS only has two. It can therefore
also be seen as a “truncated harmonic oscillator”, as it displays the same behaviour in the
very low temperature limit (7" — 0). In this limit, we recover the Caldeira-Leggett model.
However, at intermediate temperatures they are very different, which is precisely why they
are so useful. We will see that in this model, where we couple the system to a bath of TLSs,
we can use the temperature as a variable to select which frequencies of the bath are relevant.

4.1 Model

The model of a particle coupled to a bath of TLSs is established in two papers by A. Villares
Ferrer et al. In the first paper, the system is used to compute the optimal conductivity and
the direct current resistivity induced by the reservoir [20]. The second paper looks at the
dynamical equations of the coupled particle [I]. It is this particular work that forms the
basis for this thesis. The results published in the article show that a particle coupled to a
reservoir of TLSs becomes “dynamically localised”. This means that at low temperatures
and in the sub-ohmic regime, the position of the particle oscillates as a function of time.
Using the framework of time crystals, we can now revisit this model and question whether
this composite system is a time crystal.

Following the calculations outlined in Ref. [20] and [I] we now derive the theoretical model
for a particle coupled to a bath of TLSs. In order to describe it, we will once again calculate
the reduced density operator and the spectral function. We shall start by writing down the
Hamiltonian for this closed system

H = Hy+ Hp + Hy, (4.1)
where
]52
HQ = W —|— GQZ'E, (42)
N
hwy,
HR = Z TO'k, and (43)
k=1
N
Hy=-— ZxJka,f, (4.4)



4 TWO-LEVEL SYSTEMS 25

are the Hamiltonians of the particle in an external electric field, the thermal reservoir of
TLSs, and the interaction between the two, respectively. Here, we denote with o7, the Pauli
matrices in k-space. The interaction strength is determined by the coupling constant Jj.

Influence Functional for TLS

To calculate the reduced density operator, we need to perform the trace over the reservoir
degrees of freedom

p(x,y,t) = Tre[(z]p(t)|y)]
= Trg[(zle™ " p(0)e/"|y)). (4.5)
As before, we can assume that the heat bath and the system are initially not in contact with

each other, and therefore we can write p(0) = ps(0) x pg(0). This gives us the following
expression for the reduced density operator

p(z,y,t) = // do’dy'ps(a’,y',0)J (z,y,¢t,2",y',0), (4.6)
where the superpropagator J(z,y,t,2',y’,0) is given by
€T Y .
Syt 0) = [ Dote) [ Dyt eso f(sulel - s f ¢ Floal, @41
:17/ y/

with
Solz] = /0 CLdi = /0 t [%MZQ(t’)—i—ez(t')E(t’)} ar, (4.8)

and F[z,y| is the influence functional.

For this model, the interaction Hamiltonian H; is time-dependent, which means that we must
pay special attention to its time evolution. We can rewrite the influence functional in terms
of the unitary time evolution operator Ulx] and its conjugate Uf[y]. The time evolution is
taken over the interval ¢ € [0,¢]. We find

Fla,y] = Ter [pr(O)UT[y]UL2]] - (4.9)

The time evolution operator can be separated into the evolution operators for the interaction
Hamiltonian and the reservoir Hamiltonian, such that

Ulz] = Ugla] U [z]
= eiHTt/h?exp{—% /Ot Hi(x(1)) dr}, (4.10)

where ? is the chronological time ordering operator and
Hi(x(t)) = exp{iHgt/h}H(x(t)) exp{—iHRgt/h} is the interaction Hamiltonian in the inter-
action picture. The expression for Uf[y] is constructed in a similar way

UMyl = Uly) URly]
= 7exp{+%/o Hi(y(1)) dT} etitrt/h (4.11)
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although here we find the anti-chronological time ordering operator ?

Substituting this result into Equation (4.9)), we find
Flx,y] = Trg {pR <7exp{ / HI (yr)d }> <$exp{——/ HI () })] (4.12)

= TrR[pR(O) Ay’y(0> t) Ager <t7 0)] (4'13)

where we write z, = z(7) and y, = y(7)for the sake of brevity. Using the expansion of the

exponential e” = > > L. =14 > > L. we can expand the terms A, and Ay, up to

second order in the interaction strength Jj

© 1 i\ [t t t 3 3 3
A0 =1+ 0 (3) [ an [ ate [Tt ) - fe)
- 0 0 0
i t _ 1 t T 5 B
~ 1+ ?_L/ drH(y,) — —/ dT/ doH(y,)H(y;), and similarly (4.14)
0
.t
A (8,0) =1 — %/ dTH[ () / dT/ daHI (2, H[(xg) (4.15)
0
The product of these expressions is given by
i t 5 t 5
Ay’yAJ:x’ ~1+ ﬁ |:/ dTH](yT) — / dTH[(l'T):|
0 0

— i | [ o ) Frton) + Frten Fiten) = i) ) = Bt )

where the linear terms will vanish once we take the trace over the reservoir parameters,
because Hj is proportional to the Pauli matrix ¢* which has no diagonal elements.

Substituting this into the influence functional, we find

Fol=1- 5 [ ar [ ' da[@(yg)ﬁh(%)w<HI<xT>HI<xa>>
() E () — <ﬁff<ya>ﬁff<xf>>], (4.17)

where we define the average (A) = Tr[pr(0)A] = Tr[(1/Z) exp{—FHRr} A]. The partition
function is given by

Z = Tr[e PHr] H2005h<2k T) (4.18)
B

For our purposes, we will decompose this average using the commutative properties of the
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Pauli matrices to write

[ ]_ hwy 1 hwk e N hwpn
A) = Tr | —e 271 — e mr% A e W ON
(4) r_Zle @ ®Zk€ k. ®ZN€
i 1 w z 1 W 2z 1 w
="Tr _Ze—gk%ol} .o Tr [ZG_%%Ak] oo Tr {_ZNQ ijz\{ N:|
i 1 hwk o?
=Tr Z@ 2kT ]CAA]C . (419)

Each average in the influence functional, such as (H(x,)H;(x,)), is proportional to the
product of two Pauli matrices of and o7. However, for all k # ¢ the trace vanishes, so we
only need to consider the case where k = ¢. To illustrate how these averages are calculated,
we will explicitly consider the term

(Hp(z,)H(2,)) = Tr lzike%fiﬁl(%)ﬁ,(%)] , (4.20)

with

I:II(xT) = exp{%HRT}HI GXP{—%HRT}

:exp{iz_m } ( zxfjkak) exp{_zz_m }

q k

= Z exp{’i?Ta,j} (—x,Jxo%) exp{—i%ﬂf;}. (4.21)
!

Using the expansion exp{+ic?0/2} = 1cos (0/2) & ic? sin (0/2), we find

ﬁII(xT) = — Z z.Ji (oF coswy,T — o} sinwyT) (4.22)
k
and similarly
Hi(z,) = — Z T, Jk (0F coswio — oy sinwyo) . (4.23)
k

Substituting these expressions into Equation (4.20]), and using

: hy,
|: —Jktanh (m)} s

(Hy(z)Hi(z,)) = Tr {% {1 — oZtanh (;Z;T)} N 22, [1 cos wi(T — o)

l\')IH

1
Z exp{—FHg} =

we find

+ io} sinwy (T — 0)] } (4.24)
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Now, we can evaluate the trace, using that Tr[o’] = 0, Tr[1] = 2, and Tr[o’c?] = 2§ with
1,7 = x,y, 2. This results in

(Hi(z,)H[(x,)) = Zk: OO b {Cos wi(T — o) — i tanh (;Z’;) sin wy (T — a)} . (4.25)

Repeating these calculations for the other averages, we find that the influence functional is
given by

1 ' ! 2 . hwk .
Flz,y] = 1_ﬁ i dT/O dazk: Ji {f(a:,y) coswg (T — o) —ig(x,y) tanh (kaBT) sin wg (T — a)} ,

(4.26)
with
f(2,Y) = 2106 — Yo7 — YrZo + YoUr (4.27)
g(JJ, Z/) = TrTo + yax'r - yrl’g - yoyr- (428)

This equation deviates from Ref. [20], which has opposite signs for the second and third
terms in Equation (4.2§]).

We can rewrite Equations (4.27) and (4.28]) in terms of the particle center of mass ¢ and the
relative coordinate &, using x = ¢+ £/2 and y = g — £/2. Therefore, f(x,y) = £(7)¢(0) and
g(x,y) = 2q(0)&(7) and the influence functional becomes

}"[q,f]zl—% i dT/OT dazk:J,f{f(T)g(o)coswk(T—a)

— 2iq(0)&(7) tanh <27;:)

B

’jf) sin wy, (1 — 0)}. (4.29)

Due to the sign difference in the equation for g(z,y), we find a similar sign difference from
Ref. [20] in Equation (4.29)).

Spectral function

In order to evaluate the influence functional, we must have enough knowledge of the system
to perform the summation over k. This is usually not the case. However, we can calculate
the spectral density function using the definition given in Equation (3.18]). The force of the
particle on the bath of two-level systems is given by F(t) = >, Jiop(t). We will start by
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calculating the commutation relation

[F(t), FA)] = | Y Jwot(t),> quf(t')]
L k q
_ Z Jk ei%gz ;t 7170'kt Z J ez—aét’ e €z2azt’] :
L k

= Z JJy { or, 00 ] cos (wyt) cos (wyt') + [0, 0¥] sin (wyt) sin (wyt’)

— [of, 0] cos (wit) sin (wet") — [0}, 0F] sin (wyt) cos (wqt’)}. (4.30)

Similar to the calculation of the influence functional, when we will take the trace over this
expression all terms with k # ¢ will vanish. This leaves only the case k = ¢, for which we
can calculate the average, taking the trace over the parameters of the bath

(F), F)]) = Tx

1 hwp,
Zke “%pT Z 2iJFof sinwy(t —t )]

hw
= 2iJ} tanh ( " ) sinwy,(t —t'). (4.31)
- 2kpT

Inserting this into the spectral density function (3.18)), we can write

J(w,T) =1Im {—/ dt e ™'0(t ZQJk tanh ( o

We can use the convolution theorem to calculate the Fourier transform

T) sin [wy (t — t')]} . (4.32)

F(t)9(t) = o= (F *)(w) (13
with
f(t)=0(t) fw)y=r <$ + (5(w)) (4.34)
g(t) = sinwyt 9(w) = —ir (0w — wi) — 0(w + wy)). (4.35)
This gives
/OO dte ™ 0(t—t') sinwy(t —t') = % (w _:wk — —1wk)+ig [6(wwy) =0 (w—wy)]. (4.36)

Taking only positive frequencies into account and using the imaginary part of the Fourier
transform, we find the final expression for the spectral density function

J(w,T) = Zﬂ'(]]? tanh (;229)5(00 — W) (4.37)
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This is an important result as we can now see the temperature dependence of our system. The
hyperbolic tangent has two limits: for a small argument, it will vanish (lim,_, tanh (z) — 0);
for a large argument, its value will approach 1 (lim,_, tanh(z) — 1). Therefore, we can
see that depending on the argument of the hyperbolic tangent, different frequencies will be
selected. If Awy << kT, the hyperbolic tangent vanishes and all TLSs with these frequencies
will not be selected. However, for hw, >> kgT', the frequencies are relevant and we recover
the Caldeira-Leggett model. The temperature can now act as a tuning parameter allowing
us to control which bath frequencies to include. This is where the TLS has a clear advantage
over the Caldeira-Leggett model.

We can now rewrite the influence functional, by substituting Equation (4.37) into Equa-
tion (4.29) and re-exponentiating the expression

Flg,&] = 1—— dT/ da/ dw
- 2g(o)(r) s (7~ o)

Nexp{ /dT/ da/ dw 2 l h(QZjT)é(T)g(U)cosw(T—a)

— 2iq(0)&(7) sinw(r — a)] }
(4.38)

{coth (QZ:T)g(T)g(o) cosw(r — o)

This allows us to find an expression for the superpropagator in terms of the particle center
of mass coordinate ¢ and the relative coordinate £. First, we will substitute Equation (4.38))
into Equation (4.7) and perform the same change of variables as we did for the influence
functional

= [outt) [ ety esof sisila+ €21 - sla €20} < Fla

— / Dq(t') / DE(H) exp{%seff[q,é]} exp{—%cb[ﬁ]} (4.39)

The effective action in the imaginary part of the exponent is given by

s = [ o [Mit) + B + [ dohitr—olalon)] a0

with 5 oo
Al(T—U):—/ dw J(w, T) sinw(T — o).
mh J,

In the real part, the functional ¢ has the form

_ /0 "4 /0 " dod(r — )E(D)E(0), (4.41)
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with

O(r—0) = ih/o dw J(w,T) coth <2Z:)T> cosw(T — o).

Equations of motion

From the effective action we can derive the equations of motion for ¢ and £. Varying the
action gives us the equations of motion

(5 t T
05ess _ / dr {—M&j(T) +eE(T) + / doAy (1 — U)q(a)} 61 — )
o¢(a) 0 0
=—-Mj(a) +eE(a) + / doAi(a —0o)q(o), (4.42)
0
and
0Sess ! . T
—= = [ dr |-M&(7)6(T — a) + doAi (T — 0)d(0 — a)é(T)
dq(a) 0 0
t
= —M¢(a) + / drAL (7 — a)é(T). (4.43)
0
Setting ?2(52 ’; =0 and ijzé ’; = 0, integrating the last term by parts and changing the variables
o — tand o — 7, we find
t
M(t) + / drA(t — 7)4(7) = eE(t), (4.44)
0
t
ME(H) — / drA(t — 1)é(r) =0, (4.45)
0
where we assume that boundary terms vanish and A is the primitive of A; with respect to o,
2 [ J(wT)
At —7) = %/O o 2T cosuft — 7). (4.46)

The spectral density function J(w,7’) is given in terms of microscopic quantities by Equa-
tion . However, we need to rewrite this function in terms of macroscopic quantities to
be able to study the behaviour of the system in experiments. An assumption for the spectral
function that keeps the temperature dependent behaviour intact, is proposed in [I]. Here we
have added a factor fim /2 for consistency.

hn [ w)’ hw
J(w, T)=— | — ] tanh 0(2 — 4.47
1) =5 (2) o (7 ) 6@ - ) (a.47)
where 7 is the coupling strength between the particle and the bath, w,. is a characteristic fre-
quency that allows for a dimensionless coupling strength, s determines the long-time damping
properties of the bath, and 2 is a cut-off value for the frequencies. Substituting this spectral

density into the equations of motion, we find
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2y E(t
i)+~ /0 drT(t - r)i(r) = - A; ) (4.48)
£(t) — — dr(t — 1)¢(1) = 0, (4.49)
0
where v = 1/2M is the damping constant, and
Q s—1
[(t) = /o dwwwg tanh (QZ:T) cos(wt). (4.50)

To solve these equations, we can perform a Laplace transformation, which gives
a(0)[2 + BT(2)] + 4(0) + £ E(2)

22+ 220(2)
_ £z = ZT(2)] +£(0)

22 — 22T (2)

(=) = (4.51)

(4.52)

From here on, we assume that the external electric field E(t) is set to zero, for ease of
calculations. Assuming ¢(0) = 0 and ¢(0) = vy, we have

1= g -
£e) = £(0)[z — 2T(2)] + £(0) (4.54)

z2 — ?zF( ) ’

where T'(2) is the Laplace transform of T'(¢). In order to calculate this function we use that
tanh (%) =225~ m and L{cos(wt)} = 7. This gives

4kBT’ZZ / A Wjwe) (4.55)

+ w?) (22 + w?)

I(n,Q)

where A, = (2n—1)7kgT/h. The integral I(n, Q) can be rewritten by separating the fraction

w2 stl 00 (_1)m (Q

2m . .
w?4a? T a? m=0 2m—+s—1 E) - This glIves

and using the integral expression fOQ dw-35

1 Q UJS_2 Q ws—2
I(n, Q) = 2 [ q —a2 4
()= {z /0 Y2t "/0 WA%JW?]

Qs SN (=D 1 N\ 1 "
_)\%—szz:lQmjLs—l[?(Z) - (5) (456)
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We can now use the hypergeometric function to find a more compact notation of this function.
Inserting

2Fy(a;bscim) =) S

— (o n!

(4.57)

0?2 1+s 34+s Q2 > s+1 0\ "2
Fs,—=) = ,F,(1 LI N N e o G S 4,
) = 20 I = Y S e (D) (4.58)

into our expression for I(n, ), we find that the Laplace transform I'(z) can be written as

I'(z) =

AkpTz = Q1 [1 02 1 0?
Ehkd { )} (4.59)

S F(s,—) - = F
huog(s + 1) &= 22 — 22 | 22 (=)~ 2l =5

z

4.2 Sub-Ohmic regime
High-T limit

Now we can study the dynamics of the particle centre of mass coordinate g. We first look
at the sub-ohmic regime (s < 1) in the high-temperature limit. We find that for s = 0, the
Laplace transform of the damping function reads

= 4kpT 1 Q 1 Q
> )\QB_ ; [ arctan( . ) bW arctan (/\—n>} . (4.60)
Then, taking the cut-off frequency {2 — oo, we know that limg_. é arctan(%) —% arctan ( %) =

5 [« / % — 4 /%} . Then, for T' — oo, we find that the high-temperature limit of the damping

function is given by

hmi 4kpT> [\/i_\/‘] 2hz Z%“ L L oldy
T—o0 (A2 — 22) 22 A2 7rT/£B — (2n —1)2 T
~ kBT (4.61)
We can then use this expression to easily solve the inverse Laplace transform to find
g(t) = Wg—(;fBT(l — ~Tt/2sT, (4.62)

We notice that the position of the particle is now explicitly dependent on T', as it is usually the
case in classical systems. We essentially recover the Caldeira-Leggett model for a harmonic
oscillator bath, though with an ohmic (s = 1) temperature dependent damping constant. We
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can investigate this further by looking at the damping function I'(¢) for the case that s =0
and hw < kT,

- 5(t—7). (4.63)

This instantaneous function shows that the dissipation process is Markovian, i.e. the future
of the system does not depend on its past, as is also the case for Brownian motion. Physically,
the high-T' limit corresponds to a weak interaction between the particle and the bath. Because
most of the TLSs are occupied, the bath behaves like harmonic oscillators causing no or little
damping on the particle.

Low-T limit

In the low temperature limit, on the other hand, it is not possible to create a Markovian
damping function. In this limit, lim,_,, tanh(z) = 1, the damping function I'(¢) becomes

Mt—r)= /Oo dwicosw(t—T). (4.64)

Looking at our equations of motion, we can say that the damping function acts as a kind
of friction force on the particle. For a bath of TLSs, we have already seen that this force is
temperature dependent, but in the low-7" limit, it also becomes dependent on the previous
velocities of the particle, each with different weights given by the damping function.

From Equation (4.64)), we can see that the cosine oscillates rapidly, except when w < (t—7)7L.
In that case, the cosine becomes 1 and the damping function is independent of time.

In order to study the dynamics of the particle, we can perform numerical calculations to
approximate the results. For the case where s = 0, the solution to Equation can be
calculated analytically. However, for other values of s, this calculation proves to be more
involved and requires a numerical approach in which we terminate the infinite sum. In the
next part, we will give the numerical results of the equation of motion ¢(t).



PART 11

NUMERICAL RESULTS



5 TIME CRYSTALLINE BEHAVIOUR 36

5 Time Crystalline Behaviour

In this section, we will calculate and analyse our results of the equation of motion for the
particle ¢(¢). Based on the previous research by Ref [I], we expect to find oscillations in ¢(t)
under certain conditions. If we can find a characteristic frequency that is not related to any
driving of the system, then this implies that the continuous time-translation symmetry is
reduced to a discrete time-translation symmetry. Therefore, these oscillations point to the
possibility of a time crystal. By quantifying the regime in which these oscillations occur,
we can establish the conditions under which a time crystal in a particle-TLS bath system is
formed. In our analysis, we focus on the influence of three parameters on this function: the
damping constant 7, the temperature 7" and the number s which determines the long time
damping properties of the bath. In this section, we will provide a qualitative look at the time
crystalline regime. The results are obtained numerically. In Section [0, we will analyse the
poles of the inverse Laplace transform (Equation ({5.6))) for a more quantified understanding
of the behaviour.

5.1 Dimensionless parameters

We start by redefining some of our parameters to make them dimensionless. Currently, the
dimensions of our parameters are as follows:

=5, 0] =5, Dl = [ — Dot | =57l ] = ks, bl = (5] = o7 ol =
(5.1)

We can make these parameters dimensionless using powers of the cut-off frequency €2, which
allows us to write
kg ~ A

Z ~ ~ Y
Q o MmTg TS g

(5.2)

Z =

From these parameters, we can also define a time scale, t; EL and a length scale, L,. From
dimensional analysis, we can derive the following scales up to a constant coefficient,

_ Sl

@_ /M (5.4)

L, —
B T 2M~

We now set h = 1, M = 1, and 2 = 1, such that both our units of length and time are
defined in terms of 1/,/7.

IFor the time scale, Verstraten et al. [21] also suggests t, = 1/4/27. Although their time scale is derived
through a fractional derivative approach to the Langevin equation and hence depends on s, it provided a
good basis.

ms
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5.2 Results for ¢(t)

In this section, we show our results for the dynamics of the particle, ¢(t). For convenience, we
will restate here the dimensionless versions of the equations which need to be solved. From
the equation of motion,

G(t) + il /Ot drI'(t — 7)¢(1) =0, (5.5)

™

we start with a Laplace transformation

q(z) = (5.6)

where

AT? KN 1 1 1 1 1
F Z) = = —F - - N—F — = . 57
(3) wi(s+1) ; A2 — 22 {22 (S’ 22) A2 (S’ )\%)] (5.7)
The sum over the hypergeometric functions in Equation (5.7) is solved numerically. The
dynamics of the particle as a function of time, ¢(t), are found by simply performing the

inverse Laplace transformation of Equation (/5.6)).

Checks

We start by performing several checks on the system. Because the hypergeometric functions
for the case s = 0 are quite simple, we can use this case to test some of the aspects of our
calculation. A typical result is shown in Figure [5.1] This figure is obtained at s = 0, ¥ = 0.3
and varying temperatures. We can observe the same oscillatory behaviour as Villares Ferrer
et al. did in Ref. [I]. At low temperatures, we see that the oscillations persist for a relatively
long time, whereas for high temperatures, i.e. T = 0.01 and above, this behaviour is damped
more quickly.

4

—— T=0.0001
3 T=0.01
2 — T=0.1
— T=0.2
2 —— T=05
o
-1
-2 T
1] 5 10 15 20 25
t/t.

Figure 5.1: The dynamical behaviour of the particle with center of mass coordinate ¢ as a
function of time for the case s = 0. The other parameters are set as ¥ = 0.3, vp = 1, n = 100.
The temperature is varied in the range T =104 1072, 0.1, 0.2, 0.5. The time has been
rescaled.
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The most important factor to determine before we do an analysis of our results, is the
effect of terminating the infinite sum in Equation after a certain number of terms
n. Figures [5.2(a)| and [5.2(b)| show the influence of this parameter on the behaviour of the
dynamical function ¢(t). We can numerically determine the amplitude and period using the
first maximum and minimum of the function. Although this is only a rough approximation
of the amplitude and period, it gives an indication of how they are affected by the number
of terms n. We notice that both the amplitude and the period of the oscillations become
smaller as we increase the number of terms included in the sum. However, this decrease
does seem to stabilise. Unfortunately, as is the nature of most numerical calculations, the
more terms included in the calculation, the longer the computation time becomes. For the
calculations of the dynamical function ¢(t), we have chosen n = 100 as an appropriate cut-off
value for the number of terms included in the sum in order to limit the computation time.
For calculations regarding the poles of Equation , we have taken n = 500 as a cut-off
value for better precision as the computation time is much lower (see Section @ Notice that
the period and amplitude, shown in Figure , does not change much for n > 300.

n=10
10 —— n=50 6 —— amplitude

24 period
05 22

» ¥
16

50 100 150 200 250 300 350 400

qlt)

(a) (b)

Figure 5.2: The dependence of the simulation results on the number of terms included in the
sum. @ Position as a function of time for % = 0.3, 9y = 1 and T = 10~%. The number of
terms in the sum is varied, with n = 10 (orange) and n = 50 (purple). [(b)] The amplitude
(blue) and the period (yellow) of the graph as a function of the number of terms n.

Another check that we can perform on our calculations is to check whether our suggestion for
the characteristic time scale ¢, is correct. This check is shown in Figure[5.3] After performing
the calculations for various values of the damping constant ~, we find that this parameter
influences both the amplitude and period of the oscillations. However, rescaling the time by
a factor of t, = 1/4/27 gives a perfectly aligned period for each curve.
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q(t)/Ls
q(t)/Ls

Figure 5.3: @ The position of the particle as a function of time for 9y = 1 and 7" = 10~%.
The parameter 7 is varied for ¥ = 0.1,0.3,0.5, and 0.7. @ The same graph, but for a
rescaling of the time such that t — ¢/ts = t/27.

Results

Below, we show the results for ¢(t) for several combinations of parameters T and s. We keep
one of these parameters constant, while varying the other over a range of values in order to
provide a qualitative idea of the dependence. The damping constant 4 has a more subtle
effect on the oscillations and will therefore be analysed in further depth in Section [6]

We start by fixing the temperature and varying s. The results are shown in Figures -
5.8l We find that the position of the particle is oscillating in time, at least for some values
of s. If we focus on the low temperature behaviour in Figure , we see oscillations in ¢(t)
for nearly all values of s, except s = 1. We also notice that the period and amplitude of
the oscillations decreases with s. Furthermore, by increasing s, the oscillations are more
damped. We see that for s = 0 (blue curve), there is a strong periodic structure over a long
time. However, for s = 0.5 (purple curve), the amplitude after a single period has already
significantly decreased. If we then increase the temperature, we find that this damping effect
is exacerbated. Whereas for s = 0 (blue curve) the oscillations are present for temperatures
in the range T = 10~*-10~2 (see Figures , they quickly dampen for s = 0.1 (red
curve) and s = 0.2 (yellow curve) when the temperature is increased to 7 = 1073 (Figure
5.5). The more we increase the temperature, the further we have to look in the sub-ohmic
regime to find oscillations. At T' = 10*, none of the curves exhibit any oscillatory behaviour

at all (see Figure [5.8).

We also notice that for high values of s and intermediate T', the curve shows an increase
and then freezes, as is common in glass phases. This can be seen for example in Figures [5.6
and B.7
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Figure 5.4: The position of the particle as a function of the rescaled time with parameters
T =10"* 4 = 0.3 and ¥y = 1.0. The value of s is varied for each curve: s = 0.0,0.1,0.2,0.5

and 1.0.
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Figure 5.5: The position of the particle as a function of the rescaled time with parameters
T =1073, % = 0.3 and ¥y = 1.0. The value of s is varied for each curve: s = 0.0,0.1,0.2,0.5
and 1.0.
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Figure 5.6: The position of the particle as a function of the rescaled time with parameters
T =10"2% 4= 0.3 and 9y = 1.0. The value of s is varied for each curve: s = 0.0,0.1,0.2,0.5

and 1.0.
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Figure 5.7: The position of the particle as a function of the rescaled time with parameters
T =10"1, 4 = 0.3 and ¥y = 1.0. The value of s is varied for each curve: s = 0.0,0.1,0.2,0.5

and 1.0.
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] 5 10 15 20 25 30
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Figure 5.8: The position of the particle as a function of the rescaled time with parameters
T =10, ¥ = 0.3 and 0y = 1.0. The value of s is varied for each curve: s = 0.0,0.1,0.2,0.5
and 1.0.

We can also vary the temperature, while keeping s fixed. The results for s =0 and s = 0.5
are shown in Figures and [5.10] respectively. We see that for s = 0, the oscillations
are fairly robust for low temperatures T = 10~ and 1073. If the temperature is increased
further, the oscillations are damped until they are no longer visible. For s = 0.5, we see that
the oscillations are damped for every value of 7.

20

s=0
15 — T=10"*
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Figure 5.9: The position of the particle as a function of the rescaled time with parameters
s =0, =03 and 99 = 1.0. The temperature is varied for each curve in the range:

T =10"%10%
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Figure 5.10: The position of the particle as a function of the rescaled time with parameters
s = 0.5, ¥ = 0.3 and vy = 1.0. The temperature is varied for each curve in the range:

T =10"%10%

To summarise our results, we found that there are oscillations on ¢(t). For small 7' and
s, these are persistent oscillations with a period determined by 7 that is proportional to
the coupling of the particle to the reservoir. This characteristic period is not related to
any timescale of the coupling, showing that there is a spontaneous symmetry breaking of
continuous time-translation invariance. Therefore, the particle presents a time crystal phase.
For high T and s, the oscillations are damped and the particle is localised for long times.
This seems to indicate that there are phase transitions associated to T and s. In the following
Chapter we address this issue considering the pole structure of § as function of T and s.
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6 Investigating the Poles

In order to understand the oscillatory behaviour exhibited by the equation of motion for
the particle center of mass ¢(t) (Equation (5.5))), we study the behaviour of the poles of
its Laplace transform ¢(2) (Equation (5.6)). Essentially, we analyse the function in the
frequency domain, with Z representing the Laplace transformed time variable. The poles of
d(2) correspond to peaks in frequency. We find that there are in general two major peaks
that we can distinguish on the imaginary axis, a peak at z = 0, i.e. the “zero peak”,
and a peak that travels along the axis, i.e. the “non-zero peak” (see Figure El As in
the presence of the peak, ¢(¢) can be approximated by exp (Z,t). The peak for a finite
imaginary value is related to oscillations with frequency Z,, while the zero peak characterises
non-oscillatory /localised behaviour. Therefore, a stronger non-zero peaks indicates that the
(continuous) time translation symmetry is broken and that the system is in a time crystalline
phase. Analysing the behaviour of the peaks as a function of the parameters of our system
allows us to quantify the time crystal regime.

Im[Z]

L 7=0.3
L 7=0.6
B =13

Figure 6.1: An example of the two peaks on the imaginary axis in the frequency domain.
For each value of ¥ = 0.3, 0.6, 1.3, there exists a central peak at Z = 0 and a second peak
at Z # 0. This second, non-zero peak, is mirrored on both sides of the central peak and its
position, amplitude, and width are dependent on the value of 7. Here, T=10*and s =0.1
are fixed.

In this section, we will first discuss the results for the zero peak, followed by the results for
the non-zero peak. We analyse the peaks as a function of the three dimensionless parameters:
the damping constant 7, the temperature T, and s. For all figures, we have used that vy = 1,
Q =1, and n = 500.

2A third peak can be found just after Z = 1, (at Z = 1, the inverse Laplace function is always zero), but
this peak is usually very small, unless the position of the non-zero peak coincides with it. Due to its often
negligible size, it proved difficult to study mathematically and because it might be just a numerical instability
we have chosen not to further investigate this peak.
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6.1 Zero peak

In most cases, the zero peak is a very high and narrow, almost delta-like, peak centred at
Z = 0. Therefore, it was not possible to accurately determine the width of this peak, but only
its amplitude. The amplitude was calculated at a value of Z close to Z = 0, as the function
is not clearly defined at Z = 0. The amplitude of the zero peak represents the statics of the
system, i.e. it gives us the general qualitative behaviour of its dependence on our chosen
parameters.

The results for the amplitude of the zero peak, A._y, are shown in Figure [6.2] We find
that the amplitude is inversely proportional to the damping constant 4 (see Figure .
This figure also shows that A,_o increases as T’ and s increase. From Figure we find
that A,_, is directly proportional to T, although for high values of s and low values of ¥
(i.,e. s =0.5 and 4 = 0.01) the amplitude seems to reach a stationary value. Finally, from
Figure we find that there is a clear phase transition signalled by a change of A,_g
around s = 1. In the sub-ohmic regime (s < 1), the amplitude is qualitatively similar for all
parameters, except for a slight variation depending on T and s. However, as we switch to
a super-ohmic regime (s > 1), the graphs converge to a maximum value and the behaviour
becomes universal for all parameters.
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Figure 6.2: The amplitude of the zero peak as a function of @ the damping constant 7 for
T =10"%10"3,10"2 and s = 0,0.1,0.5, @ the temperature T for ¥ = 0.01,0.1,0.3,1.0 and
s = 0,0.5, and s for 4 = 0.01,0.3,5.0 and 7' = 107%,1073. The amplitude of the zero
peak is inversely proportional to 4 and proportional to T. There is a phase transition for
s=1.
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6.2 Non-zero peak

The study of the non-zero peak includes more aspects than that of the zero peak. We look
not only at the amplitude of this peak, but also at its width and its position. To do so, we
fit the data to a Lorentzian of the form

Jo = Anzp/[(z - anp)2 + 0-72sz]7 (6.1)

where A,, is the amplitude, 0., the width, and z,., the position of the non-zero peak. In
addition, the ratio of the amplitude to the width is also calculated.

Each of these aspects gives us information about the behaviour of the system and the time
crystalline phase. Firstly, the position of the non-zero peak corresponds to the period of the
oscillations that we see in the solutions for ¢(t). If there is no secondary peak, then there
are no oscillations. The amplitude then gives us an idea of the intensity of this effect, while
the width corresponds to the losses of the system. A small, broad peak signifies a less stable
regime than a high, narrow one. Combining them, the ratio of the amplitude and width
represents the robustness of this phase.

Although this method does provide us with a general idea of the behaviour of the non-zero
peak, it does not allow for a direct comparison with the zero peak due to the different cal-
culation methods. Therefore, we have also calculated the absolute amplitude at the position
of the non-zero peak and calculated the ratio of this to the amplitude of the zero peak. This
should also give us an indication of the robustness of the time crystalline regime. If the
non-zero peak is much smaller than the zero peak, the system may not be robust enough to
realise.

We start by discussing the results for the influence of the damping constant 7 on the behaviour
of the non-zero peak.

Dependence on 7

Figure shows the position of the non-zero peak as a function of the damping constant,
7. We examine it at three values of s = 0,0.1 and 0.5. We should note, however, that for
s = 0.5, the fit used to identify the non-zero peak did not give consistent results for high
temperatures, i.e. 7 = 1073 — 1072. In these cases, the non-zero peak would sometimes be
confused with the zero peak due to their close proximity. Therefore, the results for these
values should be taken with a grain of salt. We nevertheless wish to include them here to
provide a perspective of the behaviour at the boundaries of our time crystalline regime.

We find that in general, the position behaves according to a power law: z,., o< ¥*. However,
we see that in some cases there is a ‘kink’ in the curve at a critical value #.. This ‘kink’
becomes more pronounced as T or s is increased, as can be seen in Figure . For s = 0.5,
it is even visible at T = 1074 (see Figure . Furthermore, we find that its position is
dependent on the value of s. Whereas it lies around 4, = 0.2 for s = 0, it moves to 4. = 0.3
for s = 0.1, and 4. = 1 for s = 0.5.

In Figurel6.4] we analyse the values of the power law exponent before and after this transition.
We find that for 4 > 4. the exponent is equal to a ~ 0.5, regardless of the value of s or T,
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consistent with the results found in Chapter 5, When no ‘kink’ is visible, the curve seems to
follow this power law exponent for all values of 7. However, if there is a ‘*kink’, we find that
for 4 < 4, the value of « is larger than 0.5. The change in slope depends on both 7" and s.
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Figure 6.3: The position of the non-zero peak as a function of the damping constant , for
s =0, @s =0.1 and s = 0.5. The temperature is varied over a range of 7' = 10~*— 1072,
For s = 0.5, the results for the non-zero peak are less reliable at 7' = 1073 and 1072
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Figure 6.5: The amplitude of the non-zero peak as a function of the damping constant 7.
In @ all graphs are shown together for better understanding of the overall behaviour. The
results are also shown separately for @ s =0, s = 0.1, and @ s = 0.5. For each s,
the temperature is varied over T = 1074, 1073, 102, The results show that there exists a
critical value of 7, around which the amplitude has a discontinuity. This 7. depends strongly
on s and slightly on 7. For s = 0,0.1,0.5, we find that 5, = 0.2, 5. = 0.3, and 5, = 1.0,
respectively.

The amplitude of the non-zero peak will determine whether the oscillations are more impor-
tant in the behaviour of the particle than the localisation, which is associated to the zero
peak amplitude. Therefore, it acts as a natural order parameter for the time crystalline phase
in analogy to the spectral function in charge-density waves [22]. The results for the ampli-
tude of the non-zero peak are shown in Figure [6.5] We find that in general, after the phase
transition, the amplitude as a function of 7 is decreasing as 4 increases (see Figure 6.5(a))).
However, analysing the results separately for each value of s, we can see more clearly that
the behaviour can be divided into two regimes. This transition occurs at the same values of
7 as before, i.e. 5. = 0.2, 7. = 0.3, and 7. = 1.0 for s = 0, 0.1 and, 0.5, respectively. The
height of the amplitude before this transition is determined by the temperature. For high T,
we can see that the amplitude is increasing with 7, whereas for low T, it decreases. At the
critical point, A,, shows a sudden decrease. After this abrupt drop, the amplitude increases
slightly and all curves converge on a decreasing line. Notice that the stability of the curve
also changes. Before the drop, A,., changes smoothly with 7, while after it oscillates. This
could be indicative of a change from a ballistic to a diffusive regime.
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Figure 6.6: The width of the non-zero peak as a function of the damping constant 7. Inl@' all
graphs are shown together for better understanding of the overall behaviour. The results are
also shown separately for@ s =0, s =0.1, and@ s = 0.5. For each s, the temperature
is varied over 7' = 1074, 1073, 1072. The plots indicate a similar discontinuity as for the
amplitude of the non-zero peak. Similarly, the critical value is found for s = 0,0.1,0.5, at
Y. = 0.2, 4. = 0.3, and 7, = 1.0, respectively. Before the critical point, the width behaves
according to a power law, which depends strongly on s and weakly on 7.

The width of the non-zero peak, o,,., supports our previous findings, as a similar shift in be-
haviour is visible around 7, (see Figure . Before the phase transition, the width increases
according to a power law o< 7%, where 3 depends strongly on the value of s. We also find that
for low temperatures, T = 1074, the width does not follow this power law, but instead has a
less pronounced increase. At the phase transition, the width of the non-zero peak becomes
narrower, after which it slowly stabilises for all curves.
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Figure 6.7: The ratio of the amplitude and width of the non-zero peak as a function of 4.
In @ all graphs are shown together for better understanding of the overall behaviour. The
results are also shown separately for @ s =0, s = 0.1, and s = 0.5. For each s, the
temperature is varied over 7" = 1074, 1073, 10~2. Although a similar discontinuity is visible
around the critical value of 4. = 0.2, 4. = 0.3, and 7. = 1.0, for s = 0,0.1, 0.5 respectively,
the overall behaviour of the ratio goes according to a power law that depends strongly on s
and weakly on T.

Due to the nature of the Lorentzian fit used in the calculations, we also look at the ratio
between A,,., and o,,, (see Figure . This quantity is basically the figure of merit that
quantifies the ratio between oscillations and damping in oscillatory systems. Generally speak-
ing, this ratio is high for sharp peaks, and low for broad peaks. The ratio of the amplitude to
the width of the non-zero peaks is shown in Figure . The ratio follows a power law oc 72,
with 0 = 0.49, 0.48, and, 0.65 for s = 0,0.1, and 0.5, respectively. We notice that before the
critical point the curves are separated by temperature, whereas after the critical point they
oscillate, although they still follow a similar trajectory. This can be explained again by the
fact that v < 74, is the ballistic regime, and 7 > 7. is the diffusive regime.
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Figure 6.8: The ratio of the amplitude of the non-zero peak to the amplitude of the zero
peak as a function of ¥ for@ s=0and s =0.1 and for@ s =0.5.

The ratio of the absolute amplitudes of the non-zero peak to the zero peak is shown in
Figure [6.8] The ratio seems to be constant, except for small dips that occur at the same
critical values. For example, looking at the curves obtained for T = 1072, we see a dip at
Y. = 0.2, 0.3 and 1.0 for s = 0, 0.1 and 0.5, respectively. In general, the amplitude of the
zero peak is larger than that of the non-zero peak, regardless of the value of 7.
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Dependence on T

Let us now look more closely at the temperature dependence of the behaviour of the peaks.
We will start by examining the position of the non-zero peak, Z,.,, as a function of temper-
ature (see Figure [6.10)).

We find that generally Z,,.), is larger for smaller values of s and for larger values of 7. It slowly
decreases with temperature, until a certain critical temperature, 7., is reached, after which
Znzp gOes to zero. Due to the nature of our calculations, once the non-zero peak has become
so small, or has vanished completely, the Lorentzian fit used to calculate its characteristics
instead picks up the characteristics of the zero peak.

T. depends on both s and 7. For s = 0, this point lies around T. = 0.05, and a larger value of
7 increases the critical temperature slightly. However, for s = 0.5 it occurs at a much lower
temperature in the region 7 = 1073 — 1072, and a larger value of 4 decreases the critical
temperature.

It is important to remember in the discussion of the amplitude, width, and their ratio, that
the behaviour of the curves after this critical point is most likely only due to the presence of
the zero peak, as the non-zero peak is no longer visible after this point.
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Figure 6.10: The position of the non-zero peak as a function of T', shown in a log-linear scale
for s =0 and s = 0.5, and ¥ = 0.01,0.1, and 0.3. The position of the non-zero peak depends
strongly on both ¥ and s. For s = 0, the non-zero peak vanishes at temperatures above
T > 107!, whereas for s = 0.5 it vanishes at temperatures above T' = 1072,
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Figure 6.11: The amplitude of the non-zero peak as a function of T for @ s =0, and
s =10.5. ¥ =0.01,0.1, and 0.3. It should be noted that the results show only the behaviour
of the non-zero peak for temperatures below 7= 10~! and 7= 1072 for s = 0 and s = 0.5,
respectively.

Figure shows the amplitude of the non-zero peak, A,., as a function of T as determined
by the Lorentzian fit. For s = 0 (see Figure , we find that the amplitude increases for
low values of 4 with T', up until 7,. However, for ¥ = 0.3 the amplitude shows a very different
type of behaviour, it decreases with temperature. From our analysis of the y-dependence of
the non-zero peak, we may remember that there is a phase transition at 7. = 0.2 and for s = 0.
Here, we see that for values 5 < 7., the amplitude increases with T, but for values ¥ > Ve
it decreases. As the critical temperature is reached, the amplitude reaches a maximum, and
starts to decrease. After this point, there is an inflection point at 7'~ 2-10~! as the non-zero

peak is no longer present.

Figure shows the amplitudes for s = 0.5. The behaviour is the same as for low values
of s, but now the critical value 7. is equal to 1, and thus the curve at 4 = 0.3 is also in
line with the others. However, the inflection point (at which the non-zero peak disappears)
occurs earlier, around 7 = 3 - 1072,



6 INVESTIGATING THE POLES 56

g ’/"f—‘\\\—\\\.k\

1074+ $=0.5, 7=0.01
-=- 5=0.5, §=0.1
- 5=0.5, 7=0.3

Onzp
Onzp

10-¢

107 0.001 0.010 0.100 1 10 10 0.001 0.010 0.100 1 10

7 7
(a) (b)

Figure 6.12: The width of the non-zero peak as a function of T for @ s = 0, and @
s = 0.5. Tt should be noted that the results show only the behaviour of the non-zero peak
for temperatures below T'= 10"! and 7' = 1072 for s = 0 and s = 0.5, respectively.

The width of the non-zero peak shows a similar temperature dependence as the amplitude
(see Figure . For s = 0 and 7 < 4. = 0.2, the width of the non-zero peak slowly
increases until the critical temperature is reached. For values above the critical damping
constant 4 > 4., the width of the peak fluctuates around a much smaller value. After the
critical temperature is reached all curves converge on a decreasing path of equal slope. For
s = 0.5, the values of 4 used in the plots are smaller than the critical damping constant
and the width of the non-zero peak only shows a slight increase with temperature until the
critical temperature is reached.
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Figure 6.13: The ratio of the amplitude and the width of the non-zero peak as a function of
T for s =0, and @ s = 0.5. It should be noted that the results show only the behaviour
of the non-zero peak for temperatures below 7= 10"! and T = 1072 for s = 0 and s = 0.5,
respectively. Before this point, the ratio shows a slight, but stable increase.

Figure [6.13| shows the ratio of the amplitude to the width of the non-zero peak as a function
of temperature. For both s = 0 and s = 0.5, the curves show a gradual positive slope, which
becomes steeper after the critical temperature. As we have noted before, the amplitude and
width of the curve at ¥ > 4. fluctuate much more, resulting in a rather odd curve for the
ratio of s = 0 and ¥ = 0.3. However, it generally follows the same curve as the other two

values for s = 0 (see Figure [6.13(a))).
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Figure 6.14: The ratio of the amplitude of the non-zero peak to the amplitude of the zero
peak as a function of 7.

The ratio of the absolute amplitudes of the non-zero to the zero peak (see Figure
also reveals a critical temperature. Before the phase transition, the ratio of the amplitudes
decreases (i.e. the zero peak becomes larger than the non-zero peak as the temperature
increases) until it hits the critical temperature. We know that the non-zero peak after this
point does not exist, and the fit picks up the behaviour of the zero peak. This is reflected
by the fact that the ratio of the two amplitudes calculated goes to 1. These features explain
why the oscillations that we observed in the previous chapter exist for small temperatures
and the effect of temperature is to destroy them. This is analogous to the “melting” of the
time crystalline phase reported in Ref. [23].
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Dependence on s
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Figure 6.15: The position of the non-zero peak as a function of s, shown in both a @ linear
scale and a logarithmic scale, for T =10"% 1072 and 1072, and 4 = 0.01, 0.3, and 5.0.
The position of the non-zero peak depends strongly on 4 and slightly on T. @ and @ show
that the non-zero peak vanishes at s = 1 for all chosen values of 4 and T', after which only
the behaviour of the zero peak is picked up.

Finally, we look at the s-dependence of the behaviour of the non-zero peak. As before,
we start by examining its position as a function of s (see Figure . We see that the
position of the non-zero peak is higher for larger values of the damping constant 7, as also
previously established. Increasing the temperature by a factor of 10 only has a small effect
on the position of the peak, in comparison to the lower temperature. We also note that there
appears to be a phase transition around s. = 1. At this point, the position goes to zero, i.e.
the Lorentzian fit used in the calculation identifies only the zero peak. In the log-log plot (see
Figure |6.15(b))), it can be clearly seen that this phase transition occurs for all parameters at
roughly the same point, where there is a steep drop-off from the original curve.
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Figure 6.16: The amplitude of the non-zero peak as a function of s, for T = 1074, and 1073,
and 4 = 0.01, 0.3, and 5.0. The amplitude for 4 = 0.3 is much smaller than for ¥ = 0.01 and
7 = 5.0. After s = 1, the results show the behaviour of the zero peak as the non-zero peak
has vanished.

The amplitude of the non-zero peak (see Figure increases slightly with s, until the
phase transition occurs at s = 1. After this point, the non-zero peak is no longer visible
as we concluded from Figure [6.15. The results at s > 1 are, in fact, showing the behaviour
of the zero peak, which indeed reaches a constant amplitude, similar to what we saw in
Figure The difference in absolute value of the amplitudes in both figures can be
explained by the different calculation methods used for the zero and the non-zero peak.
Interesting to note is that before the critical s. = 1, the amplitude of the non-zero peak is
lower for the curves at 4 = 0.3 (red and green) than for 4 = 5.0 (purple and brown) for the
values s < 0.2. Remembering that there is a critical damping constant 4. that shifts from
Y. = 0.2 to 4. = 1 as s increases, we can conclude that the curves at v = 0.3 fall precisely
at this phase transition. We saw in Figure that at this transition the amplitude of the
non-zero peak has a sharp decrease. As s > 0.2, the critical damping constant increases, such
that the red and green curves now have ¥ > 7.. As we saw in Chapter [4, the parameter s
controls the dependence of the spectral function in frequency and marks the different regimes
of diffusion. For s < 1, there is a sub-ohmic regime, s = 1 is ohmic, and s > 1 is super-ohmic.
Therefore, the universality of the phase transition in s seems to indicate that this change of
regime drastically affects the time crystalline behaviour.
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Figure 6.17: The width of the non-zero peak as a function of s, for T = 10~%, and 1073,
and ¥ = 0.01, 0.3, and 5.0. The width for ¥ = 0.3 is much smaller than for ¥ = 0.01 and
7 = 5.0. After s = 1, the results show the behaviour of the zero peak, as the non-zero peak
has vanished.

The results for the width of the non-zero peak as a function of s are shown in Figure
The width is fairly constant until the phase transition, after which it shows a gradual decrease
to a lower constant. Although the curves for different damping constants were separated by
damping constant before the transition, they come together after it. In addition, the curves
at 4 = 0.3 (red and green) are again affected by the critical region of the damping constant,
as they are lower than the curves at 4 = 5.0 (brown and purple).
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Figure 6.18: The ratio of the amplitude and the width of the non-zero peak as a function of
s, for T =10"* and 1073, and 4 = 0.01, 0.3, and 5.0. The ratio quantitatively depends on 7,
but the qualitative behaviour is generic. After s = 1, the results show the behaviour of the
zero peak, as the non-zero peak has vanished.

Using these results, we can compute the ratio of the amplitude and width (see Figure .
We see that this ratio is constant before the phase transition, and increases afterwards to
a higher constant value. The curves are clustered by the value of damping constant before
s. = 1, but converge to a universal curve once this critical point is reached.
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Figure 6.19: The ratio of the amplitudes of the non-zero peak and the zero peak as a function

of s.

The ratio of the absolute amplitudes of the non-zero to the zero peak is shown in Figure(6.19
In the sub-ohmic regime (s < 1), the curves are clustered by the value of T regardless of 7.
The erratic behaviour at s = 1 signals the phase transition. At this point, the non-zero peak
disappears and the Lorentzian fit has trouble identifying the correct amplitude. As we go
further into the super-ohmic regime (s > 1), the ratios converge to the same curve, which

behaves exactly as the zero peak.
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7 Conclusion

In this thesis, we have looked at a particle-bath system from a time crystalline perspective.
In analogy to the Caldeira-Leggett model, explained in Section [, we have taken a particle
and coupled it to a thermal reservoir. However, instead of harmonic oscillators, we used a
bath consisting of two-level systems, which only have two energy levels available. As a result
of this change, we have seen that the spectral function, which controls the influence of the
reservoir in the system, now depends on temperature, such that the dynamical behaviour of
the system is more sensitive to it.

We have calculated the equations of motion for the particle and solved them numerically to
determine its behaviour. As expected from the literature [1], the particle exhibits oscilla-
tory motion in the sub-ohmic regime. Ref. [I] showed that this system exhibits persistent
oscillatory motion in the sub-ohmic regime that resembles time crystalline behaviour. The
main goal of this thesis has been to determine which parameters govern the limits of this
time crystalline regime. We have analysed the position of the particle center of mass, ¢(t),
in both the time and the frequency domain, focusing our attention on three parameters: the
damping constant 7, the temperature 7', and s, a real number determining the long time
properties of the bath.

A qualitative analysis of the dynamical equation for the particle indicates that both temper-
ature and s play a large role in determining the time crystal regime. At low temperatures
(T = 107%), oscillations occur at all values of s < 1, although they are more damped for
higher values of s. When T is increased by a factor 10, the oscillations become increasingly
damped for all values of s < 1 except for s = 0, which appears more robust to temperature
changes. However, if T is increased further, all oscillations eventually disappear and the
particle position becomes constant, reminiscent of a glass phase. Moreover, by increasing s
or T', the amplitude and period of the oscillations also increases.

We also investigated the behaviour of the poles of the Laplace transform ¢(z) in the frequency
domain as a function of v, T', and s. We found that the time crystalline regime is characterised
by the appearance of a second “non-zero” peak in the frequency domain. The position of
this peak on the imaginary axis corresponds directly to the period of the oscillations of the
particle, i.e. the characteristic frequency. Its amplitude and width, on the other hand, inform
us about the robustness of the oscillations.

We found that while s and 7" mainly determine whether the system forms a time crystal, the
value of v determines more strongly its characteristic frequency.

The parameter that poses the biggest restriction on the boundaries of the time crystal regime
is s. For 0 < s < 1, a time crystal can be formed, although it seems to be more robust at
low temperatures and small values of 7. At s = 1, a phase transition occurs after which the
non-zero peak, and thus the time crystal, disappears. T also plays a role in determining the
boundaries of the time crystal regime. When s is small, e.g. s = 0, the critical temperature
below which the system forms a time crystal is 7, = 10~!. However, as s is increased, 7.
decreases. For example, for s = 0.5 the critical temperature can be as low as 1073. While ~
does not significantly influence the limits of the time crystal phase, it does play a large role
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in the characteristic frequency of the oscillations of the particle. This frequency increases
according to a power law v*. However, there seems to be a critical value 7., which depends
on s and T', which indicates a transition between two phases with slightly different behaviour.

In conclusion, a time crystal can only form in the sub-ohmic regime. Moreover, the further
we increase s, the more we have to lower the temperature to preserve the time crystal phase.
Finally, the characteristic frequency of the oscillations is largely determined by ~.

Outlook

There are several options to continue this research. It may be interesting, for example,
to further investigate the robustness of the time crystal regime. One could switch on an
oscillating electric field and analyse how the system behaves accordingly. It is also possible
to test the systems robustness to a change of initial conditions, out of the criteria to establish
a time crystal phase.

Another possibility is to look at the equation of motion of the relative coordinate £(t) to get
a more complete picture of the behaviour of the system coupled to the bath.

Typical values of the constants can be estimated to see whether this model can be realised in
a realistic experimental setup and the time crystalline phase observed. Further, the effects
and interplay of an interacting reservoir can be interesting to investigate. A final extension
would be to use an effective Hamiltonian language, dealing with non-Hermitian Hamiltonians
[24], and see whether these results can be obtained in this language and how it connects with
the imaginary time crystals observed in such systems [25].
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A SQUIDs and Josephson Junctions

In superconductors, electrons can condense into a ‘macroscopic quantum state’, which can
be described with a single wave function 1, depending on the density of quasi-particles in
the macroscopic state ng and a common phase ¢

Y = \/nge’?. (A.1)
The electric current density J for particles in a vector potential A can be calculated using

*2A
sz*[w Vo — 6] - =y

B B 715 (hV - —A), (A.2)
m* &

where e* is the electric charge and m* is the mass of the condensate. Another formula for
the current density is J = ngse*v, which in combination with Eq. (A.2]) gives us AV =
m*v + e*/cA. We can integrate this expression over the endpoints 1 and 2 of the system to

find ) )
/ (m*v + %A) - dr = / WV - dr = h(ps — ¢1). (A.3)
1 1

By setting ¢, = 1y, we effectively create a superconducting ring. The phase difference
between the wave functions of the endpoints must therefore become an integer multiple of
2m. We can rewrite Eq. to find an expression for the total magnetic flux through a
superconducting ring

7{ (m*v + G—A) car= & 7{ (AT +A) - dr = 2rhn, (A4)
C C

with A = m*c/e*?*n, and n an integer. For e* = 2e, we find

27rhc
2e

%(AJ +A)-dr n = noo, (A.5)
where ¢y = hc/2e. For a simply connected ring J and A are continuous, which means that
the integral on the left hand side of Eq. will be zero. However, this is not the case for
thick rings. When we choose an integration path in the centre of the ring, where the current
J is zero, we find that the magnetic flux through the ring is quantized in units of ¢y = hc/2e.
So the total magnetic flux through a ring is given by

¢ = noo, (A.6)
where n is an integer number.

Instead of using a normal superconducting ring, one can also create a SQUID (Supercon-
duction QUantum Interference Device) ring, which is closed by a Josephson junction. This
junction consists of two superconductors separated by a non-superconducting material of
thickness d. When d is small enough for the superconducting wave functions to overlap, the
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Schrodinger equations become coupled. This is the defining feature of the Josephson junc-
tion. Due to this coupling, the current through the junction becomes dependent on the phase
difference between the superconductors. As a result, a constant current, up to a critical value
Jo, can develop without generating a voltage. In other words, electrons can tunnel through
the junction without any resistance. This is called the Josephson effect.

The quantisation of the magnetic flux through a SQUID ring is also dependent on this phase
difference @. To show this, we calculate the current density of the ring as before, but we
change the boundaries of our integral to explicitly include the Josephson junction. We start
by rewriting the integral over the current density from Eq. (A.2), using ¢ = e*¢y/27h

2 2, 6
/J-dr:/ i (thp——A)-dr
1 1 mr

* * 2
:”seh/ V- dr — ¢ hzl/ A dr. (A7)
m* )y m* ¢g Jy

The left hand side of this equation is zero for a path that lies deep within the ring. The
integral in the second term on the right hand side is the total magnetic flux, ¢, through
the ring, when we integrate over a closed loop (2 = 1). This approximation is valid for a
continuous vector potential A. For the first term on the right hand side we can rewrite the
integral over the path through the ring to an integral over a closed ring minus the integral
over the junction. This gives

/V(p dr—%Vgp dr—/V@ dr

=2mn — (p1 —
=2mn — @, (A.8)
where we define the phase difference ¢ = ¢ — 5.

Combining these results, we can now write down the quantization for SQUID rings

6+ 26 =ngy (A.9)
s
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B Solving the Forced Harmonic Oscillator Path Inte-
gral

We have a harmonic oscillator driven by a time-dependent force f(t). The action describing
this system is given by

. m ., mw?
Slxz(t)) = | L(z(t),z(t))dt = & () — 5 z(t)” + f(t)x(t)dt. (B.1)
Varying the action with respect to x(t) gives us the equation of motion
mi + mwr = f(t). (B.2)
We want to find an expression for the action in terms of the beginning and end points of the

system. We will start with an integration by parts of Eq. (B.1))

2
=f(t), using Eq.

:%(m%+;WO(@ (B.3)

For the harmonic oscillator, we assume that z(t) is of the form

m t g
SZ—MW—/-47m+mwx-aﬂm¢
ta N——

2(t) = A(t)e™! + B(t)e . (B.4)

Calculating the derivatives @(¢) and Z(¢), and using the equation of motion, we can write
down expressions for A(t) and B(t).

t 123
Aa + Ab + l f(S) e—iws ds — 1 f(S) e—iws ds

A(t) = B.
®) 2 2 J;, 2imw 2 ), 2imw (B5)
B, + By Y f(s) L f(s)
B(t) = - ws gg 4= [ LU sy B.6
Q 2 2 2w’ T2, 2me” (B-6)

where A, = A(t,) and A, = A(ty) (and similarly for B, and B,) are expressed at the
boundaries. From now on, we will also drop the explicit time dependency for clarity, i.e.
A(t) = A and B(t) = B. Using these expressions, we can rewrite the terms in Eq. (B.3)

it ) . Y ) )
[L’iL" b — g (A2 2iwty BQB 2iwty A262zwta + BQGQZth) (B?)
ta b a a

tp tp
f<)dt f()(Aezwt+Aezwt+Bezwt+Bezwt)dt

ta
ty
/ / f2 2 smw s)dsdt — / / f2 2 smw( s)dsdt.
mw miw

(B.8)
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sinw(tp—ta)
sinwT

mw 1 w a w —iw o iw a
S[z] = ST { [AQ( (Btv—ta) _ piw(totta) )+A2( (ty=3ta) _ piw(tott ))

Multiplying both terms by 1 = , the action becomes

+B? (e_ w(3ty—ta) _ e—iw(tb+ta)) + B2 (eiw(tb—?)ta) _ e—iw(tb-i-ta))} (B.9)

" M [(A +Ab)( w(ty—tat+t) _ fiw(tbftaft))

. dimw
a

(B +B ) ( w(tp—ta—t) e—iw(tb—ta—l-t))} dt (BlO)

t— i ty — t,)dsdt
/ta 5 2m2w2 smw( s) sin w(ty )ds

bt f(s) :
/ 2m S22 sinw(t — s)sinw(t, — t,)ds dt} : (B.11)

This expression looks very complex, but it can be rewritten into a simpler form using some
useful trigonomic identities. We start by rewriting Eq. (B.10]), using

(e ltomtatt) _ gmiwlhta=t)) — 24 (e™te sinw(t, — t) + e sinw(t — t,)) ,
(ei“(tb_t“_t) — e_i“’(tb_t”t)) =2 (e_i“’t“ sinw(ty, —t) + e “ sinw(t — ta)) )

Furthermore, we can use the expressions for xa = x(t,) and x, = z(t;) calculated from Eq.
(B.4) in combination with Eq. (B.5)) and Eq. to find

iwtq —iwtq __ g f( )
Ape™' + Bpe =, — ——sinw(t —t,)dt

t, MW

iwtb —iwtb _ tb -f( )
Ay + Bue = x5 — —~sinw(t, — t) dt.

¢, MW

Substituting these expressions back into Eq. (B.10) gives
K f (t) . .
Eq.(B.10) = — [2% sinw(ty — t) + 2z, sinw(t — t,)] dt
ty f
/ / [sinw(ty, — t)sinw(s — t,) + sinw(ty, — §) sinw(t — t,)] dt.

2m2w2
(B.12)
In order to rewrite Eq. (B.11]), we will need the following trigonomic identity
sin(a — b) sin(c — d) = sin(a — ¢) sin(b — d) — sin(a — d) sin(b — ¢). (B.13)

Using this relation, we get

Eq.(B.11) = n M [sinw(t — t,) sinw(ty, — s) —sinw(ty, — t)sinw(s — t,)] dsdt

22
ta ta
ty tb )
/ 2m2w2 [sinw(t — t,) sinw(t, — s) — sinw(t, — t) sinw(s — t,)] dsdt.
(B.14)
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All the double integrals in Eq. (B.12) and Eq. (B.14) can be combined using simple substi-
tution methods until we arrive at the following expression

ty iy t
2 /ta /t % sinw(ty — t) sinw(s — t,) ds dt. (B.15)
All that remains is to rewrite Eq. . It can be checked that it is equal to
v
Eq.(B.9) = (z; +22) coswT — 2xpx, + [zgsinw(ty, —t) + apsinw(t —t,)] dt. (B.16)
b, MW

Therefore, we can write down the final expression for the action of a forced harmonic oscillator

mw
2sinwT

Slx] = X {(xb + 22) coswT — 2742,

“’f()

+2 [ma sinw(ty, —t) + xpsinw(t — t,)] dt

2/t:b /ttb % sinw(t, — t)sinw(s — t,) ds dt}. (B.17)

The propagator, or kernel, of the forced harmonic oscillator is given by the path integral

K= N/: Dx(t) exp {%S[xcl(t)]} , (B.18)

where x, = z(t,) and x, = (), and N a normalisation constant. To calculate the kernel for
the quantum mechanical forced harmonic oscillator, we can perform a perturbative expansion
around the classical path, z.(t). We take

w(t) = xq(t) +£(1), with {(t.) = &(t) = 0. (B.19)
The kernel then becomes
i =0 i
K= Newp {250t | [ e {5t} (8.20)

with S[E(t)] = m/2 [[€2 — w22 dt = m/2 [ £[-0? — w?€] dt, the action of an unforced har-
monic oscﬂlator

We would like to calculate the path integral over the quantum fluctuations, so therefore we
must calculate the action for the harmonic oscillator. We assume the usual wave function for
the harmonic oscillator, and make a Fourier expansion.

§t) =) ardn(t) (B.21)

O(t) = || ——sin (lm(t - t“)) , (B.22)
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where ¢(t,) = ¢(t,) = 0. This assumption allows us to write down the eigenstates, Az, for
the harmonic oscillator

L) é(t) = Medu(t), with A — (tbk_“t ) 2 (B.23)

Substituting Eq. (B.21) into the action, we find that S[¢] = m/2 Y, AraZ, which reduces the
path integral Eq. (B.20]) to a product of Gaussian integrals, which can easily be evaluated

K = Nexp {%S[xcz(t)]} /5 " Dlan. i exp{;—TZ ; Akai}

a=0

— N exp {%S[xcz(t)]} (Hk%)‘ol

_ \f/\fj\_/l Siggztb—_tat)a) exp{%S[wcl(t)]}, (B.24)

where N* has absorbed the normalisation constant from the path integral and where we have

that is left for us to do is to find the prefactor N*/+/ M, which can be found by calculating
the propagator for the free particle. Using the Hamiltonian for a free particle, H = p*/2m,
we find the following propagator

made use of the Fourier series for sine functions, II, <1 — (%)2> = ST iy the last line. All

Ky = (aylert =tz

From this, we infer that N* /v M = ST

propagator of the forced harmonic oscillator

K= \/ . hsi;;"‘gtb e {%S[a:d(t)]} | (B.26)

which gives us our final expression for the
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C Density Operator

We will also need to calculate the expression for the density operator of the environment,
p(x,2"). For thermodynamic systems, the density matrix can be calculated using the partition
function, Z. It is given by

p(z,2") = %<x|exp(—ﬁH)|x/>, with Z = / dz(zlexp(—LH)|x). (C.1)

Because the heat bath in the Caldeira-Leggett model consists of harmonic oscillators, we use

the following Hamiltonian
2 2
P mw® ,
H=_— . C.2
om T 2 ¢ (©-2)

Using the Wick rotation 8 = 1/kgT = 7/h, we can now recognize Eq. (C.1]) as the Euclidean
propagator of the harmonic oscillator, which we can easily write down

1 mw 1 mw
_CH N ——— ————— [(2* + 2™ coshwr — 222'] ¢ .
(x|exp( h T)|x> 2rhsinhwr exp{ h2sinhwr [(x %) coshwr acx]}
(C.3)

The partition function reduces to Z = (2 cosh ABw—2)~'/2, which leaves us with the following
expression for the density operator

n _ [mw(coshhpw — 1) . mw 5 o
plz,a') = \/ T sinh i exp{ Shsinh e [(z* + 2®) cosh hfw — 2z2'] » . (C.4)
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