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Abstract

Facial beauty classification is a relatively new area of research in the field of computer vision,
which has been easier to study due to the emergence of social media platforms. The concept of
facial glow has not been extensively researched in computer vision, and hence, there is a lack of
computational approaches and no available databases or previous studies. This master thesis pro-
ject aims to address this gap in the literature and real-world application by training an algorithm
to automatically classify facial beauty and glow based on the analysis of facial images, using cri-
teria identified from the literature. Additionally, a subset of the CelebA dataset is annotated with
facial glow labels in order to create a labelled dataset for the feature facial glow.

To limit the risk of Western bias, the influence of cultural and regional differences on perceptions of
facial glow are taken into account by using participants for the annotation from different cultural
backgrounds. The CelebA dataset is annotated by participants from various countries and regions,
providing a diverse perspective on facial beauty and glow.

Additionally, a native language experiment is conducted for the study. The experiment has two
important components, namely native language search in the native search engine and usage of a
VPN to connect to different local servers across regions. This experiment adds an extra layer of
insight into the cross-cultural perceptions of facial beauty and glow.

The primary algorithms for classification in this study are the VGGNet models, both VGG16 and
VGG19. Multiple algorithms are trained in order to evaluate the performance of deep learning
methods. Expanding on these models Siamese networks are used to improve the performance and
classification. The advantage of the Siamese networks is the ability to compare and classify images
based on the similarities and differences, rather than on individual features. This approach enables
the algorithm to identify subtle variations in facial features, which can be used as indications of
facial beauty and glow. Based on the results the VGG models have significant better performance
than the Siamese Networks.

This study contributes to the advancement of computer vision techniques for facial analysis fo-
cused, especially on facial beauty and glow, and provides a foundation for further research in this
emerging field. Moreover, it also emphasises the use of a more diverse and inclusive approach to
the subjective notion of facial beauty and glow.
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Chapter 1

Introduction

1.1 Problem Statement

1.1.1 Facial beauty recognition

Facial beauty and glow are important concepts in our society, as they are often associated with
attractiveness, health, and overall well-being. Human preferences for facial beauty and beauty in
general, develop over time and are influenced by social-cultural context. A few decades ago, beauty
standards were previously disseminated to the public using traditional media, like newspapers and
magazines. The emergence of social media has increased the reach of beauty standards and their
cross-cultural influence. This cross-cultural influence and the exposure of these beauty standards
to a broad audience contributed to a more complex and nuanced notion of facial beauty. As
a result, the beauty industry is facing challenges in creating effective marketing content. The
cross-cultural notion of beauty and glow challenges the one-size-fits-all approach to beauty and
glow. Applying a universal approach with the underlying assumption that everyone has the same
preferences and values is no longer sustainable. Rather a more diverse and nuanced approach is
necessary in order to take into account different cultural perspectives on beauty.

A theory already incorporating the idea of subjectiveness is the Kantian theory. The Kantian
theory of aesthetic judgement is a good framework to understand the subjective human evaluations
of beauty. According to Kant, aesthetic judgement is based on the subjective feeling of pleasure or
displeasure that arises from the perception of the form. Applying this framework to the concept
of facial beauty and glow leads to the following. Individuals are perceiving beauty and glow based
on their own perceptions and experiences. These perceptions are influenced by various factors,
including cultural, social and personal norms. Beauty and glow therefore are not merely an
objective property of an object or subject, but rather a subjective experience that is influenced by
individual interpretations. Hence, it is important to recognise the subjective nature of beauty in
order to understand the diversity of perceptions on facial beauty and glow across different cultures
and regions. Therefore creating an objective notion can be difficult [Kant, 2000].

The perception of objects in reality is highly influenced by an individuals cultural, social and per-
sonal norms. Therefore, judgements of facial beauty and glow are highly subjective and biased.
Recent technological advances have enabled the development of algorithms that outperform hu-
mans in the classification of facial beauty. These algorithms are widely used for effective and target
marketing campaigns. However, the limitation of these algorithms is the bias towards Western
beauty ideals. for instance, a search for the term beautiful face on Google will results in predomin-
antly images of Caucasian individuals. The key problem is challenging this Western beauty ideal
by using cross-cultural influenced dataset.
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1.2. RESEARCH APPROACH CHAPTER 1. INTRODUCTION

1.1.2 Facial glow recognition

Previously, there has been a lot of research on facial beauty classification with the use of algorithms.
Most of these algorithms are typically trained on large datasets of annotated facial images. The
algorithms use different learning techniques, such as learning soft and hard biometrics in order
to correctly classify whether a facial image is attractive or non-attractive [Terhörst et al., 2020].
The concept of facial glow is relatively new and maybe more subjective than facial beauty. While
there have been studies that investigate the effects of lighting, makeup and skincare on facial glow,
there is no clear and objective definition of what constitutes facial glow. Moreover, because of the
lack of research in this field, there are still no datasets available annotated specifically for facial
glow. The lack of the existence of an annotated dataset for this purpose makes supervised learning
impossible.

The main challenge of the classification of facial glow is the broad diversity of interpretations.
Some studies define facial glow as the lack of tiredness or aging [Flament et al., 2020]. A young
skin would therefore be a criteria for the classification of facial glow. On the other hand, some
scientists suggest a more subjective definition of facial glow, with genuine happiness as one of
the necessary components [Sheldon et al., 2021]. Facial glow has no agreed-upon definition or
standard measure and the interpretation of facial glow can vary per context. As a results, there is
no ground truth or reference point for facial glow, which makes classification difficult. However,
successfully detecting facial glow leads to improvements in general health care, dermatological
diagnoses and effective marketing campaigns for skin-care products. In dermatological diagnoses
it can be used as a measure to indicate various skin conditions or diseases.

In this study diverse dermatological and medical papers are used in order to set a ground truth
for facial glow. The definition of facial glow encompasses a collection of facial attributes, among
which are smoothness, hydration and even skin tone without spots and blemishes.

1.2 Research Approach

1.2.1 Research questions

As previously mentioned the challenge of cross-cultural biases remain in facial beauty and glow
detection, despite the technological advances. Thus, the aim of this thesis project is to investigate
requirements for the classification of facial beauty and glow while limiting the risk of cultural and
social bias. The main research question is as follows:

How can classification algorithms be developed for facial beauty and glow while incorpor-
ating cross-cultural complexity?

The research question can be divided in the following chronological sub-questions:

• Sub-question 1. What are the criteria for the classification of facial beauty and facial
glow?

• Sub-question 2. How is the social-cultural context influencing the requirements of the
perceptions of facial beauty and glow?

• Sub-question 3. What are existing computational approaches for detecting facial beauty
and glow (and how are they influenced by these social-cultural bias)?

• Sub-question 4. What are ethical implications of the classification of facial beauty and
glow?

The aim of Sub-question 1 is to identify criteria or requirements for determining facial beauty
and glow. A lot of studies have been done on the concept of facial beauty, while facial glow is
relatively new without a set ground truth. Therefore, the first step is to create a clear and objective
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definition, which can be used for the classification. As mentioned previously, the concept of facial
glow and beauty are highly subjective and influenced by social-cultural factors.

Sub-question 2 investigates the factors influencing the perception of facial beauty and glow.
Social-cultural factors can include historical, geographical, ethical and cultural values. This sub-
questions also emphasised the need for a more inclusive and diverse dataset.

Sub-question 3 focuses on the existing machine learning techniques and the applications in facial
beauty and glow detection. Different machine learning techniques are compared in order to use
the most appropriate models for this study. Namely, the different state-of-the-art models, such
as the two VGG algorithms. Moreover, not only traditional neural nets are investigated, but also
Siamese networks in order to improve the performance of the classification.

Finally, it is important to not only focus on the performance of the model but also investigate
the ethical implications of the study, which is incorporated in Sub-question 4. Automatic
classification of facial beauty or glow can lead to certain beauty or glow standards, which should
be evaluated.

1.2.2 Research method

This master thesis project is divided into distinctive parts, each aimed to answer one of the sub-
questions. The diverse nature of the sub-questions lead to different research methods. The main
methods used in this thesis projects are: literature study, modelling and experimental analysis.
The literature study is used as a foundation for a clear and objective definition of facial beauty and
glow. Additionally, it is used to provide theoretical background and select the right features and
techniques for the classification. For a better understanding of the objective definition of facial
beauty and glow the literature research reveals underlying objectives of these concepts in both
technical terms and everyday explanations. Sub-question 1 is answered by conducting a literature
study.

Moreover, the following experiments are executed in this master thesis project:

1. Annotation of the dataset by a diverse and inclusive group of participants.

2. Native language search using local servers.

3. Testing the best performing model on a diverse dataset.

As mentioned before, a facial glow annotated dataset is lacking, which is necessary for the super-
vised methods using in this master thesis project. Therefore, there is a need for a newly annotated
dataset. A subset of the CelebA dataset, including 2000 images, is annotated with the label Glow-
ing. This dataset is used to train and test the models and evaluate the performance.

The second experiment is conducting a native language search using the corresponding search en-
gines in different countries across the world. The results of the native language search is creating a
new dataset by downloading the image results. This experiment has both a qualitative evaluations
and quantitative evaluation.

The last experiment is testing the bias of the best performing model to a more diverse dataset
in order to see how the model is performing on facial images of people with a different culture
background. The UTKface dataset is used for this purpose due to the high variety of different skin
types, colours and forms. The aim of this experiment is to uncover the difference in perception of
facial beauty and facial glow for different ethnicities.

1.2.3 Model and Annotation measurements

The performance of the facial beauty and glow recognition pipeline for the automatic classification
can be evaluated by several metrics. The following metrics are used in this study by using the
classification report:
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1. Accuracy: the percentage of correctly classified instances.

2. Precision: the ratio of correct classified positives and wrongly classified examples (false
positive).

3. Recall: the ratio of true positives and the wrongly classified examples (false negatives)
[Sokolova et al., 2006].

4. F1-score: the harmonic mean of precision and recall [Lipton et al., 2014].

5. Confusion matrix: overview of the wrong and correctly classified labels [Sokolova et al., 2006].

All models are compared to each other using the performance metrics shown above.

For the experiment with the human annotators the Fleiss’ Kappa coefficient is used in order to
calculate the agreement score between the annotators.

1.3 Thesis outline

This master thesis is structured as follows. In Chapter 2 sub-question 1, 2 and 3 are addressed. The
requirements of an objective notion of facial beauty and glow are determined by using a literature
study. Additionally, social-cultural influences are also investigated, including their influence on
the perception of facial beauty and glow. Finally, different state-of-the-art models are compared,
including the VGG16, VGG19 and Siamese networks.

In Chapter 3 the general methodology of the thesis is discussed in more detail. The methodology,
results and discussion of the three different experiments are discussed in chapters 6, 4 and 5, for
respectively the human annotation, classification task and the native language search. The three
experiments are separated in order to increase the readibility of this thesis.

In Chapter 7 the general discussion can be found, followed by the conclusion for all experiments
in Chapter 8.
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Chapter 2

Literature Study

2.1 Introduction

This chapter includes a comprehensive literature review of the concepts of facial beauty and glow.
This chapter also provides insights on how social-cultural factors are influencing, shaping, and
changing perceptions of facial beauty and glow, hence contributing to the development of beauty
standards. The aim of this chapter is to provide well-defined criteria for both facial beauty and glow
in order to enable computational classification possible. These well-defined criteria are necessary
for the experiment as explained in Chapter 3.

2.2 The History of Facial Beauty and Glow

2.2.1 History of the Perception of Facial Beauty

Facial beauty has been a popular theme of human interest. Even in ancient Greece mytho-
logy, humans were interested in the concept of beauty and created stories about beautiful women
causing wars, such as Helen of Troy [Blondell, 2013]. The perception of beauty however does
not remain the same, but changes rapidly and is a dynamic concept highly influenced by so-
cial and cultural changes. Beauty standards however do not only vary over time periods but
also across different regions and different cultures. Despite the dynamic nature of facial beauty,
some commonalities can be derived from all the beauty ideals over the years [Konstan, 2014,
Thomas and Dixon, 2016].

One of the similarities in the perception of facial beauty is the application of the golden ratio,
which is derived from the ancient Greek beauty perception. The ratio is applied to facial features
and is defined as the mathematical ratio of 1.618. This is according to some mathematicians
and scientists the ideal proportion for aesthetic beauty. The golden ratio can also be found in
art, especially during the Renaissance period. Different artists, such as Da Vinci, Boticelli and
Michelangelo applied the golden ratio and facial symmetry in their paintings and sculptures. An
example of the golden ratio applied in art is the famous painting Mona Lisa as can be seen in
Figure 2.1 [Livio, 2002, Singh et al., 2019].

Another important requirement of facial beauty throughout history is the smoothness of the
skin, which is depicted in Greek and Roman sculptures, but also in drawings of other cultures,
such as the ancient Egyptian culture. The smoothness of the skin is also an indicator for facial
glow [Romm, 1989, Prokopakis et al., 2013, Zhang et al., 2017a].

There are also large differences in the perception of facial beauty throughout history. Ancient
Romans preferred strong defined features, such as a jawline and straight nose, while ancient Egyp-
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Figure 2.1: The Golden Ratio in Da Vinci’s Mona Lisa

tians’ perception was focused on a high forehead and arched eyebrows. Over time the perception of
facial beauty changed and evolved, especially with the emergence of globalisation. Instead of pale
skin, which was an indicator for wealth during the medieval times, a sun-kissed skin became the
indicator of beauty and wealth. [Olson, 2009, Wilner, 1931, Heppt and Vent, 2015, Eldridge, 2015,
Dimitrov et al., 2023].

From the early 20th century, artists challenged the traditional facial beauty standards when the
modernist movement emerged. Artists like Pablo Picasso introduced cubism, changing the percep-
tion of facial beauty into more radical and grotesque. In the 21st century, there is more emphasis
on natural features and more inclusive perception. Diversity, natural and more inclusive ideas are
keywords in the present-day artistic perception of facial beauty [Cohen Jr, 1991, Fernandez, 2001,
Samizadeh, 2022].

2.2.2 History of Facial Beauty Practices

Not only the perception of facial beauty has changed and evolved over the years, but also through-
out history people have used different beauty practices in order to enhance facial beauty or glow.
Different cultures and regions used their own products and ingredients in order fulfil the criteria
of facial beauty.

For instance, in ancient Egypt the use of kohl for dark eyebrows and eyelashes was popular, in-
cluding using different kind of oils and creams in order to moisturise the skin. While in ancient
Greece and medieval period, people had a preference for a pale complexion, using white lead
powder and chalk to create this. A pale complexion was a sign of wealth, due to the fact that
people with a tanned skin, often worked in the field under the sun. In China a similar per-
ception of facial beauty was considered, using crushed pearls and jade to create a pale glowing
skin [Shafik and Elseesy, 2003, Westmore, 2001, Yu et al., 2017, Eldridge, 2015].

In the last few years, the beauty industry has become highly dependent on social media, which
includes more targeted advertisements. Additionally, society does not accept the one-size-fits-all
approach, due to the complexity of nowadays societies (including a mixture of ethnicities). Instead
of using chemical products, women are more nudged into using chemical-free creams, lotions, and
serums in order to moisturize and protect the skin. Makeup is more focused on enhancing and
strengthening natural features instead of creating a mask.
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2.2.3 Facial Beauty and the impact of Technology

Another important change in the history of the perception of facial beauty is the impact of techno-
logy. The impact of technology can be distinguished in two parts: medical and photography.

Before, the 19th century the only way of portraying and capturing beauty was by using paintings
or sculptures. Nowadays, photography enables people to capture facial features in a different way.
With the rise of social media, the rapid increase of images also led to a more diverse and inclusive
beauty perception.

Before social media, images were shown in magazines and billboards. Hence, the images were
displayed only from the creator’s intention with limited input from society [Eggerstedt et al., 2020].
However, now social media is taking over, which means that the idealised versions of beauty are
unattainable due to the high inference of society and preferences [Henriques and Patnaik, 2020].
The one-size-fits-all approach is not sustainable any more in such a diverse society. Traditional
Western beauty standards are therefore not the only criteria in the perception of facial beauty or
glow [Laughter et al., 2023, Dimitrov et al., 2023, Oranges et al., 2016, Larrabee, 1997].

Technology also increased worldwide travel, which lead to globalisation. Due to the globalisation
cross-cultural interaction is possible and has a great impact on the perception of beauty. The per-
ception of facial beauty is influenced by other cultures and a new perception is born. An example
is the growing popularity of Korean beauty ideals and standards. The benefit of globalisation is
the rise of a more diverse and inclusive perception of beauty. For instance, a few years ago not all
skin shades for foundation were available, while nowadays a range of different colours are available
for public (see Figure 2.2) [Palma et al., 2017, Koon, 2021, Samizadeh, 2022].

Brands become more and more aware of the need to represent every skin tone, body type, and
beauty ideals [Navarro, 2020]. These changes are not only seen in product offerings but also in
marketing campaigns. One notable marketing campaign is for example hiring models with Vitiligo,
a rare skin disease that leaves the patient with uneven skin colour [Sisti et al., 2021].

Figure 2.2: Diversity and more Inclusive Fenty Foundation

2.3 Objective definition of Facial Beauty

The perception of beauty has commonalities throughout history and different cultures. Based on
literature and previous studies the following objective criteria are chosen to be discussed in this
chapter:

1. Golden Ratio: the mathematical ratio between two features.

2. Facial Symmetry: the symmetry level of the face.

3. Skin Quality: absence of acne and other irregularities of the skin.

4. Facial Features: the form of facial features.

5. Facial Averageness: the averageness level of the face.
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2.3.1 Golden Ratio in Facial Beauty

One of the most common prerequisites of facial beauty is the golden ratio, which is widely used
in various fields such as art, cosmetic surgery, and architecture. The golden ratio is also known
as the divine proportion and refers the ideal proportion between two features. According to some
the ratio creates a sense of harmony and balance, which is aesthetically pleasing to the human
eye, and can be found in both living and non-living things. In the context of facial beauty it can
be applied to all facial features, including the width of the nose, the height of the forehead, and
the distance between the eyes [Yalta et al., 2016, Dunlap, 1997, Posamentier and Lehmann, 2011,
Gunes and Piccardi, 2006a].

The ratio, 1.618 is called the golden mean or golden ratio [Dunlap, 1997]. Applying this ratio
to the width of the face results in the height being 1.618 times the width in order to satisfy the
golden ratio as can be seen in Figure 2.3 [Hassaballah et al., 2013].

Figure 2.3: Golden ratio for Facial Features

The golden ratio however has its own limitations and therefore cannot always be used as a re-
quirement for facial beauty. First of all, facial beauty differ across regions and cultures, due
to differences in appearances across different cultures. The golden ratio is based on math-
ematical proportions and does not take into account other features which may influence the
perception of beauty, such as cultural or personal influences. Some scientists have discovered
that the golden ratio is not applicable to Malaysian faces, due to the different form of the
face [Alam et al., 2015]. However, the non-applicability does not mean that these faces are not
beautiful, but it simply means that the golden ratio is not an universal standard and cannot
be applied to all faces. The golden ratio has an internal bias, which can raise risks in facial
beauty classification. Relying solely on the golden ratio results into a narrow and rigid definition
of beauty and unique features are ignored, which can make a person’s face beautiful in its own
unique way [Alam et al., 2015, Packiriswamy et al., 2012].

Additionally, the golden ratio is mostly applied to a two-dimensional image. In reality faces are
not two-dimensional, but three-dimensional, which means that using this method alone can lead
to inaccuracies. The golden ratio may not apply in the case of a three-dimensional face due to
different calculations [Zwahlen et al., 2022, Jang et al., 2017].

The golden ratio can nevertheless be a very useful reference point for training neural networks to
classify facial beauty. Many studies have used the golden ratio as an input to classify the facial
beauty. For example, according to the study of Iyer et al. human judgements were consistent
and correlated with the facial ratios. The researchers however remarked that there were other ele-
ments of variations, which existed as secondary features, such as sexual features and facial health.
Combining these features resulted in a better performance of the model [J Iyer et al., 2021].
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2.3.2 Facial Symmetry

Another important indicator for facial beauty is facial symmetry. A face is symmetrical when the
right and left side of the face are nearly identical. The animal brain, which includes the human
brain, is primarily attracted to symmetrical faces of their mates [Perrett et al., 1999].

When the facial symmetry is too high, which can be the case in deep fake images, the point
of the uncanny valley will be reached (see Figure 2.4) [Thornhill and Gangestad, 1999]. This
effect occurs when the images are too symmetrical, making these images look almost human.
Because the images are nearly human, but not human or non-human enough, it leaves a feel-
ing of unease or even fear rather than attraction [Zhang et al., 2020, MacDorman et al., 2009,
Perrett et al., 1999].

Figure 2.4: Graph of human-like appearances and comfort (Figure from [MacDorman et al., 2009])

Other studies have suggested to not focus on the symmetry of the face, due to the problems
described above, but rather focus on the asymmetry of the face. Facial asymmetry, symmetry
and average symmetry are shown in Figure 2.5. The asymmetry then can be calculated by
the sum of all difference between the feature point. Studies have shown that less asymmet-
rical faces, are more considered more attractive, healthy, friendly and sociable. Facial symmetry
therefore is not only an indicator for facial beauty, but also for various other aspects of the indi-
vidual such as health and personality [Fink et al., 2006, Verhoeven et al., 2016, Dobai et al., 2018,
Huang et al., 2013, Rhodes et al., 2001b, Harguess and Aggarwal, 2011]. Facial symmetry is most
often associated to other positive traits, such as intelligence, trustworthiness, likability and better
health [Rhodes et al., 1998, Rhodes, 2006, Little et al., 2011, Grammer and Thornhill, 1994].

One study has studied the relationship between facial symmetry and attractiveness in a sample of
147 female images. The study found that women with higher facial symmetry were rated as more
attractive by both male and female participants. Another study found a similar results when
analysing the relationship between these two aspects between female and male images. Facial
symmetry was highly correlated with attractiveness regardless of the gender [Rhodes et al., 1998,
Wei et al., 2022, Noor and Evans, 2003, Eisenthal et al., 2006, Liu et al., 2016].

Figure 2.5: An Example of Facial Symmetry and Facial Asymmetry (Figure from [Lee et al., 2021,
Fink and Neave, 2005])
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2.3.3 Skin Quality

Another indicator of facial beauty is the quality of the skin, due to the fact that a good skin
condition is often associated with a good health.

Many studies have proved that skin condition is important for the perception of facial beauty.
One of the reasons is that good skin condition is often perceived as more fertile for both female as
male faces. Flawless skin without acne or the absence of facial hair is associated with female facial
beauty. These are called sexually dimorphic features, which is associated with female and male fer-
tility [Fink et al., 2001, Fink and Neave, 2005, Morris, 1967, Van den Berghe and Frost, 1986].

The correlation between the perception of skin condition and health is not a coincidence, due to the
fact that the skin can be affected by unhealthy behaviour, such as lot of sun exposure, smoking
and wrong diets. Wrinkles and roughness of the skin can be caused by long-term exposure of
the sun. A diet which is high in sugars and fats can cause acne on the skin. Hence, someone’s
health can indeed be derived from their skin condition [Flament et al., 2013, Genovese et al., 2017,
Naidoo and Birch-Machin, 2017, Humphrey et al., 2021].

2.3.4 Facial Features

In combination with the other indicators for facial beauty, facial features itself are also important
for the perception of this notion. Attractive facial features depend on the ratio and shape of the
features itself. People with certain proportions are generally perceived as more attractive.

For instance a smaller face with a larger forehead are considered attractive by females, while other
features include having a pronounced chin and fuller lips. The preference for the right facial propor-
tions or features differ per culture. Asian perception of female facial beauty includes having a more
prominent jawline, while Western female perception include fuller lips. Even within regions itself
the beauty perception regarding facial features can change amongst sub-regions [Naini et al., 2006,
Fan et al., 2012, Kashmar et al., 2019, Liu et al., 2019, Cunningham, 1986, Kashmar et al., 2019,
Broer et al., 2012, Yip et al., 2019, Menon, 2019].

Additionally, the most important requirement for the facial features is having the right proportion.
A nose that is proportional in size compared to the face is considered more attractive than smaller
or larger noses. The same applies for the eye size which also should be in balance with the rest
of the face. Too big or too small eyes are not considered attractive. The width of the face is an
important feature to consider in combination with the width of the nose or eyes [Naini et al., 2006,
Fan et al., 2012, Pallett et al., 2010].

2.3.5 Facial Averageness

The last indicator for the perception of facial beauty is averageness. Facial averageness is a
well-studied indicator in the field of facial beauty. It refers to the degree to which the face
resembles average features of the population. This beauty ideal is highly depended on culture
or region and therefore is a good and reliable indicator for facial beauty. Many studies agree on
the averageness effect, which means that a more average face is considered more attractive by the
participants.

Averageness of the face is a common indicator for facial beauty across different cultures. A
study done on Asian, Chinese and Japanese, and Caucasian faces resulted in the conclusion that
averageness is highly correlated with the perception of attractiveness. Increasing the averageness of
individual own-race faces resulted in an increase of the attractiveness score. When the averageness
was decreased the images were considered less attractive[Rhodes et al., 2001a].

Various experiments have explored the effect of facial averageness on the perception of facial
beauty. The preference of facial averageness may have evolved due to genetic heterozygosity.
Genetic heterozygosity is an indicator that an individual has inherited different versions of the
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parental genes. It is often associated with a higher resistance to parasites, a better immune function
and a lower risk of genetic abnormalities. The preference for facial averageness is therefore not only
a social or cultural influence, but can also have an evolutionary base. Facial averageness implies
a genetic diversity and potential health benefits for the offspring [Thornhill and Gangestad, 1993,
Halberstadt and Rhodes, 2000, Johnston and Franklin, 1993, Perrett et al., 1994].

Average faces are generally more attractive, but some non-average features such as fuller lips,
narrower jaw and larger eyes can increase the attractiveness of the face. An example of an
average face with non-average features is shown in Figure 2.6 [Alley and Cunningham, 1991,
Perrett et al., 1994, Fink and Neave, 2005].

Figure 2.6: Facial images with applied averageness (Figure from [Fink and Neave, 2005])

A recent study examining the asymmetry of attractiveness perception has offered an important
relationship between facial attractiveness and the hemispheric specialization [Zaidel et al., 1995].
The analysis of Kagian et al. has revealed that symmetry is strongly related to the attract-
iveness of averaged faces, but is not the only factor in the equation of facial beauty. The half
of the image-features relate to the rating of averaged composited in a similar manner as sym-
metry. The preference for averages faces was found even when the effect of symmetry was neut-
ralised [Kagian et al., 2008].

Rubenstein et al. discuss a morphing technique to create mathematically averaged faces from mul-
tiple face images. In their experiment human subjects showed a preference for averaged face com-
posites even when the effect of symmetry is controlled for [Rubenstein et al., 2002]. Similarly, in
the experiment of Kagian et al., the effect of symmetry was neutralised by using only perfectly sym-
metric component faces which yielded perfectly symmetric composites [Kagian et al., 2008].

According to another study from Kagian et al. a common taste for facial attractiveness are a part
of our primary constitutions [Kagian et al., 2008]. According to some psychologists, even infants
like to look at a more attractive face [Langlois et al., 1987]. Grammer et al. investigated sym-
metry and averageness of faces, and concluded contradictory to Perrett et al. that symmetry was
more important than averageness in facial attractiveness [Grammer and Thornhill, 1994]. Hence,
the use of either facial symmetry or averageness should be combined in order to find the best
classification for facial beauty.

Attractive faces might be pleasant to look at since they are closer to the cognitive representation
of the face category in the mind. Halberstadt et al. have further demonstrated that not just
average faces are attractive but also birds, fish, and automobiles become more attractive after being
averaged with computer manipulation [Halberstadt and Rhodes, 2003]. A third view suggests that
facial attractiveness originates in a social mechanism, where preferences may be dependent on the
learning history of the individual and even on his social goals [Zebrowitz and Rhodes, 2002].

2.4 History of Facial Glow

The history of facial glow is not as extensive as the history of facial beauty. Facial glow is often
used to describe facial radiance or luminosity of the skin. This is often associated with good health
and vitality. Facial glow is often related to facial beauty and therefore not much literature can
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be found for this topic. The history of facial glow in this section is therefore a summary of the
limited existing literature.

2.4.1 History of the Perception of Facial Glow

In ancient civilisation attractiveness of the face was not only determined by a set of facial features,
but also a glowing complexion. This glowing complexion was associated with wealth and status,
due to a lack of exposure to the sun and outdoor labour. In other cultures, such as India, facial
glow was an indicator for internal health. The practice of Ayurvedic was introduced, which
emphasises the importance of a good internal balance. Other Asian countries hold a similar
belief in the perception of facial glow [Winkler, 1990, Scott, 2016, El-Kilany and Raoof, 2017,
Loughran, 1991, Yadav and Yadav, 2015, Vats and Maurya, 2022].

In present day, a similar approach as the Ayurvedic practice is used. The ideal of facial glow is
associated with a healthy lifestyle and skin condition. Skincare products and treatments hydrating
the skin and promoting radiance are highly popular. Moreover, The old Indian methods are
reintroduced, and many people believe that glowing skin can be achieved by eating the right
food.

Another approach to create facial glow is the transition of traditional foundation to nurturing
foundations. Withing the make up industry worldwide, traditional foundations are replaced with
foundations containing skincare ingredients and therefore giving a more glowing look to the face.
The new line of foundation can not only be used for creating an even skin, but also hydrating,
exfoliating and protecting the skin. Big beauty brands, such as Dior and Chanel, are already
introducing this new foundations [Erdman and Poutahidis, 2014, Zeppieri, 2022, Padgett, 2015,
Miller, 2022, Andini et al., 2022, Khanna and Datta Gupta, 2002, Kim, 2021].

2.4.2 Scientific Revolution and Facial Glow

The scientific revolution is major factor influencing the understanding and improvement of facial
glow perception. Major scientific techniques such as dermatological and medical research are
providing a deeper understanding of the physical aspect of facial glow. Scientific research in
combination with new technology have allowed us to gain a deeper understanding of biological and
environmental factors that affect the skin’s appearance and health. These factors include:

1. Diet

2. Hydration

3. Sleep

4. Stress Management [Pirello, 2001, Kryger, 2023, Ramanigopal, 2015]

Technological advances are used in order to develop products with the right ingredients to stimulate
or avoid these factors, but also to nourish and protect the skin in order to promote a healthy
glow.

Another important benefit of scientific research gaining understanding not only of the beneficial,
but also harmful effects of the environment. One of the examples is popularity of tanned skin,
in order to get a natural glow. It is common knowledge that UV radiation and pollution have
a negative effect on the appearance and health of the skin. This has led to an increase in pro-
tective skincare products, such as foundation with SPF to protect the skin from harmful UV
radiation [Sveikata et al., 2011, Abolhasani et al., 2021].

In addition to advances in skincare research and technology, the scientific revolution has also had an
impact on the beauty industry more broadly, with a growing emphasis on evidence-based skincare
and a shift away from misleading or unproven claims. This has led to a greater understanding

12 Glowing Skin, Radiant Beauty: A Deep Learning Approach



CHAPTER 2. LITERATURE STUDY 2.4. HISTORY OF FACIAL GLOW

and appreciation of the importance of healthy, well-nourished skin for achieving a natural, radiant
glow.

2.4.3 Media Evolution on Facial Glow

Finally, the advances of social media and increased use of filters and editing tools have made
an significant impact on facial glow. Platforms such as TikTok and Instagram have popular-
ised the use of filters and effects that enhance facial features and create a glowing effect on the
skin [Zheng et al., 2021].

Figure 2.7: Facial Glow filters on TikTok

One popular example is the Glow filter on Instagram, which smooths the skin and adds a luminous
quality to the skin complexion. In Figure 2.7 the Instagram Glow filter is shown. Based on this
image, we can conclude that not only luminosity is added, but also small make-up touch up, which
means that in social media discourse facial glow is associated with make-up. Similarly, other social
media platforms, such as TikTok and Snapchat have their own Glowing skin filter. These filters
and effects have become increasingly popular among young users. Companies, such as Clinique,
uses these insights in order to better target and create marketing campaigns. Most of the young
people using this filters want to enhance their appearance and create a more polished and flawless
image [Susilo et al., 2022, Youn, 2019].

These filters do not only have positive sides, but are also criticised for promoting unrealistic
beauty standards and contributing to self-doubt in young female users. Some experts have
raised concerns about the potential psychological impact of constantly seeing heavily edited im-
ages, which are highly realistic (given the high quality of the images) [Harrison and Hefner, 2014,
MacCallum and Widdows, 2018, Tiggemann and Slater, 2017]. Users are pressured to adjust them-
selves to the unrealistic beauty standards, while these cannot be achieved in reality. An example
of the unrealistic image is shown in Figure 2.8. In Figure 2.8 a celebrity, who is known to use
editing tools and filters, is shown before and after applying the filter.
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Figure 2.8: Instagram Images With and Without Filter.

2.5 Objective definition of Facial Glow

While facial glow being a very subjective notion throughout history some commonalities can be
derived. In this section objective indicators are discussed in order to make computational classi-
fication possible. The following requirements for facial glow are discussed in this chapter:

1. Luminosity of the skin: the overall radiance of the skin, especially in the T-zone.

2. Smoothness of the skin: absence of wrinkles and imperfections of the skin.

3. Hydration of the skin: the hydrated appearance of the skin.

4. Evenness in skin-colour: evenness in colour without any hyperpigmentation of the skin.

5. Elasticity of the skin: ability of the skin to stretch and return.

6. Visibility of the pores: the absence of blackheads and facial pores.

2.5.1 Luminosity of the skin

The first indicator of facial glow is the skin luminosity, which is a measure of the overall radiance
of the skin. This is often seen as a key indicator of a healthy skin and is influenced by different
factors. The factors include:

1. Skin Hydration

2. Blood Flow

3. Presence of certain Molecules (Carotenoids and Melanin)

There are different methods to measure the skin luminosity, such as reflectance spectrophoto-
metry and perception studies. Reflectance spectrophotometry involves shining a light on the
skin and measuring the amount of reflected light. This method is more difficult to execute due
to the usage of specialised instruments, which can measure different wavelengths of light. The
comparison of these different wavelengths results in an estimation of the amount of light ab-
sorbed by different skin components, such as melanin and haemoglobin. These molecules can be
indicators for the overall luminosity of the skin [Groathouse et al., 2010, Shah and Chew, 2018,
Mohamad et al., 2014].

Another method to measure luminosity of the skin is perception studies using subjective rating
scales with human participants. There have not been many (perception) studies on the concept
of facial glow. Subjective rating scales, in comparison to reflectance spectrophotometry, involves
having participants rate the perceived luminosity of the skin. These subjective annotation are more
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prone to bias and variability compared to more objective measures. However, they can provide
valuable information about the perception of facial glow instead of the objective measurements of
the physical appearance of the skin.

Flament et al. is an example of a perception study, in which participants were shown images of
Chinese, Japanese and South African women. This study proved that skin texture, ptosis (sagging)
and pigmentation signs were the most common facial signs associated with a decrease in facial
glow. Additionally, the decrease in facial glow was correlated with increase in the perceived age.
For South African women pigmentation signs and cheek skin pores were the most prevalent signs
in the perception of facial glow and age. Additionally, the Chinese and Japanese annotators found
pigmentation signs as an important indicator of the decrease in glow [Flament et al., 2021].

Another association with facial glow is attractiveness. People with glowing faces are often per-
ceived as more youthful, healthy and therefore more attractive. According to Ikeda et al. facial
images with radiance on the entire face were rated as the most youngest appearing faces. The
study also found out that the radiance of the face influences the attractiveness rating, espe-
cially when the radiance on the T-zone (as depicted in Figure 2.9) is higher compared to other
areas [Ikeda et al., 2021].

Figure 2.9: Dermatological Facial zones (Figure from [Wahab et al., 2022])

2.5.2 Smoothness of the skin

The smoothness refers to the evenness of the skin texture. A smooth skin is generally associated
with youthfulness and a good health. A method to measure the smoothness of the skin is to
measure the roughness of the skin.

Rough skin if often associated with signs of ageing (such as wrinkles), sun damage or skin conditions
like acne, which can distract from the overall appearance. In contrast, a smooth skin on the
other hand is mostly associated with a healthy skin with no acne [Watson et al., 2016]. The
association with healthiness, youthfulness and vitality are often found attractive by many people.
Additionally, smooth skin is often more reflective and therefore appears to have more luminosity,
which can further enhance its beauty. [Sakano et al., 2021, Little et al., 2011].

A rough skin is mostly related to an unhealthy appearance of the skin. An example of a rough
skin with a unhealthy appearance is shown on Figure 2.10. The unhealthy appearance of the skin
can be caused by numerous factors, among which are:

1. Imperfections: when the skin is free from acne or other facial imperfections, such as scars.

2. Wrinkles: are mostly linked to less good skin texture and are mostly linked to age or life-
style [Flament et al., 2021].
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3. Oiliness: a moderate amount of oiliness on the skin is necessary to have a more moisturised,
supple and youthful skin. However, when the oiliness level is high the skin is perceived as
greasy and therefore unhealthy [Guinot et al., 2001].

Figure 2.10: Facial images with rough skin condition (Figure from [Fink and Neave, 2005])

2.5.3 Hydration of the skin

Hydration is considered to be a crucial factor in maintaining skin health and beauty. As the skin is
the largest organ in the body and serves as a barrier against external harmful influences, the skin
is constantly exposed to pollution, UV-lights, and many other damaging influences. Therefore, it
is important to maintain an adequate hydration level in order to prevent skin damage and preserve
the natural radiance [Kim, 2021, Matsubara, 2012].

The presence of water in the skin cells is crucial for maintaining a optimal skin health and func-
tion. Adequate hydration levels ensure the nourishment of the skin and preserving the protective
barriers. Moreover, hydrating the skin can also decrease the presence of fine lines, wrinkles and
other signs of ageing.

2.5.4 Evenness in skin-colour

An even skin colour is like the other indicators of facial glow associated with health. The even-
ness of the skin colour can be influenced by many factors, including genetics, sun exposure and
skin damage. Uneven skin colour can be caused by skin deceases, such as vitiligo, but also due
to extensive sun damage, ageing or inflammation, causing hyperpigmentation, redness and skin
discolourations.

Moreover, an even skin colour indicates also a proper circulation of oxygenation of the skin,
causing a more youthful and radiant appearance. The healthy blood circulation carries important
nutrients and oxygen to the skin, which promotes collagen production, cell turnover and overall
skin health [Du et al., 2022, Matsubara, 2012, Ikeda et al., 2021, Haeri et al., 2019].

Colour variation is often associated with ageing, stress and medical conditions, such as rosacea or
eczema. The evenness of the skin colour is a result of a healthy lifestyle, including proper sleep
and a balanced diet [Shah et al., 2022].

Evenness in skin colour can also indicate the visibility of pores. Pores are a common skin condition
enlarged or clogged pores make the skin appear rough and dull, diminishing the overall radiance
of the face. Pores are small openings in the surface of the skin, allowing oil, sweat and many other
substances to pass through. When pores get filled with dirt, oil and dead skin, they become more
visible and make the skin appear rough and uneven. Clean pores that are free of debris are less
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noticeable, making the skin appear more smoother and even in skin-colour [Flament et al., 2013,
Flament et al., 2021, Ikeda et al., 2021].

2.5.5 Elasticity of the skin

Elasticity is the ability of the skin to stretch and return to its original shape. Younger skin is more
elastic than older skin. The latter is less supple and prone to wrinkles and sagging. Therefore,
elasticity, indicated by the skin age, can be an indicator for facial glow.

The medical causes of skin elasticity are linked to the production of collagen and elastin. These
two proteins play a crucial role in preserving the firmness and suppleness of the skin. Over
time, the natural production of the two proteins decrease, causing a loss of elasticity in the
skin and increasing the amount of wrinkles and fine lines. The presence of skin elasticity in-
dicates a younger and more even skin, which contributes to the perception of radiant appear-
ance [Mukherjee et al., 2011, Maske et al., 2019, Goldie et al., 2021].

2.5.6 The limitations of the concept facial glow

Facial glow, such as facial beauty, is also a subjective quality. One person can perceive a face
being glowing, while another person would not agree. the ambiguity of the perception of facial
glow complicates the objective measurement, which makes the automatic classification with the
use of machine learning models complicated.

Moreover, facial glow is influenced by various factors, such as cultures, practices but also technolo-
gical advances. The factors influencing facial glow include skin, tone, texture of the skin, but also
the elasticity. These factors interact with each other in complex ways. As with facial beauty, facial
glow can also change over time due to external and internal influences. Factors influencing the
facial glow perception is for instance tiredness. Facial glow is therefore not a permanent attribute
of the face, such as the shape of the nose or eyes are. Human faces and the attributes of facial
glow changes over time.

All these limitations together lead to a subjective notion of facial glow, which is not easily objecti-
fied. Objective criteria however are important for classification tasks. The difficulty of creating ob-
jective criteria complicate the classification for machine learning models [Sakano et al., 2021].

2.6 Computational approach of facial beauty

2.6.1 Pattern recognition and Facial Beauty

Facial beauty prediction is becoming more popular in science due to the use of pattern recog-
nition and new machine-learning techniques. Scientists try to achieve the automatic classifica-
tion of facial attractiveness by using computational models. The use of computational models
allows scientists to extract meaningful features from facial images and create predictive mod-
els. The models learn from large datasets and predict the perceived level of attractiveness
with a good performance [Gunes, 2011, Bougourzi et al., 2022, Cao et al., 2020, Zhai et al., 2020,
Saeed and Abdulazeez, 2021].

When automatic classification of facial attractiveness is established, it allows the development
of automated systems to predict the perceived facial attractiveness level based on the facial fea-
tures [Saeed and Abdulazeez, 2021]. This automatic classification can be useful in various ap-
plications, such as makeup and fashion industry and the development of personalised cosmetic
products and procedures [Zhang et al., 2016b].
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2.6.2 The Importance of Normalisation

Another method applied to the automatic classification of facial beauty is the normalisation of the
facial images. The normalisation of images is done in many studies. Normalisation of the images
is an important procedure in facial beauty detection. Using normalisation helps to remove the
unwanted variations in facial images that interfere with the accuracy or the learning of the beauty
classification algorithm.

Facial images can have variations in illuminations, pose and facial expressions. These variations
can influence the performance of the model and lead to incorrect or inconsistent beauty ratings.
Normalising the images reduces the variations or eliminates the variations. Normalisation results
in a more standardised set of images which lead to better model performance[Eisenthal et al., 2006,
Ekmekji, 2016, Xu et al., 2017, Perrett et al., 1999, Saeed and Abdulazeez, 2021].

Normalisation techniques can vary, but include resizing, cropping and adjusting the contrast and
brightness of the image. One example is the study of Perret et al. The researchers normalised the
images with respect to the facial length in order to limit the background bias and the facial space
of the pictures [Perrett et al., 1999, Grammer and Thornhill, 1994, Kagian et al., 2008].

According to the study of Salah et al. another method is to use a perceptual colour space, which
can improve the accuracy in age estimation, therefore it can be fruitful to use this perceptual
colour space method for the improvement of the classification of facial beauty too. Perceptual
colour spaces reflect on how humans perceive colour, including colour consistency or uniformity.
By using a perceptual colour space the colour information in facial images are represented more
accurately. This can improve the performance of the model [Dibeklioğlu et al., 2014].

2.6.3 Feature studies on facial beauty

There have been many studies on the feature extraction of facial beauty. One way to extract the
features is the use of the geometric features. Kagian et al. used this method in order to calculate
the smoothness of the skin. The smoothness of the skin was calculated using a edge-detecting
algorithm combining the distance-vector and the slope-vector. This resulted in a vector repres-
entation of 6972 geometric features. Another study, Zhang et al. used also the geometric feature
subtraction method to calculate the geometric distance between the feature points and ratio vec-
tors. The vectors were a combination of low- and high-level features and performed a feature
selection. High-level features were age, sex and makeup, while low-level features included land-
marks, shapes and structures [Kagian et al., 2008, Zhang et al., 2011, Zhang et al., 2016a].

Machine learning methods can predict attractiveness ratings by learning the mapping from the
facial images to the attractiveness scores. The classification algorithm can achieve up to 0.6
correlation with average human ratings. This demonstrates that facial beauty can be learned by
algorithms to a moderate extent. One attribute in the classification of facial beauty, which is
important for the model, is the smoothness of the skin using an edge detector. A skin containing
lots of edges is categorised as a less smooth skin [Eisenthal et al., 2006, Saeed et al., 2022].

As mentioned earlier, some studies have explored that average faces are attractive but claim
that faces with certain extreme features, such as extreme sexually dimorphic traits, may be more
attractive than average faces [Little et al., 2002]. Other researchers have suggested various condi-
tions which may contribute to facial attractiveness such as neonate features, pleasant expressions,
and familiarity [Zebrowitz and Rhodes, 2002].

Gunes et al. focused on the face region and removed unnecessary parts of the picture. The
next steps in their process were the detection of the eyes (position on the face) and the calcu-
lation of the geometric values. For the measurement of the proportions of the face, they used
a tree-based classifier and used different geometric features. The features can be distinguished
in [Gunes and Piccardi, 2006b]:

1. Horizontal: based on the inner-eye distance to the face width.
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2. Vertical: based on two important aesthetic theories, namely, the golden ratio and the face
thirds method [Ricketts, 1982, Koury and Epker, 1992].

The study of Gunes et al. is based on female facial beauty. Other studies have also explored
whether the golden ratios apply to male facial beauty. Peseo et al. describe the similarities and
differences between the ratios and measurements of female and male facial beauty. Peseo et al.
similar to Gunes et al. base their features on the Golden Proportions and Facial Thirds rules,
but both add more ratios and criteria. According to Peseo et al. certain proportions will be
perceived as more attractive than others, which can be used in facial beauty detection. However,
according to Peseo et al. not all ideal proportions will lead to optimal facial aesthetics, because
other influences also play a role here [Perseo, 2002].
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Chapter 3

Methodology

3.1 Introduction

Given the broad scope of this thesis project, the methodology provided in this chapter is the
general methodology for this thesis project. The chapter consists of two parts: the description
of the datasets used for the different experiments and the roadmap of the thesis in general. The
specific methodologies of the experiments can be found in chapters 6, 4 and 5, for respectively the
human annotation, classification task and the native language search.

3.2 Thesis Process Flowchart

The process of the thesis is displayed in Figure 3.1. The first part of the thesis was the data collec-
tion and the annotation. The datasets are described in Chapter 3.3. The data was preprocessed
and a selection was made of the best images with the same illumination and same poses (frontal
facial images). The annotation of facial beauty are included in the datasets, but the annotations
of facial glow are not existing. Therefore, 2000 images are manually labelled with either glowing
or non-glowing label.

The dataset conducted in the first part of the process is used for the Neural and Siamese Network
experiment. In this experiment different models are used in order to automatically classify either
facial glow or beauty. The in-depth methodology is described in Chapter 4.

The third step in the process is the native language search experiment, where a new dataset is
created with facial glow images from different regions. An in-depth methodology is described
in Chapter 5. The aim of this experiment is to investigate the different perceptions of facial
glow around the world using a native language search with a native search engine using a VPN
connection.

The final step is the annotation experiment, which was a side project for this thesis. In this
experiment 29 participants annotated 50 images. The methodology of this experiment is described
in Chapter 6.

The intermediate results of the experiment are discussed each week and the remarks are resolved
in this final version of the thesis.
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Figure 3.1: Road map of the Thesis Project

3.3 Available datasets for Facial Beauty

One necessary aspect of this research is the availability of large and diverse datasets of facial
images annotated with the attribute attractiveness. The datasets are used to train and evaluate
the different machine learning models, which can be used to predict facial beauty. Four datasets are
explored in this section, including a discussion of their strengths and limitations, namely:

1. UTKface: Contains over 20.000 images with a high level of diversity [Zhang et al., 2017b]

2. Labeled Faces in the Wild (LFW): Contains over 13,000 face images with identity and beauty
labels [Huang et al., 2008a].

3. Celebrity Attributes Dataset (CelebA): Contains over 220.000 face images with 40 labels
including attractiveness [Liu et al., 2015a].

4. Massively Attributed Aesthetic Dataset (MAAD): Contains over 1 million facial images and
has explicit attractive labels [Terhörst et al., 2020].

In Table 3.1 the datasets mentioned above are summarised, including the number of images, the
advantages and disadvantages of the dataset.

3.3.1 UTKface Database for Diversity

The first dataset is the UTKface, which has been established in 2017 and the primary use was for
age and ethnicity estimation. The dataset contains over 20.000 images and has annotations for
age, gender and ethnicity. The large diversity in age and gender is one of the key advantages of
the UTKface dataset [Zhang et al., 2017b].
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The UTKface dataset has been used in different research studies, including studies on age estima-
tion, face recognition, and facial feature analysis. The dataset is popular due to its applications for
fairness of machine learning models, given the diversity of the dataset. This dataset is a valuable
source for this thesis project, because the higher amount of inclusive and diverse images of the
dataset enables us to understand the relationship between facial beauty/glow and the categories
age, gender and ethnicity [Michalsky, 2019, Aruleba and Viriri, 2021, Barrachina, 2022].

3.3.2 LFW Dataset for Beauty

Another well-known dataset is the Labeled Faces in the Wild (LFW) dataset, widely used in
face recognition tasks and many other applications in computer vision. The dataset is originally
created in 2007 and contains approximately 13.000 facial images including the bounding box and
label of the person [Huang et al., 2008a].

The images are collected from the internet, including both posed and unposed images from a
range of different ages, genders and ethnicities. A face detector was applied in order to elimin-
ate the false positives. Subsequently, duplicate images were removed and the images were hand
labelled by human annotators. Finally, the images were cropped and aligned for the pairwise
matching [Huang et al., 2008a].

One of the key features of the LFW dataset is the size and the diversity in the facial im-
ages. The dataset not only includes celebrities, politicians, but also regular individuals. Due
to the diversity the dataset is a valuable resource for facial recognition and other computer vision
tasks [Huang et al., 2008a].

The LFW had been used in various studies, with facial recognition, verification and facial ex-
pression analysis. This dataset has also very diverse image features, such as image resolu-
tion, lighting conditions and pose, making it possible for researchers to identify the relation-
ship between these image qualities and the performance of the model [Learned-Miller et al., 2016,
Karam and Zhu, 2015].

3.3.3 CelebA Dataset for Beauty and Glow

The Celebrity Attribute Dataset is an annotated celebrity dataset with over 220.000 facial im-
ages, which was established in 2015. This dataset is known for its large size and worldwide
application for face recognition, facial attribute analysis and other computer vision applica-
tions [Liu et al., 2015a].

The CelebA only consists of facial images of celebrities, including 40 different annotations including
attractive, gender, age, facial hair and eye colour. The images are all collected from the internet,
including posed and unposed images. The dataset is very diverse, including people from different
fields, such as sports, films and music [Liu et al., 2015a].

The studies on CelebA range from facial attribute analysis and expression to beauty analysis. The
dataset is developed to automatically recognise facial attributes, such as age and gender. Lighting
condition and image resolution in relationship to facial attribution recognition is also popular with
this dataset [Liu et al., 2015a, Wu et al., 2022, Chen et al., 2021].

There has been a lot of critique on the CelebA dataset, due to the accuracy of the attributes in
this dataset. The highest agreement for an attribute was received on the label eyeglasses, while
one of the lowest agreement was reached on the attribute attractiveness. This attribute had an
accuracy of < 80% [Wu et al., 2022].

3.3.4 MAAD Dataset for Beauty

Another dataset for facial beauty prediction is the MAAD-face database, which is a novel face
annotation database characterised by its large number of high-quality face annotations. In their
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Figure 3.2: Preview of the CelebA database

experiment the Terhorst et al. train a ”Massive Attribute Classifier” to extract the attributes of
the images. The MAAD-database is an annotation database based on different datasets, including
CelebA. For the label Attractive the images of CelebA are used, but the annotations are reproduced
in order to get a higher agreement score [Terhörst et al., 2020, Parkhi et al., 2015, Cao et al., 2017,
Phillips et al., 1997, Huang et al., 2008b, Liu et al., 2015b].

The MAAD has over 3.300.000 facial images from 9.1000 subject with a high variety in pose, age
and ethnicity. In total the MAAD-dataset has 47 binary attributes and over 123.900.000 attribute
annotations, which makes it one of the biggest annotated datasets [Terhörst et al., 2020].

Due to the increase in performance of machine learning techniques, new methods need to be
used to surpass the human performance for recognising age, gender, ethnicity. According to
Terhorst et al. this can be done by using soft-biometrics, which can lead to successfully recognise
individual and therefore also beauty. This method is according to Terhorst et al. especially
powerful when using low quality images and face covering, e.g. masks during the COVID-19
pandemic [Terhörst et al., 2020].

3.3.5 Data Collection for Facial Beauty and Glow

For the purposes of data collection in this research the following steps are involved:

1. The Collection of the MAAD-dataset and CelebA dataset with human facial images. Both
datasets include a diverse range of facial features, including variations in skin tone, facial
shape and other characteristics.

2. Both datasets were preprocessed to ensure all images are in the same size and format, remove
background noise and irrelevant information.

3. The annotation of facial glow in the CelebA dataset. The CelebA dataset is chosen, because
it has labels for ”rosy cheeks”, ”pale skin” and ”heavy make-up” which can be features for
the classification of facial glow. A total of 2000 images are manually labelled. This manually
labelled facial glow set is used for the training and testing of the algorithms.

4. Exploratory analysis is performed on the CelebA dataset to explore correlations between
facial beauty and facial glow [Kingma and Dhariwal, 2018].

5. Distinguish a training, validation and testing set is made for both the MAAD-dataset and
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CelebA dataset. The sets are used for the final experiment. The training set is used to train
the algorithms, the validation set is used to tune and select the final algorithms, while the
test set is used to evaluate the final performance of the algorithms.

Table 3.1: Facial Beauty Datasets

Dataset No. Images Pros Cons

UTKFace 20,000 Large number of images, age,
gender, and race labels available

Limited range of attractiveness
ratings (1-10)

Labeled Faces in the Wild (LFW) 13,000 Large number of images, beauty
labels provided

Limited range of attractiveness
ratings, images are not standard-
ized

CelebA 220,000 Large number of images, mul-
tiple labels available including
attractiveness, high-quality im-
ages

Label noise, limited range of at-
tractiveness ratings (1-5)

Massively Attributed Aesthetic Dataset (MAAD) 1 million+ Large number of images with ex-
plicit attractive labels

Limited diversity in subjects and
environments

In this thesis project CelebA and the MAAD-dataset labels are used. Moreover, a new dataset
for facial glow is created using the CelebA images. Subsequently, the models are then tested on
the UTKface dataset in order to evaluate the model performance given the high level of diversity
in the UTKface dataset.
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Chapter 4

Deep Learning Experiment

4.1 Introduction

In this section the Deep Neural Network and Siamese Network experiment is discussed, including
the methodology, results and discussion. The different models are discussed including their best
performance on the dataset for both glow and beauty. Both a quantitative and qualitative analysis
is provided. The performance metrics given for the different models are the accuracy, precision,
recall and f1-score. The findings for facial glow and facial beauty are presented separately due
to the distinct character of the two concepts. The different character of the concepts leads to
different modelling approaches.

4.2 Applications of Deep Neural Networks

4.2.1 Transfer Learning

Despite the successes of deep learning, it still faces many challenges. These challenges include over-
fitting, vanishing gradients problem, model interpretability and computationally extensiveness.
Nevertheless, deep learning continues to be an active area of research and many researchers are
working on this in order to improve the performance and develop newer, better and faster applic-
ations. In computer vision tasks neural networks (NN) have become a very powerful tool to extract
the different features in the complex input data [Krizhevsky et al., 2012, Simonyan and Zisserman, 2014,
Szegedy et al., 2015a, He et al., 2016a].

The neural networks are trained with back-propagation algorithms in order to minimise the cost
function and compared to traditional machine learning techniques, neural networks are much easier
in use. Moreover, neural networks also show a better performance compared to handmade feature
descriptors. The biggest downside of using neural networks is the computational capacity. The
neural networks trained from scratch have a high training time. In order to reduce the training
time, a technique called transfer learning can be used. Pre-trained models, which are most often
trained on very large datasets, such as the ImageNet, can be fine tuned in order to adapt the neural
network on the required dataset [Xu et al., 2018, Bengio, 2012, Yosinski et al., 2014].

Transfer learning can improve the ability of the model to generalise after fine tuning the models,
leading to better performance of the classifier on a new target domain. [Yosinski et al., 2014].
For instance, in the study of Donahue et al. pre-trained NN have features containing implicit
knowledge, which means that the algorithm performs much better than other state-of-the-art
techniques. This illustrates the generality and transferability of NN [Donahue et al., 2013].

In this thesis project the focus is on Inductive Transfer Learning. Most algorithms are trained
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on the ImageNet dataset. These algorithms - although having a different data distribution - can
be applied to datasets with facial glow or facial beauty. This means that it involves transferring
knowledge from a source task to a target task [Torrey and Shavlik, 2010].

In this thesis project the Parameter-based approach is used for the transfer learning. Pre-
trained models based on the source domain (ImageNet) are used for this specific target do-
main (classification of facial beauty and glow) [Torrey and Shavlik, 2010, Pan and Yang, 2010,
Farahani et al., 2020, Yang et al., 2020].

The first step is to choose the right pre-trained model. After loading the model with the pre-
trained weights a new top layer is made in order to customise the pre-trained model to the target
data. This includes the fully connected layer and the output layer. The other layers of the model
remain frozen. Subsequently, during the training the engineer chooses which layers are not frozen.
The process is iteratively and should be done until the right performance of the model is found.
Complex dataset require less frozen layers, while less complex dataset can perform very well with
all layers frozen [Torrey and Shavlik, 2010, Pan and Yang, 2010].

The biggest advantages of fine-tuning is that the training of the model takes less time compared
to training the model from scratch. Another benefit is that the pre-trained model already has
very useful features from much larger dataset, which requires less training on the target dataset.
The model can learn the general features and adapt this on the target dataset. Finally, the
model also improves its performance, compared to models trained from scratch due to the large
amount of source data. This is especially the case when the target and source domain are very
similar [Yang et al., 2020, Farahani et al., 2020].

The limitations of fine tuning include computational resources and increased risk of overfitting.
First of all, the training time can still require a lot of time given that the entire network needs to
be trained on the new task. Additionally, when the target and source domain are very dissimilar,
the model is likely to overfit [Vrbančič and Podgorelec, 2020].

4.2.2 Limitations of Convolutional Neural Networks

CNN models are highly effective in many computer vision tasks, such as image classification. How-
ever, these models also know limitations. The key limitations are described in this chapter.

The first limitation is the limited receptive field. CNN architectures are designed to process local
features of the image. This means that the models have a limited receptive field, which makes it
difficult for the model to capture global context or dependencies between distant regions of the im-
age. In short, the CNN models are highly effective at identifying patterns within images. However,
the model does not have the ability of effective spatial reasoning tasks [LeCun et al., 2015].

The second limitation is the computational cost of the CNN model. The models are computation-
ally expensive, especially in the case of deep architectures, large images or datasets. This reduces
the scalibility and practical use of the models in certain applications. The limited interpretability of
the CNN is often referred to as the black box. The decision-making process of CNN architectures are
often difficult to understand. In some applications interpretability and transparency are import-
ant, especially when bias is a high risk, but also in medical diagnosis or legal decision-making pro-
cesses [Simonyan et al., 2013, LeCun et al., 2015, Gunning and Aha, 2019, Olah et al., 2017].

The third limitation is the dependency of the CNN models on the underlying data. First of all,
CNN models are highly sensitive to the quality and quantity of the training data. When the
training data is noisy or biased, the performance of the CNN is highly impacted. Moreover, when
CNN models require a huge amount of data in order to properly learn the right features and
increase the performance. CNN models are prone to overfit on smaller datasets. Overfitting is
caused by the lack of the ability to generalise. The algorithm performs well on a training set,
but when it faces a unseen dataset, the algorithm results in a poor performance. The reason for
overfitting is due to the fact that the algorithm memorises the input and its label, but does not
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learn the right features. Hence, the lack of the ability to generalise. When applied to other unseen
data, the memorised images of the model will not appear, and therefore the model will classify
the unseen input wrongly [Goodfellow et al., 2016, Arpit et al., 2017].

Additionally, a CNN has limited ability to handle variability in the data. When the images are high
variable, such as changes in lighting, scale or orientation it can highly impact the performance of
the model. Techniques such as data augmentation can increase the ability to handle variability in
data, but are sometimes not sufficient to address the issue [LeCun et al., 2015, Zhou et al., 2016,
Krizhevsky et al., 2017].

The last limitation is the vanishing gradient problem. This problem refers to the loss function
regarding the parameters of the neural network. The loss function becomes very small as it
propagates backwards through the network during the training. The weights of the model are
updated slowly or in the worst case not at all. The result is a sub optimal performance or
convergence problems. The risk on the vanishing gradient problem increases as the deepness
of the network increases. The gradients become very small in the deep neural networks, due
to the many layers the gradients are passed through. This problem can increase the difficulty
to train very deep CNN effectively. There are techniques, such as weight initialisation, batch
normalisation and residual connection in order to decrease the risk of the vanishing gradient
problem [Goodfellow et al., 2016, Zhang and Sabuncu, 2018, Bengio et al., 1994].

4.2.3 Pretrained Models

In this chapter the 6 different pre-trained algorithms used in this thesis project are discussed,
namely:

1. VGG

2. ResNet

3. InceptionNet

4. EfficientNet

5. XceptionNet

6. DenseNet

After AlexNet was invented many other CNN models followed. One of the best performing models
is the VGG algorithm created by Simonyan et al., which is considered as the most capable models
for object-detection due to its simplicity and effectiveness [Simonyan and Zisserman, 2014]. There
are two types of VGG models: VGG16 and VGG19. The difference between the two models is
the amount of layers (either 16 layers or 19 layers) [Ahadit and Jatoth, 2022, Thareja et al., 2022,
Cao et al., 2020, Krizhevsky et al., 2012].

The most common response on the AlexNet was decreasing the window sizes and strides in the
first convolutional layer. The VGG algorithm however uses a different aspect, namely the depth.
The VGG has the following important differences compared to the AlexNet, namely:

1. VGG is using the smallest receptive field, while AlexNet is using a receptive field of 11x11
with a stride of 4. The VGG is moreover also using three ReLU units, which makes the
function more discriminative. Due to this small receptive field, the VGG also has fewer
parameters compared to AlexNet’s parameters.

2. The convolutional layers of the VGG have the size of 1x1 which makes the decision function
non-linear without changing the receptive fields [Alom et al., 2018].

3. The small-size convolution filters result in a high number of weight layers [Alippi et al., 2018].

ResNet-50 (Residual Network-50) is a CNN developed by Kaiming He et al [He et al., 2016b]. The
ResNet is a family of models, containing models with the same structure and different depths. In
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the ResNet-50 the scientists introduced the usage of residual connections, allowing training very
deep neural networks while improving the accuracy and gradient flow.

Each of the residual blocks contain multiple convolutional layers. Moreover, the input to each
block is combined with the output through a shortcut connection. This improves in bypassing
some of the layers in the block. Additionally, it allows the direct flow of the gradient during back-
propagation. This helps to minimise the risk of the vanishing gradient problem [He et al., 2015,
He et al., 2016b].

The total depth of ResNet-50 is 50 layers, of which are 48 convolutional layers and 2 fully connected
layers. The following combinations of convolutional filers are used in these convolutional layers:
1x1, 3x3 and 5x5. Moreover, the model adapts the batch normalisation and the ReLU activation
function. This improves the stability and the performance of the model [He et al., 2016b].

The InceptionNet model is also known as GoogLeNet. This CNN is introduced by Christian
Szegedy et al. in 2014. This architecture is different from the previously described CNN mod-
els due to its use of inception modules. The inception modules allow the model to efficiently
extract features at multiple scales. Resulting in the ability to achieve high accuracy on differ-
ent classification tasks, such as image recognition including facial beauty [Szegedy et al., 2017,
Szegedy et al., 2015b].

The logic behind the InceptionNet is to use multiple filter sizes parallel in each layer to extract fea-
tures at different scales. The output is concatenated to form a multi-scale representation. The in-
ception modules are designed to capture both local and global features [Szegedy et al., 2015b].

Firstly, the inception models, which are the building blocks of the whole architecture, consist of
multiple parallel convolutional layers with different filter sizes. The filter sizes are 1x1, 3x3 and
5x5. Followed by a max pooling layer and the concatenation of the output of each inception model.
This structure enables the model to capture features at different scales and resolution and makes
it useful for the classification of facial beauty and glow due to the fact that the model is able to
capture both fine-grained and global contextual information [Szegedy et al., 2017].

Another example of a CNN is the EfficientNet proposed by Tan et al. The popularity of this
model can be assigned to its superior performance compared to other CNN with the same amount
of parameters. This makes it a well-suited model for various computer vision tasks, such as the
classification of facial beauty and glow [Tan and Le, 2019, Tan and Le, 2021].

EfficientNet is based on model scaling. Model scaling involves uniformly scaling the dept, width
and the resolution of the CNN, making it possible for the model to achieve good performance.
Larger models tend to have better accuracy, but the downside is that the computationally costs are
very high. Smaller models have lower computationally costs, but have lower accuracy. EfficientNet
aims to strike a balance between the model size and the performance by using a compound scaling
method. This method scales the factor for each dimension, which are the depth, width and
resolution of the network [Tan and Le, 2021].

There are many types of the EfficientNet, starting with a baseline model named EfficientNet-B0.
this is a starting point and other models are scaled up based on this baseline method, making the
EfficientNet a family of models. The models are denoted as EfficientNet-B1, EfficientNet-B2 and
so on until EfficientNet-B7. All models are increasing in model size. The scaling factors for each
dimension are determined by the coefficient ϕ. The ϕ coefficient can be adjusted to control the
size of the model. A larger ϕ value leads to a larger model with more parameters, while a smaller
ϕ value leads to a smaller model with lower accuracy. The baseline model EfficientNet-B0 has the
smallest ϕ value [Tan and Le, 2021, Gan et al., 2022].

The EfficientNet also includes other techniques in order to improve the performance of the model.
One of them is the usage of a compound scaling method for the backbone and the feature ex-
traction of the model. Another technique is the incorporation of depth wise combined with point
wise convolutions to reduce the computationally cost. The model also introduces the use of swish
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activation function for better non-linearity calculation. These optimisation techniques allows the
EfficientNet to achieve better state-of-the-art performance compared to other models with sim-
ilar size and higher computationally costs [Tan and Le, 2021, Tan and Le, 2019, Gan et al., 2022,
Kartal and Polat, 2022].

XceptionNet is the abbreviation of Extreme Inception, which is a CNN designed by François
Chollet in 2016. This is a variant of the InceptionNet of Szegedy et al.

The XceptionNet is based on the logic of extreme feature extraction using depthwise separable con-
volutions. The standard convolutional layers are replaced by two different layers, namely:

1. Depthwise Convolution Layer

2. Pointwise Convolution Layer

The depth wise convolution is an independent layer which performs the convolution for each input
channel, while the Point wise convolution is applying a 1x1 filter to combine the output of the
depth wise convolution across different channels. The distinction between spatial and channel-wise
convolution makes it able for the model to be more computational efficient, due to the reduction
of the number of parameters [Chollet, 2017, Wu et al., 2020, Chollet, 2017].

The main difference between the XceptionNet and InceptionNet is the technique of convolutions.
InceptionNet is using Inception modules with different filter sizes and concatenates the output.
XceptionNet however is using different inception models which are called the depth wise separable
convolutions. These are two different parallel operations. The point wise convolution is using a
1x1 filter [Szegedy et al., 2015b].

The last CNN discussed in this research is the DenseNet, which is an abbreviation for Densely
Connected Convolutional Networks. This model has been very popular in research due to its unique
design which enables features reuse and efficient gradient flow. The DenseNet is characterised by
several dense connection in between the layers. Each layer receives input from all the previous
convolutional layer. This connection technique is a big difference with traditional CNN models,
which connect the layers sequentially [Huang et al., 2017, Zhu and Newsam, 2017].

The multiple dense blocks which are stacked together to form the entire structure of the algorithm.
Each dense block has several convolutional layers connected to the previous layer. The dense
connections, instead of the sequential connections, allow the model to flow direct information and
reuse the features efficiently. These techniques enables higher accuracy and a smaller trainable
parameter size [Zhu and Newsam, 2017].

In between the dense blocks the DenseNet uses transition layers. In this layers the batch normal-
isation, 1x1 convolution and an average pooling is included. The transition layer of the DenseNet
reduces the spatial dimension of the feature maps, but also the number of channels. This reduction
controls the model size and decreases the computational complexity [Huang et al., 2017].

The biggest advantage of using DenseNet is decreasing the risk of the vanishing gradient problem.
The dense connections make it possible to let the gradients flow efficiently through the network,
allowing for a better optimisation for the training of this deep neural network. Additionally,
the DenseNet also requires less parameters compared to other CNN, as the features are reused
effectively [Huang et al., 2017, Zhang et al., 2019].

4.2.4 Siamese Networks

A special type of neural network architecture is a Siamese network. This network is designed
to learn the similarity metric between pairs of input, instead of the probability to a class with
only one input. The structure of the Siamese Network is shown on Figure 4.1. In this figure
two identical sub-networks are shown sharing a similar architecture and weights, hence the name
Siamese. The input to the model are processed individually, and the outputs are compared to
compute the similarity score between them [Melekhov et al., 2016].
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A similarity metric between pairs of faces can be very beneficial for facial beauty and glow classi-
fication. Siamese networks are performing well on facial verification and facial recognition, making
it suitable for facial beauty and glow classification due to the fact that it can handle variations in
facial features such as pose, lighting and expression.

What the architecture is of each of the individual CNN models inside the Siamese network depends
on the base model used in the Siamese Network. This means that the models as described in Section
4.2.3 can be used in a Siamese network. The input to the network is a pair of images, which are
passed to two identical sub-networks, being either one of the pre-trained CNN architectures. The
output of each sub-network is a feature vector that encodes the input image and the similarity
score between the two images. These are computer by comparing the feature vectors.

Figure 4.1: The architecture of Siamese Network

During the training the Siamese network learns to optimise a loss function that penalises dissimilar
pairs of images. It also encourages the similar pairs to have a high similarity score. The loss
function can be adjusted to the specific target domain [Heidari and Fouladi-Ghaleh, 2020].

The advantage of a Siamese network is that it learns to compare pairs of facial images and generates
a similarity score based on the facial features. This can be used to classify facial beauty and
glow. The ability to compare is especially useful in the case when there is no clear-cut decision
boundary between beauty and non-beauty (or glowing and non-glowing). The model can detect
subtle differences in facial features and create a similarity score that reflects to a certain degree of
beauty or glow [Melekhov et al., 2016, Heidari and Fouladi-Ghaleh, 2020].

Because the Siamese network is using a base-algorithm, this base algorithm can be a pre-trained
model. the pre-trained models are very efficient due to less training time and can be fine-tuned
on a smaller dataset, which is the case for facial glow. This process saves time and compu-
tational resources, but also maintains the high performance [Heidari and Fouladi-Ghaleh, 2020,
Yu et al., 2020].

In Table 4.1 an overview with the model, advantages and disadvantages of all models previously
discussed are shown. In this table the number of layers and trained parameters are also shown.
The VGG-models do not have many layers, but still have a relatively large number of trained
parameters compared to other models.

4.2.5 Hyper-parameter Tuning and Settings

The models are multiple times trained with different hyperparameter settings. Next to the data
augmentation, multiple hyperparameters were trained in order to prevent the model from over-
fitting. Given the weak label of attractive and glowing, the models needed more care and more
hyperparameter training in order to make the model learn better and therefore improve the per-
formance. The following parameters are tuned in the models:
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1. Momentum Parameter: the SGD optimisation algorithms including different adaptive learn-
ing rates were used in order to accelerate the convergence of the optimisation process by
incorporating information from previous gradient updates. The goal of momementum is to
add a fraction of the previous weights of the gradient update to the current update. This
helps the optimiser to overcome local minima, accelerate convergence and reduce oscillations
in the optimisation process.

2. Multiple Dense Layers: due to the complex task, the algorithm is prone to overfit very easily
very fast. Therefore, multiple dense layers with different parameters are implemented. For
each model different settings are used in order to prevent the overfitting and ensure stable
results.

3. Different Optimisation Algorithms: different optimisation algorithms are used in this thesis
in order to get the best performance for the model. The optimisations RmsProp, Adam and
SGD are used. The latter two optimisation algorithms include an adaptive learning rate.

4. Regularisation methods: multiple regularisation methods, such as the L2 and L1 are used in
order to get better performance and prevent the overfitting. Not all models performed well
with these regularisation methods.

5. Learning Rate: determines how quickly the algorithm learns. When the learning rate is too
low, the model may take longer to converge to a good solution, while a higher learning rate
can cause the model to not converge to an optimal solution and fail to converge.

6. Batch sizes: different batch sizes are used in order to converge to a local minimum. The best
batch size for each of the models was set on 32. When the batch size was reduced or increased,
the model did not manage to learn the right features and started to lose performance.

7. Epochs: different epochs are used in order to investigate what the best training time was for
the model. The epoch size is set on 50.

8. Fine-tuning: the pretrained models used were trained on the biggest image dataset in the
world, namely the ImageNet. Different fine-tuning methods were used, where several layers
were frozen, in order to see what the best settings were for the classification at hand.

The best results are showed in this thesis, and in case of significant difference multiple results are
shown. The hyperparameters of the models are carefully selected using multiple training trials
and Gridsearch in order to find the optimal settings for the classification task of facial beauty
and glow.
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Model Pros Cons Layers Trained
Parameters

VGG16/VGG19 The model architecture is
simple and elegant, making it
easy to understand and im-
plement it.
Has high performance on
various range of tasks.

The model is due to the high
number of trained parameters
computational expensive.
The model is prone to overfit
on small datasets

16/19 138M/143M

ResNet50 The model uses residual con-
nection to improve the gradi-
ent flow and decrease the risk
of the vanishing gradient.
Has a simple architecture and
is easy to train.
The model has high accuracy
on diverse tasks.

Depending on which model,
the computational time is
high.

50 23.5M

InceptionNetV3 Multiple filter sizes are used
in parallel to capture features
at different scales.
The computational cost is re-
duced with the 1x1 convolu-
tions and factorisation.

The model can suffer from an
information bottleneck and
the vanishing gradient prob-
lem

48 24M

EfficientNet-B7 With relatively few paramet-
ers and computational re-
sources the highest perform-
ing model.
Scales well to larger and smal-
ler versions.
The model uses a compound
scaling method to balance ac-
curacy and efficiency.

The model takes more train-
ing time compared to other
models.
The model is not as well-
established or widely used as
other models.

813 66M

XceptionNet The model uses depth wise
separable convolution in or-
der to improve efficiency and
reducing the number of para-
meters.
With the few parameters used
by this model, the model has
a high accuracy.

Requires more training data
to achieve high performance
compared to other models.

71 22.8M

DenseNet-201 High parameter efficiency,
due to the fact that the model
is reusing feature maps from
previous layers.
Deep CNN models can be
used without encountering
the vanishing gradient prob-
lem.

The model is computationally
expensive due to the dense
connectivity.

201 20M

Siamese Net-
work

This architecture learns the
similarity score between im-
age pairs.
Ability to handle variations in
facial features such as pose,
lighting and expression.
Can be fine-tuned on pre-
trained models.

Requires image pairs for
training and testing.
Requires more training data
to achieve high performance.

Depends on
network

Depends on
network

Table 4.1: Overview of all neural nets and their specifications
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4.3 Neural Network Performance for Facial Beauty

4.3.1 Quantitative results for Facial Beauty

In this section the model results for the classification of Facial Beauty are shown. The best results of
the experiment trials are displayed. The models are trained with different hyperparameter settings
and multiple batches. The performance overview of the models for facial beauty classification are
shown in Table 4.2. The best performing model is the VGG19 model, because this model is not
only performing as one of the best on the different performance metrics, but also the model is
the most stable. The stability of the model is displayed in Figures 4.2 and 4.3. The model is
slightly overfitting. However, compared to the other models, especially the larger models such as
the DenseNet and deeper ResNet models, this model is the least overfitting model and therefore
the model has a higher ability to generalise. The least performing model is the EfficientNet-B7,
with an accuracy score of 58%.

Table 4.2: Model Performance Overview Facial Beauty Classification

Model Optimiser Dataset Extra Dense Accuracy Recall Precision F1-score

VGG16 Adam CelebA True 0.74 0.70 0.83 0.76
VGG19 RMSprop CelebA True 0.74 0.75 0.75 0.75
ResNet-50 RMSprop CelebA True 0.70 0.71 0.71 0.71
ResNet-101 Adam CelebA True 0.67 0.67 0.67 0.67
ResNet-152 Adam CelebA True 0.66 0.66 0.66 0.66
InceptionNetV3 RMSprop CelebA True 0.71 0.72 0.72 0.71
EfficientNet-B7 Adam CelebA True 0.58 0.74 0.25 0.37
XceptionNet RMSprop CelebA True 0.74 0.71 0.80 0.75
DenseNet Adam CelebA True 0.72 0.76 0.65 0.70
inception-resnet-v2 Adam CelebA True 0.69 0.66 0.78 0.71

The results of the VGG19 model for both optimisers and both labels (either Attractive or Non-
Attractive) are shown in Table 4.3. Based on this table we can conclude that the RMSprop is
a more suitable optimiser for facial beauty classification, because with this optimiser the model
performs slightly better for all metrics and for each label. Additionally, using the RMSprop leads
to similar scores for both Attractive and Non-Attractive labels. Hence, the results for each label
are stable and approximately around 75% accuracy, precision or recall, while the results of other
models are more fluctuating and are highly overfitting.

Table 4.3: VGG19 Performance Overview Facial Beauty Classification

Model Optimiser Label Extra Dense Accuracy Recall Precision F1-score

VGG19 Adam Non-Attractive True 0.73 0.74 0.69 0.72
VGG19 Adam Attractive True 0.73 0.71 0.76 0.73
VGG19 RMSprop Non-Attractive True 0.74 0.74 0.75 0.75
VGG19 RMSprop Attractive True 0.74 0.75 0.74 0.74

In Figure 4.2 the loss development of the VGG19 model is shown. In order to prevent overfitting
two extra dense layers are used with a double dropout as a top model. Based on Figure 4.2
we can conclude that the loss function is slowly developing over time, with some peaks in the
graph. The loss function starts low, but is slightly increasing over the number of epochs. The
increase of the loss can be due to various reasons, but one of the most probable reasons for this
particular dataset is the high amount of noise in the dataset. The data contains outliers and
mislabelled images, which the CelebA is suffering from, which creates the slightly increase of
the loss function. However, the models are only trained on a subset of the CelebA dataset for
computational efficiency. Training the model on more data could also improve the loss function.
Moreover, using a data augmentation technique for each trail the subset of the images can change,
and therefore the model results can slightly differ. The model is trained multiple times, and for
each trial the model reaches a stable accuracy of 75%. However, the loss over time does change
for some subsets, resulting in a steep line for the loss function.
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Figure 4.2: The Loss per Epoch for Facial Beauty Classification of the VGG19

In Figure 4.3 the accuracy over the epochs is shown. The accuracy is slowly increasing, with
a some outliers, especially at epoch 35. For this figure the same considerations as mentioned
above hold. The task at hand is very complex, given the high level of subjectivity. Therefore, the
convergence and learning patterns is difficult for the model. Nevertheless, the model results in a
stable accuracy of approximately 75% for all labels for female faces, which is a good performance
given the complexity and subjectivity of the task.

Figure 4.3: The Accuracy per Epoch for Facial Beauty Classification of the VGG19

In Figure 4.4 the confusion matrix of the VGG19 model is shown. The stability of the model is
also displayed in this figure, given the fact that the wrongly and correctly classified images are
the same for each label. For instance for the set of the Non-Attractive images, only 25 images are
wrongly classified as Attractive.

4.3.2 Qualitative results for Facial Beauty

The best algorithm, namely the VGG19, is also tested on the UTKface dataset for the qualitative
results. The Neural Networks are often known for their black boxes and therefore making it difficult
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Figure 4.4: The Confusion Matrix for Facial Beauty Classification of the VGG19

to understand what the algorithm is doing and what features are important in the decision-making
process.

In Figure 4.5 the most attractive facial images in the UTKface dataset are shown. These images
are selected based on the predictions of the Attractive algorithm. In Figure 4.6 the least attractive
images are shown.

It remains difficult to understand what the neural networks are doing in their decision making
process. However, we can conclude based on the top 10 most and least attractive images, that
age is playing a significant role in the decision-making process. Most children facial images are
labelled as non-attractive.

Moreover, side facial images are also often labelled as less attractive. All top 10 most attractive
images are frontal images. Additionally, the ethnicity of the subjects on the images is fairly mixed.
The most attractive facial images still contain a majority of Caucasian faces, but also facial images
with different skin tones.

Figure 4.5: The most attractive faces in the UTKFace dataset
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Another potential feature can be a smiling face contributing to a higher level of attractiveness.
This is also interesting, because smiling faces are often associated with attractiveness. Whether
the facial images in the top 10 least attractive images are indeed non-attractive depends on the
specific preferences of an individual.

Figure 4.6: The most non-attractive faces in the UTKFace dataset

4.4 Neural Network Performance for Facial Glow

4.4.1 Quantitative results for Facial Glow

In this section the model performance for the classification of facial glow is discussed. The overview
of the performance of the models is shown in Table 4.4. The best performing model on this task
is VGG19 algorithm with an accuracy of 84%. Similar to the facial beauty classification the
VGG19 is the most stable model, giving a similar score for each of the performance metrics. The
models are trained with different hyperparameters in order to get the most optimal model for the
classification of facial glow.

Table 4.4: Model Performance Overview Facial Glow Classification

Model Optimiser Extra Dense Accuracy Recall Precision F1-score

VGG16 RSMprop True 0.75 0.75 0.75 0.75
VGG19 RMSprop True 0.84 0.84 0.84 0.84
ResNet-50 RMSprop True 0.74 0.77 0.75 0.74
ResNet-101 RMSprop True 0.75 0.74 0.78 0.76
ResNet-152 RMSprop True 0.79 0.75 0.86 0.80
InceptionNetV3 RMSprop True 0.73 0.73 0.74 0.73
EfficientNet-B7 RMSprop True 0.54 0.52 0.92 0.66
XceptionNet RMSprop True 0.72 0.69 0.73 0.71
DenseNet Adam True 0.83 0.79 0.89 0.84
inception-resnet-v2 Optimiser True 0.76 0.74 0.79 0.76

The training loss per epoch is shown in Figure 4.7, based on this image we can conclude a similar
phenomenon as with facial beauty classification. The loss function slowly decreases, but after a
certain amount of epochs the loss starts to increase. The most probable cause for the increase
of the loss function is the high amount of noise and variation in the dataset. Especially images
which are close to the boundaries of glow are wrongly classified (similarly for non-glowing images).
However, the models are only trained on a small number of images, namely 1600 images as training
set, for computational efficiency and due to the only available data. Therefore, training the model
on more data could also improve the loss function.
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Figure 4.7: The Loss per Epoch for Facial Glow Classification of the VGG19

In Figure 4.8 the accuracy development of the VGG19 model is shown. The accuracy is slowly
increasing, with some outliers, especially between epoch 1 to 20. Hereafter, the model has a stable
accuracy. For this figure the same considerations as mentioned above hold. Similar to the task of
facial beauty classification, the classification of facial glow is very complex due to the high level
of subjectivity. The convergence and extracting learning patterns remains difficult for the model.
Nevertheless, the model is performing better than the model for facial beauty classification, with
a stable accuracy of approximately 84% on all female facial images. Given the complexity and
subjectivity of the task at hand, the performance of the model can be denoted as good.

Figure 4.8: The Accuracy per Epoch for Facial Glow Classification of the VGG19

Lastly, in Figure 4.4 the confusion matrix of the VGG19 model is shown. Compared to the facial
beauty classification less images are wrongly classified. For glowing faces, only 15 images are
classified as non-glowing. These images are often images which are on the boundary of being
glowing. Making it difficult for the model to understand the subtle differences.

The results for the classification of facial glow for each label with different optimiser settings are
shown in Table 4.5. Using a double dense layer helps the model to prevent overfitting, however the
model still tends to overfit, with a training accuracy of 98% and a validation and test accuracy of
approximately 84%. Additionally, the optimiser RMSprop has a better influence on the performance
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Figure 4.9: The Confusion Matrix for Facial Glow Classification of the VGG19

of the model compared to the Adam optimiser. Similar results are shown in the VGG19 model for
the classification of facial beauty (Table 4.3).

Table 4.5: VGG19 Performance Overview Facial Glow Classification

Model Optimiser Label Extra Dense Accuracy Recall Precision F1-score

VGG19 Adam Non-glowing True 0.80 0.79 0.80 0.79
VGG19 Adam Glowing True 0.80 0.80 0.79 0.79
VGG19 RMSprop Non-glowing True 0.84 0.85 0.83 0.84
VGG19 RMSprop Glowing True 0.84 0.83 0.85 0.84

4.4.2 Qualitative results for Facial Glow

The Glow algorithm is tested on the UTKface dataset to get qualitative results. In Figure 4.10 the
top 10 most glowing faces are shown, with the glow VGG19 prediction, while in Figure 4.11 the
top 10 least glowing faces are shown. In Figure 4.10 some accurate predictions are shown (such as
the bottom left images), while some other images can be open to discussion. It is also important
to note that the algorithm is trained on a female dataset, making it more difficult to detect facial
glow in male faces.

Additionally, in the top 10 most glowing images, the ethnicity of the subjects is mixed, but there
is a slight tendency to middle aged people. In Figure 4.11 children and elderly are often labelled
as non-glowing. The same count for people with a specific skin tone. Additionally, the behaviour
of the algorithm seems to satisfy the objective criteria for facial glow set in Chapter 2. The least
glowing faces can be associated with less healthy facial images, either based on elasticity of the skin
or the illumination of the skin. However, the results are open to discussion given the subjective
nature of the task.
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Figure 4.10: The most glowing faces in the UTKFace dataset

Figure 4.11: The most non-glowing faces in the UTKFace dataset

4.5 Siamese Network Results

In this section the Siamese network model performance are discussed. The Siamese networks have
different base models, which are also used in the classification experiment. The models have a
pairwise input and the similarity of the images are calculated at the end of the model. If the input
images are similar the label is 1, while if the input is dissimilar the label is 0.

4.5.1 Siamese Performance for Facial Beauty

The results of the models for the Siamese architectures of the classification of facial beauty are
shown in Table 4.6. As shown in this table, the models are performing significantly worse than
the neural networks with a singular input image. The models all have an accuracy around 50%.
This means that the models are not learning and do not have the ability to generalise. The best
performing model is the ResNet-101, which has a stable performance with recall, precision and
f1-score higher than 60%.

In Figure 4.12 the training loss over the epochs is shown for the ResNet-101 model. The loss
remains very high and does not fluctuate over time. The model does not learn optimally and the
weights of the parameters are stuck at a sub-optimal minimum, which leads to poor generalisation
and performance of the model. The loss performance over time can be caused by several factors,
some of the potential causes are already eliminated, e.g. the learning rate. One cause of this
loss development over time can be the learning rate, which can be too high or too low. However,

Glowing Skin, Radiant Beauty: A Deep Learning Approach 41



4.5. SIAMESE NETWORK RESULTS CHAPTER 4. DEEP LEARNING EXPERIMENT

Table 4.6: Model Performance Overview Facial Beauty Classification

Model Optimiser Accuracy Recall Precision F1-score

VGG16 RSMprop 0.49 0.88 0.47 0.62
VGG19 RMSprop 0.53 0.09 0.60 0.16
ResNet-50 RMSprop 0.53 0.36 0.47 0.41
ResNet-101 RMSprop 0.52 0.68 0.64 0.60
ResNet-152 RMSprop 0.51 0.84 0.49 0.62
InceptionNetV3 RMSprop 0.51 0.86 0.49 0.63
EfficientNet-B7 RMSprop 0.55 0.00 0.00 0.00
XceptionNet RMSprop 0.52 0.49 0.49 0.49
DenseNet Adam 0.83 0.79 0.89 0.84
inception-resnet-v2 RMSprop 0.55 0.37 0.57 0.45

several experiments are conducted using a different range of learning rates between 0.1 (training
very aggressively) and 0.0001. None of the learning rates are improving the performance of the
models. Another explanation can be insufficient amount of data. A Siamese network requires
a lot data. Increasing the dataset could potentially lead to better performance. Lastly, another
probable cause can be mislabelled data or very difficult data. In this task facial glow is very
subjective, which means that two images, which are not necessarily similar, can have the same
label.

Figure 4.12: The Training Loss per Epoch for Facial Beauty Siamese ResNet Model

In Figure 4.13 the training accuracy of the epochs is shown. The accuracy is not increasing, and
remains around 50%. The model is not generalising and leads to a poor performance. One reason
for this can be the underlying data, making the model unsuited for this task.

In Figure 4.14 the confusion matrix of the ResNet-101 model is shown. Based on this figure it is
clear that the model generalisation is poor and the learning ability of the model is lacking. The
number of wrongly classified images is as high as the correctly classified images.

4.5.2 Siamese Performance for Facial Glow

Similarly, the results for the facial glow Siamese network experiment are shown in Table 4.7.
Similar results are shown in this table, with all models scoring around 50% on accuracy. The
highest performing model with the most table performance is XceptionNet. The precision, recall
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Figure 4.13: The Training Accuracy per Epoch for Facial Beauty Siamese ResNet Model

and f1-score are approximately 60%.

Table 4.7: Model Performance Overview Facial Glow Classification

Model Optimiser Accuracy Recall Precision F1-score

VGG16 RSMprop 0.51 0.59 0.55 0.57
VGG19 RMSprop 0.54 0.46 0.54 0.49
ResNet-50 RMSprop 0.57 0.49 0.61 0.55
ResNet-101 RMSprop 0.53 0.67 0.53 0.60
ResNet-152 RMSprop 0.58 0.57 0.56 0.56
InceptionNetV3 RMSprop 0.52 0.57 0.57 0.53
EfficientNet-B7 RMSprop 0.57 - - -
XceptionNet RMSprop 0.54 0.61 0.57 0.59
DenseNet Adam 0.52 0.14 0.34 0.20
inception-resnet-v2 RMSprop 0.52 0.62 0.30 0.40

Figure 4.15 shows the training loss of the epochs. The loss is immediately very low at the first
epoch, which means that the model is not stuck at a local minimum such as the Siamese network
for facial beauty.

In Figure 4.16 the training accuracy of the epochs is shown. Similarly as the Siamese model for fa-
cial beauty, the model for facial glow is not increasing in accuracy, but remains having a validation
accuracy around 50% and training accuracy of 100%, which leads to a heavily overfitting model.
The model learning rate is not high and optimised using Gridsearch, therefore an explanation
for the model performance is the task at hand. The Siamese model may not be suited for the
detection of facial glow, due to the high subjectivity level of the notion.

In Figure 4.17 the confusion matrix of the XceptionNet model is shown. The poor model per-
formance an also be derived from this figure, where the wrong predictions are as high in number
as the correct predictions.
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Figure 4.14: The Confusion Matrix for Facial Beauty Siamese ResNet Model

Figure 4.15: The Training Loss per Epoch for Facial Glow Siamese Xception Model
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Figure 4.16: The Training Accuracy per Epoch for Facial Glow Siamese Xception Model

Figure 4.17: The Confusion Matrix for Facial Glow Siamese Xception Model
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4.6 Discussion

4.6.1 Limitations of the Neural Networks

One of the biggest limitations is the interpretability of the models used in this experiment. Neural
networks are often described as black boxes and are difficult to interpret the decision-making
process. The lack of interpretability makes it challenging to understand what the network is
doing in order to come to a certain conclusion. This is an important limitations because a higher
interpretable model makes us better understand the specific features for classification of facial
glow.

The interpretability of the model is also important for another reason, namely the underlying bias
in the dataset. Neural networks are as good as the training data, which is often associated as
the Trash in, Trash out principle. When the training data is highly biased or incomplete, the
bias is then taken over by the model and reflected on the performance of the network. In the
case of the classification task on hand, the risk of bias is high, due to the fact that the CelebA
dataset is known for it bias for the label Attractive. Moreover, the annotated facial glow dataset
is only annotated by one person, which means that the bias risk is higher due to the fact it is only
based on the perception of this person. As seen in the experiment with the human annotators,
the perception of facial glow can vary over ages.

Additionally, given the high subjectivity level of both facial glow and beauty, the performance of
the model reaches a certain point, where it does not increase anymore. This is due to the fact
that the classification task at hand is highly subjective and the perception of either facial glow or
beauty can vary between different regions, ages and cultures. The model therefore shows signs of
overfitting, performing well on the training set, but not as good on unseen data. This means that
the modes has not a high ability of generalisation.

Lastly, the models were trained on a small amount of epochs, a total of 50 epochs, due to the lack
of computational resources. The image analysis methods used in this study require a significant
amount of computational resources due to the large size and complexity of the facial image datasets.
However, due to budget constraints, a GPU was not available for use in this research project. As
a result, the image processing tasks were performed using a standard CPU, which significantly
increased the processing time and limited the size and complexity of the models that could be
trained. This limitation may have affected the accuracy of the facial analysis models and the
ability to generalise the findings. Additionally, without the use of a GPU, it was not possible to
explore more complex neural network architectures or larger batch sizes, which could have further
improved the accuracy of the facial analysis models. Therefore, the lack of a GPU in this study
represents a potential limitation that should be considered when interpreting the findings.

An alternative approach for the classification of facial glow analysis is the use of traditional com-
puter vision techniques, such as extracting specific features or patterns based on the facial images.
These features and patterns can be used to classify the images according to their level of facial
glow or beauty. The traditional computer vision techniques can be either local binary patterns
of histogram oriented gradients. The features extracted by these techniques can be used to train
the classifier with higher interpretability, such as the support vector machine or random forest.
These techniques are not only more interpretable, but also computationally faster compared to
neural networks and therefore making it more accessible for researchers with limited computa-
tional resources. The downside of this method is that these model often do not perform well on
very complex and large datasets. Moreover, more time needs to be invested in feature engineering,
which can also lead to an increased risk of bias.

4.6.2 The Subjectivity of the Task

Many philosophers, scientists and psychologists have thought about the notion of facial beauty.
The concept of facial beauty, but also of facial glow, remain highly subjective. For instance, when
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taking the experiment results of the human annotators in account, which can be found in chapter
6 we can see that even the human annotators can not find agreement on whether a face is glowing
or not glowing.

Looking at the model results, we can conclude that the neural networks are performing significantly
better than the Siamese networks. The high subjectivity of the task at hand can be an explanation
for these results.

Facial beauty and glow classification involves identifying different facial features that contribute to
these notions. These facial features are often highly subtle and require a high degree of precision
and detail to capture. A Siamese network is designed for comparing images and contrasting
between two input images, while facial beauty and glow classification requires an evaluation of
multiple facial features simultaneously.

Neural networks on the other hand are a more appropriate choice for the facial beauty and glow
classification. The models are specifically made for image analysis and feature extraction, making
them capable of automatically learning the representations of the visual features, but also to
capture subtle patterns. These subtle patterns can be very important for the classification, which
the Siamese network lack.

Finally, looking at the quantitative results it becomes clear that the neural networks are using age
as an important feature for both the classification of glow and beauty. This can be explained due
to several factors, such as the underlying data. The training dataset did not have a high variety
in ages, and most of the images were facial images of subjects from 20 - 45 years. This makes the
data highly unbalanced. Therefore, no conclusions can be derived whether very old or very young
facial images are indeed contributing to the perception of facial beauty or glow.

4.6.3 Limitations of the Data

Another limitation is the data collection which can affect the findings of this research project.
The facial images were collected based on the CelebA dataset, which is a dataset containing over
200.000 facial images of celebrities. The dataset has a lot of different lightning conditions and
variability’s in pose.

The CelebA dataset has a limited diversity and is highly biased. The dataset contains images of
East Asian or Caucasian people. CelebA is not representative for other ethnic groups and also
not a very high quality image database for the generalisation for other populations. Moreover,
the dataset also contains limited age variation, making it difficult to use the models on a higher
or younger age range.

The dataset is collected from online sources and represents Western celebrities more often than
non-Western celebrities. Moreover, the dataset also represents people with a higher visibility or
social status more often than others, such as models or actors. Ordinary people are not represented
in this dataset, but also other celebrity roles such as top athletes are also not represented well
enough by the CelebA dataset.

The MAAD dataset contains the CelebA dataset for the feature Attractive, which means that
the same limitations hold for this dataset as well. For further research it would be necessary to
use a more diverse dataset to decrease the risk of bias. Moreover, the CelebA dataset is also
known for its bias in the feature Attractive, making the least correlated feature Male. Therefore
for other studies the recommendation is to use a task specific dataset. An example of this could
be creating a dataset with two similar facial images, with one image where the product is applied,
while on the second image the product is not applied. The use of task specific images can help
the performance of the model in the case of the classification of beauty for a specific product (or
the beauty industry).

A subset of the CelebA dataset is also used for annotating glow labels. This means that the
limitations for the CelebA dataset also hold for the glow annotated dataset, but several additional
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limitations can be added. First of all, the annotation is done by one person for 2000 images.
Due to the low number of annotators the risk for bias is high, because the annotation solely
depend on the perception of one person. However, the perception of facial glow can vary over
time, age and culture, which means that it is necessary to include more annotators with different
backgrounds.

In the second part of this thesis project a small side experiment was done with 29 human annotat-
ors. Based on the results we can conclude that there are many different perceptions of glow, which
leads to inconsistencies of the labelled dataset. Due to the subjective character of facial glow, it
is prone to errors in the labelling process. There is no external reference or validation to ensure
the accuracy of the model or the labels.

Despite the limitations described above, the datasets still are a valuable source in this research,
but it is important to acknowledge the potential limitations of the approach, especially in the light
of the results.
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Chapter 5

Native Language Search
Experiment

5.1 Introduction

The purpose of this experiment is to conduct differences in beauty standards and skincare practices
related to facial beauty and glow across different countries. In this experiment a virtual private
network (VPN) and native language search is used to study the different perspectives on facial
beauty and glow across various countries. The VPN is used to connect to internet servers located in
different countries, including Asian and Western. Native languages is used to retrieve information
related to facial beauty and glow for each country. Using this method allows us to gather accurate
and culturally relevant information on beauty standards and skincare practices. The results of the
native language search are discussed in this chapter.

5.2 Methodology

5.2.1 Virtual Private Network connections

To gather representative and accurate facial glow images corresponding to a specific region, a VPN
was used in order to connect to local servers in different countries. Search engines, such as Google
or Bing, are using the IP address to determine the location of the user and provide tailored search
results. Solely using the native language search did not give the required results and still returned
Western search results. There were no to slight differences in the search results when only using
the native language search. A VPN however is connecting to a different country and returning a
IP address based on that location. Therefore, using a VPN gave more accurate results.

The VPN provider used in this experiment is NordVPN, which is one of the most popular VPN
providers. Another reason to use NordVPN is the range of servers in different countries offered by
them, which makes it feasible in this experiment. Not all countries are available in the NordVPN
services. Most of the countries located on the African continent are not available. The countries
used in this experiment are displayed in Table 5.1.

The countries displayed in Table 5.1 are chosen based on several factors. First of all, the main
purpose of this experiment is to study the differences between facial glow, beauty standards and
skincare practices between different cultures and regions. Therefore, several countries are chosen.
The most representative countries are either in the Asian or European region. Secondly, another
reason for choosing these countries is based on the high internet usage and search engine activities.
This method ensured that the search results are representative of each country’s beauty and
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Europe Asian African Eastern Pacific America

Netherlands (without VPN) Singapore South Africa United Arab Emirates Australia United States of America
France Japan Israel New Zealand Canada
Italy Hong Kong Turkey Brazil
Spain Taiwan Argentina
Austria Vietnam Mexico
Sweden Thailand Costa Rica
Portugal South Korea Chile
Greece Malaysia

Germany

Table 5.1: NordVPN Countries used in the experiment

skincare culture. Lastly, the countries are also chosen based on what was available in NordVPN.
In summary, the countries were selected based on a combination of research needs and practical
considerations.

5.2.2 Native Language Search

The native language search has two components. The first component is the usage of the most
popular search engine in each country. Most of the countries, such as European, American and
Pacific countries, are using Google as the most popular search engine. However, some countries
have other popular search engines as shown in Table 5.2. Therefore, to gather information about
facial beauty and glow the use of these specific search engines are important. For example. Baidu
is the most popular search engine in China and Naver in South Korea. The search in the remaining
countries are done in Google, because this was the most popular search engine for these countries.
The language settings were set to the language of each specific country.

Country Search Engine

European Countries Google
China Baidu

South Korea Naver
Remaining Asian Countries Google

South Africa Google
Eastern Google
Pacific Google
America Google

Table 5.2: Most popular search engine in each region

The second component of the native language search is using the right keywords and phrases
related to facial beauty and glow. The keywords and phrases should be in the local language,
without using the native language the search results are not accurate and mostly result in the
Western perspective on facial beauty or glow.

We conducted searches using keywords and phrases related to facial beauty and glow in the local
language. An overview of the keywords or phrases are shown in Table A.1.

For example, in Singapore, terms were translated in both Mandarin and Malay. In Malay there
are different ways to address facial beauty, namely: ”Muka cantik” and ”kecantikan wajah”. Both
refer to the concept of facial beauty. However, there are some slight differences in nuance between
them. The first one is a more casual phrase, which is often used in everyday conversation, while the
latter is more formal and precise. Moreover, ”kecantikan wajah” is not only about physical beauty,
but a holistic concept of beauty. Other factors such as skin health, facial symmetry and harmony
are also included in this definition. ”Muka cantik” however is only describing aesthetically pleasing
faces, without necessarily taking into account other factors contributing to facial beauty.
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Other languages such as Mandarin and Cantonese also have several keywords or phrases for facial
beauty and facial glow, ranging from aesthetic beauty to plastic surgery related. Therefore, it
remains challenging to use a native language search while lacking experience with the specific
language. In this experiment only a few keywords and phrases are used for the native language
search (Table A.1). However, based on the context and the intention of the speaker the phrases
may not be adequate in every situation.

5.2.3 Native language image collection

During the experiment the VPN was connected to one of the servers of the countries as listed
in Table 5.1. Subsequently, a native language search was performed to gather information about
either facial beauty or facial glow. Then a web scraper was used to download the images in a
separate folder and in parallel create a csv with the image name and the corresponding label.

The search results were reviewed and relevant articles and websites were selected. The selection
was done based on their relevance to the research question. Other patterns, such as prevalence
of certain skincare products or beauty treatments were retrieved as additional. The challenges
encountered throughout the search process are listed below in order to ensure the validity of the
findings:

1. Language barriers

2. Difference in search engine

3. Difference in cultural beauty or glow standards and practices

One major challenge was the language barrier. Most of the languages are not known by me, creat-
ing a difficulty in accurately identifying the relevant search terms and understanding the content
of some of the search results. In order to address this challenge, a dependency on translation tools
and consulting native speakers was necessary in order to ensure the accuracy of the search terms
and findings.

The second challenge was the three types of search engines used in the experiment. For most
countries Google was the most popular search engine and therefore this search engine was used
in the experiment. However, in Hong Kong and South Korea other search engines are used,
respectively Baidu and Naver. These search engines operate differently from Google and have
their own unique algorithms and ranking systems. This made it difficult to compare the search
results across different search engines and to capture a representative sample of information. In
order to overcome this challenge, a column denoting the search engine was added in the csv in
order to document the search method and ensure transparency in the findings.

The last difficulty is the difference in cultural beauty standards and practices across the world.
Some countries, such as France and Sweden, have a greater focus on natural beauty, while other
countries, such as South Korea and Japan, emphasise the use of cosmetic products or medical
procedures. Therefore it is important to consider the cultural context of the search results to
prevent broad generalisation.

5.3 Results

5.3.1 General results

Using the VPN and native language search had the following interesting results.

First of all, between Asian and Western countries there were significant differences in beauty stand-
ards and skincare practices. In Asian countries, there was a bigger emphasis on pale, porcelain-
like complexion and more youthful appearance through cosmetic products or medical procedures.
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Western countries however preferred a more natural look with a greater focus on anti-aging skin-
care.

Secondly, there are also differences in the types of products and treatments that were popular in
each country. One of the examples is the popularity of facial medical procedures in Asian countries,
while in Europe only light facial medical procedures, such as Botox, are popular. Additionally,
when looking at the types of products, the following can be concluded. In Japan and South Korea,
there is a strong emphasis on sheet masks and facial masks, while southern European countries,
have a greater focus on high-quality moisturisers, anti-aging products and serums.

Lastly, the language barriers, different search engines and using incognito mode in the web browser
made a significant impact on the received results. Not using a VPN resulted in only Western
biased results due to the Dutch IP address. Only using Google as a search engine and the English
language also led to Western biased results. A similar occurrence transpired in situations where
the incognito mode was not activated. To summarise, in order to obtain accurate and culturally
relevant results, the experiment should satisfy four requirements:

1. Using a VPN

2. Native language search

3. Native search engine

4. Using incognito mode

Taken all the results into account the experiment validates the significant differences in facial
beauty and facial glow perspectives across different cultures and regions. The differences are likely
closely tied to cultural values and practices. In order to develop beauty products or marketing
strategies the cultural context is of high importance to take into account. Only using the Western
language and search engines results in biased result. Therefore, it is important to limit this bias
by using the requirements given above.

5.3.2 Country Specific Results

When searching for Glowing face or Beautiful face in the Asian language equivalent, plastic sur-
geries were more prevalent compared to searches in other countries. In many Asian cultures a
certain standard of beauty and plastic surgery is a viable mean of achieving this ideal. Compared
to other countries, there is less social stigma attached to plastic surgery in Asian countries, which
make is more accessible and acceptable to a wider range of people.

The most common plastic surgery procedures in Asian countries are double eyelid surgery (bleph-
aroplasty), rhinoplasty and jaw reduction. The double eyelid surgery is the most popular medical
procedure, which create a upper eyelid in order to make the eyes appear more Western, while the
rhinoplasty is a nose reshaping surgery, which is creating a more symmetrical and refined nose.
Jaw reductions are also frequently done in Asian countries in order to create a more feminine
appearance [Dobke et al., 2006, Seok-Chan, 2013].

Important note here is that plastic surgery trends can vary widely even within the Asia region.
Many factors can influence the types of procedure that are popular in a region or culture. Nonethe-
less, the results of the experiment validate that medical procedures are more common and socially
accepted in Asian countries compared to Western, which is the effect of the cultural differences in
beauty and glow ideals.

In Japan there is a strong emphasis on skincare products. Many people are following a multi-
step routines that includes cleansing, toning, moisturising and using sheet masks. Another trend
popular is beauty supplements, which can be capsules, pills or powders, that contain collagen,
vitamins (especially vitamin C) or other nutrients. The main beauty perception in Japan is
achieving a smooth, porcelain-like complexion. Many Japanese women are searching for products
that contain skin-brightening ingredients, like vitamin C.
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In most Western countries there is a high demand on high-quality skincare products that contain
natural and plant-based ingredients. Moreover, Western women, especially Scandinavian and
French, prefer minimalist makeup and are focus on achieving healthy and radiant skin by using
serums, oils and other skincare products. The goal is to achieve a natural and effortless look with
many women abstaining from heavy makeup and embracing natural features, such as the bushy
eyebrows.

Women in the United Arab Emirates, focus on beauty standards with a high emphasis on clear,
smooth, and fair skin. Skin lightening products are popular and are often used to achieve a lighter
complexion. The most used skincare products often contain oils, which can vary from argan oil
or rosehip oil in order to moisturise and nourish their skins due to the harsh conditions of the
climate. Another popular product is henna, which is used for beauty and skin adornment. When
it comes to make up, the style is significantly different from Western and Asian women. Women
in the United Arab Emirates tend to favour bold and dramatic, including the winged eyeliner and
smokey eyes.

Another country was Singapore, which had many people favouring natural and organic products,
such as green tea, aloe vera and honey. Many products, which were seen in the results were free
from harmful chemicals and preservatives. The Singaporean perception of beauty was similar to
other Asian countries, which contain clear and bright skin and the use of whitening products to
reach this goal.

South Africa is one of the most Westernised countries on the African continent, which also becomes
clear in the search results. However, some results also showed some less Westernised beauty and
glow ideals by embracing the natural hair and skin textures. In terms of beauty products, most
South African women favour products that contain SPF due to the climate and sun exposure.
Also products with indigenous ingredients are popular, such as rooibos tea and marula oil.

The American continent in terms of general culture can be distinguished in two parts, one for
Northern America (such as Canada and the United States of America) and the other is Latin
America. In Northern America, the focus of facial beauty and glow perception is on anti-aging
products, containing retinol. Moreover, many Northern American women are seeking chemical
free products. However, due to the high diversity in Northern America, such as the states, the
perception of beauty and glow can differ across different states (such as a more bohemian style in
California, while a more Scandinavian style in New York).

Latin America also varies in different cultures or regions. Although there are a lot of varieties
in the perception of facial glow and beauty, there are some commonalities across the different
countries in Latin America. One of them is a clear and even-toned skin. In order to achieve this
looks moisturisers, serums and mask with ingredients consisting of aloe vera (local ingredient) and
vitamin C (mostly extracted from honey).

Another preferred look is the bronzed or sun-kissed look, which leads to the usage of self-tanning
products or using oily products in order to tan more easily. Moreover, the results also showed some
websites advertising medical procedures, including Botox, fillers, chemical peelings and anabolic
supplements.

5.3.3 Clustering the images based on Neural Network Features

For the second part of the experiment, the features of the final layer of the best neural network,
VGG19 as discussed in Chapter 4, were taken and used in a clustering model. Five clusters were
made based on the dataset and the extracted features.

The clusters are a clear distinction on ethnicity, especially between Western and Asian facial
images as can be seen in Figure 5.2 and 5.1. In cluster four there is a mix between Caucasian
facial images, while the second cluster contains solely on Asian facial images. The Asian female
face in the fourth cluster has Westernised features and may therefore be clustered as such.
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Figure 5.1: The fourth cluster based on the Neural Network features clustering

Figure 5.2: The second cluster based on the Neural Network features clustering

Based on the clustered we can conclude that there is a difference in the perception of facial glow
around the world. Facial glow in Asian countries is often associated with a very pale skin, as can
be seen in Figure 5.2. While facial glow in Western countries is often associated with a sun-kissed
skin colour and a healthy look. In Figure 5.3 the first cluster is shown, which are all retouched
and highly adjusted images.

Figure 5.3: The first cluster based on the Neural Network features clustering

5.4 Discussion

This part of the discussion relates to the Native Language Search Experiment. The results of this
experiment are discussed in Chapter 5.

5.4.1 Various perception of beauty across different regions

Different countries and regions results in some notable differences in beauty standards, perception
of facial beauty and glow, but also in skincare practices. The differences are the results of various
factors, including cultural and environmental values, but also historical beauty ideals.

In Asian countries, like Japan and South Korea, the ideal glowing or beautiful face is all related
to symmetry and having a fair and porcelain-like complexion. This can already be derived from
the translation, where beauty and glow are overlapping. This perception also leads to many
skin-brightening and whitening products, but also medical procedures in order to get a more
symmetrical face (which can include a double eyelid correction, but also nose surgeries).
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Women from Western countries on the other hand have a greater preference on achieving natural
and healthy appearances. The focus is more on using high-quality and chemical free skincare
products. Medical procedures are a social stigma, therefore not as popular as in Asian countries.
This naturalistic and minimalist view can be explained based on the cultural values in Europe
considering the historical individualism and self-expression.

Another important factor is the environmental factor, like sun exposure, but also local ingredients.
Based on the search results it can be concluded that South African women are using more products
which contain SPF and local ingredients such as rooibos tea. The same goes for South American
women, where in the results products with aloe vera extract were shown very often, but also Greek
search results consisting almost only olive oil products. Countries like Sweden and the Netherlands
are less interested in SPF products, due to the less sun exposure and lower temperatures.

To summarise, beauty standards, skincare practices and the perception of facial beauty and glow
are shaped by a complex interplay of cultural, environmental, and historical factors. These factors
vary widely between different countries and regions. Understanding the differences means gather-
ing deeper insights in the ways beauty ideals are constructed and perpetuated.

5.4.2 Implications for the beauty industry

The findings of this research have important implications for the beauty industry as a whole,
but also for individuals. The search results suggest a need for a greater diversity and more
inclusive approaches in skincare products and advertisement. Instead of promoting a one-size-fits-
all approach to facial beauty and glow, the industry can benefit from recognising and embracing
the unique beauty ideals and preferences of different communities. Which can result in developing
tailored product lines and advertisement reflecting the cultural and environmental factors that
shape beauty standards and skincare practices in each region.

Additionally, the results also makes room for opportunities in cross-cultural exchanges and learning
within the beauty industry. Knowledge and expertise sharing from different cultures and region can
lead to a more inclusive and diverse approach to facial beauty and glow instead of the narrow and
often unrealistic beauty ideals that dominate mainstream media and marketing campaigns.

The results also can affect individuals in highlighting the importance of understanding and ac-
cepting diverse beauty and skincare practices. Recognising the unique beauty ideals and skincare
needs of each community can benefit individuals in making more informed choices about their own
beauty and skincare routines and avoid harmful beauty stereotypes.

Based on the findings above, it can be concluded that there is a need for a more nuances and
inclusive approach to facial beauty and glow. It is a necessity for the approach to recognise,
acknowledge and highlight the unique beauty ideals and skincare practices of different regions
across the world.

5.4.3 Limitations of the experiment

The experiment encountered several challenges and therefore has several limitations. The first
limitation is the usage of VPN to access search results from different countries. The sample used
in this experiment is limited to the countries provided by NordVPN. Hence, not all regions in the
world are represented as well as others. One of the most important regions is Africa, from which
only South Africa, which is already Westernised itself, was included in NorthVPN. Therefore, the
results of South Africa is not representative for the continent Africa. Moreover, in this experiment
it is assumed that each country has its own general perception of facial beauty or glow. However,
even in a small country like the Netherlands the perception of beauty or glow can differ amongst
cities. Amsterdam is using a more Scandinavian approach, while other cities, e.g. Rotterdam
and The Hague, are not. For further research it is necessary to include a larger and more diverse
sample of countries and also look at a more granular level, e.g. cities or provinces.
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A second limitation is the methodology of using online search results. Some regions are more
connected to the internet than others which can lead to not have the full picture of beauty ideals
or skincare methods. Moreover, some cultural practices or beauty rituals are not widely discussed
online. Therefore using a more in-depth interviews or focus groups can provide a more nuanced
understanding.

Additionally, this experiment did only explore the perception of facial beauty and glow for females
and not for males. These two groups significantly differ in their beauty and skincare practices,
e.g. in general women are using more make-up and have a stronger preference for medical proced-
ures. Hence, the conducted experiment did not explicitly explore the intersection of beauty ideals
and issues of gender, which is known to play a significant role in shaping beauty standards and
practices. Future research could delve deeper into these issues to provide a more comprehensive
understanding of the perception of facial beauty and glow.

Finally, most of the languages are not known to me personally, therefore the experiment was
heavily depended on translation tools and native speakers. However, some languages have a lot
of nuances for the words facial beauty and facial glow. As stated in Section 5.2.2 in Singapore
different languages are used by the citizens, such as Malay, Chinese and English. In Malay the
keywords for facial beauty can be either translated as ”Muka cantik”, but also ”kecantikan waja”.
This same rationale applies not only to Asian languages, but also European languages. Thus, in
order to conduct an exhaustive search for the right keywords, proficiency in the respective language
is a necessity. Relying solely on translation tools is not adequate enough to guarantee accurate
and comprehensive outcomes.

This experiment is just the beginning of a more thorough research in facial beauty and glow. While
it has provided some valuable insights in the perception of facial beauty and glow across different
regions in the world, there is still much to be explored and studied in this research area.
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Chapter 6

Annotation Experiment

6.1 Introduction

In this chapter the side annotation project is discussed. The side experiment was executed with
female participants annotations each 50 facial images based on the CelebA dataset. The goal of
this experiment is to understand the most important requirements for facial glow.

6.2 Methodology Annotation Experiment

6.2.1 Data Selection and Participants

A subset of 50 images is taken from the CelebA dataset in order to annotate for either glow or non-
glow faces. The task given to the annotators was to choose the most glowing image between two
displayed female facial images. First of all, only female faces without eye accessories are chosen in
this subset. Subsequently, the images with the same illumination are filtered, faces without normal
poses were excluded, such as a screaming face or other irregularities. This resulted in consistent
images and reduce the influence of extreme images on the outcome of the annotation.

In total 29 participants of different nationalities and ages have annotated the same dataset. In
Table 6.1 the different ethnicities of the participants are shown. Ethnicity is not the nationality,
but the origin of the participant. The most participants are from the Netherlands.

Before the experiment the conditions for facial glow, as discussed in Chapter 2.5, are explained
to the participants. The six requirements of facial glow are discussed with the participants,
namely:

1. Luminosity of the skin: the overall radiance of the skin, especially in the T-zone.

2. Smoothness of the skin: the absence of wrinkles and imperfections of the skin.

3. Hydration of the skin: the hydrated appearance of the skin.

4. Evenness in skin-colour: the evenness in colour without any hyperpigmentation of the skin.

5. Elasticity of the skin: the ability of the skin to stretch and return.

6. Visibility of the pores: the absence of blackheads and facial pores.

The participants were provided with clear instructions and guidelines for the annotations, in
accordance to the criteria described above. The images are shown pairwise to the participants.
Every participant is shown the same set of images.
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6.2.2 Fleiss’ Kappa Coefficient

As previously mentioned, the annotation of facial glow in facial images involves human participants
and influenced by their subjective perceptions. To gather insights in the inter rater agreement for
the facial glow feature, the Fleiss kappa statistic is used. This statistic considers the possibility of
chance agreement and is commonly used in fields such as psychology and medicine to assess the
reliability and agreement among two or more annotators.

The Fleiss kappa statistic, denoted as κ, is calculated using a similar formula to the Cohen kappa
statistic. However, instead of comparing two raters, it compares the level of agreement among
three or more raters. The equation of the Fleiss’ kappa is:

κ = (Po − Pe)/(1− Pe) (6.1)

where Po is the observed agreement among the raters and Pe is the expected agreement due to
chance. The data is organised into a contingency table, where each row represents the annotation
of a single rater, and the columns represent the different categories being rated. The diagonal sum
divided by the total number of ratings yields Po, while Pe is calculated by multiplying the total
number of ratings by the product of the marginal probabilities for each category.

The Fleiss kappa statistic ranges from 0 to 1, with 0 indicating no agreement beyond chance and 1
indicating perfect agreement. Negative values indicate that the raters are in disagreement beyond
what would be expected by chance. In order to establish a strong ground truth, a value of κ > 0.8
is recommended, indicating a high level of agreement among the raters.

In this research project, the Fleiss kappa statistic is applied to the annotations of facial glow by
the human participants.

6.3 Exploratory Analysis for Facial Beauty

Before executing the experiment an exploratory analysis was executed on the same 50 images of
the CelebA dataset. This exploratory analysis included a correlation matrix, which is shown in
Figures 6.1 and 6.2. The top 10 highest and lowest correlated features to the attribute Attractive
are depicted in these figures. The correlation matrix provides the pairwise correlation between
the different features in this dataset.The value -1 indicates a perfect negative correlation, while 1
indicates a perfect positive correlation. This matrix is used to identify patterns and relationship
between different features.

In Figure 6.1 the top 10 highest correlated features to the attribute Attractive are shown. Based
on this graph, we can conclude that almost all highly correlated features are female features, such
as Heavy makeup or Wearing Lipstick. Both features correlate to the label Attractive with a
Pearson correlation of 0.48.

Additionally, in Figure 6.2 the top 10 lowest correlated features to the attribute Attractive are
shown. The lowest correlated feature with the Attractive is the feature Male, with a Pearson
correlation of 1. This means that the dataset is highly biased towards female attractiveness.
For this experiment only female faces were used for the classification task. The second lowest
correlated features is Double Chin, with a Pearson correlation of 0.53. Other important features
mentioned in this figure are Gray Hair, Blurry, Bags Under Eyes and Chubby. The feature
Gray Hair is the opposite of the high correlated feature Young, due to the fact that younger people
often have less gray hair. Moreover, the annotators of the CelebA dataset also favoured a more
”healthy” look, given that 3 of the lowest correlated features are associated with physical healthy
appearance.
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Figure 6.1: Top 10 highest correlated features with Attractive

Figure 6.2: Top 10 lowest correlated features with Attractive

6.4 Glowing Face Annotation results

The same image pairs are annotated by female participants. The participants had different back-
grounds. The ethnicity of the annotators is shown in Table 6.1. Most participants, 41% of total
are Dutch.

In Table 6.2 the distribution of the age ranges are shown of the participants. Most of the parti-
cipants, 58%, were young adults ranging from the age 25 - 34 years and just graduated of college
and were working. Only few people were either younger than 18 or between the age range of 45 -
54 years.

In Table 6.3 the top 10 highest correlations with facial glow are shown. Based on this image we
can conclude that there are no high correlation with the pre-annotated labels of the CelebA. This
also became clear when asking the post-experiment questions. 78% of the candidates agreed that
facial glow did not have a relationship with facial attractiveness. Facial glow was perceived as
having a healthy skin, while facial attractiveness included other facial features, which was not
solely a healthy skin.

Additionally, a majority of the participants, namely 87%, mentioned that make up was an indicator
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Category Total
Armenian 4
Chinese 1
Dutch 12
Hungarian 1
Kurdish 1
Russian 4
Suriname 4
Ukrainian 1
Romenian 1
Total 29

Table 6.1: Ethnicity distribution by category

Age Category Total
<18 1
18-24 5
25-34 17
35-44 1
45-54 3
≥ 55 2
Total 29

Table 6.2: Age distribution by category (sorted by age)

for facial glow. However, the participants also mentioned that having heavy make up was not
preferred, but an overall neat appearance was. In the correlation matrix shown in 6.3 the attributes
young, heavy makeup, wearing lipstick are shown as light correlations with the attribute glow. This
can be confirmed by the answers on the open questions by the participants.

Another important indicator given by the participants was the overall appearance of health of
the subject shown on the figure. In Figure 6.4 the lowest correlations with facial glow are shown.
One of the lowest correlations with facial glow is having gray hair or signs of overweight, such
as chubby and double chin. These answers were also given by the majority of the participants.
Having an overall healthy appearance, such as a normal weight and a skin free of acne and other
irregularities was decisive for their choice of the annotation of facial glow.

Moreover, younger participants tend to classify images with darker skin-tone with a higher level
of facial glow compared to the older participants. This can be due to the diversity of the younger
participants, while the diversity in nationality of the older participants is very little.

The annotations are reviewed with the use of the Fleiss’ kappa. The interrater agreement for
facial glow is low, with an Fleiss’ kappa of -0.007. This means that among the participants the
agreement for facial glow is lower than given by chance. Hence, whether an image is glowing or
not glowing has a lot of disagreement.

However, when participants are grouped by age, the trend of disagreement shifts. The participants
under the age of 34 (the lowest three age ranges) show a higher agreement level, a Fleiss’ kappa
of 0.59. This means that there is a moderate level of agreement amongst the participants. When
the older two age groups are grouped, the Fleiss’ kappa increases to 0.65. The results show that
age might be an important indicator influencing the annotations of facial glow.

Because the number of data points on ethnicities is small, no calculations can be performed
based on this subset. Due to the low representation of different ethnicities in the sample size no
meaningful conclusions can be drawn.

60 Glowing Skin, Radiant Beauty: A Deep Learning Approach



CHAPTER 6. ANNOTATION EXPERIMENT 6.4. FACIAL GLOW ANNOTATION

Figure 6.3: Top 10 highest correlated features with Glowing Face

The findings above suggest that the age of the annotator can be an important indicator for the
perception of facial glow. Older participants did not perceive slightly wrinkled skin as less glowing,
while younger participants did. These results suggest for more targeted marketing campaigns,
instead of using only young models promoting facial glow.

Figure 6.4: Top 10 lowest correlated features with Glowing Face

In Figure 6.5 an example image is shown. Approximately 90% of the annotators agreed that the
left image was more glowing compared to the right images. The reason given by the participants for
this is the sun tanned colour and the healthy look of the female. Figure 6.6 shows two facial images
where the participants scored a low fleiss kappa between the different age groups. Participants
within the younger age group (up until 34) had a higher agreement labelling the right female
images as more glowing, while older participants (participants from 45 on wards) labelled the left
female image as more glowing.

After completing the annotation task of the facial images, the participants were asked four post-
experiment questions in order to gain deeper insights in their perception of facial glow. One
of the main findings was that most of the participants did not associate facial glow with facial
beauty, with some of them perceiving images as facial glow, while not as facial beauty. Younger
participants tended to place more importance on facial glow as a component of facial beauty
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Figure 6.5: Facial Images With a High Fleiss’ Kappa Coefficient

compared to older participants, who focused on the overall appearance.

The images contained only female faces, and for further research the question was asked whether
facial glow would be different for male faces. Participants generally agreed that facial glow would
be more difficult to perceive in male images due to the facial hair. However, there was no agreement
between the participants, whether facial glow was solely an attribute of the female face.

Figure 6.6: Facial Images With a Low Fleiss’ Kappa Coefficient
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6.5 Discussion

One of the biggest limitations of the annotating experiment is the limited number of human
annotators. In total 29 human participants took part of the annotating experiment. These human
participants were all female and from different age ranges. However, the majority, 58%, of the
participants belonged to the age range 25 - 34, which means that the results are not representative.
Moreover, the ethnicities of the annotators were also limited, meaning that nothing can be said on
the aggregated level of ethnicity. Therefore, it is important to acknowledge the potential impact
of the size of the participants and the reliability of the results. With 29 participants the risk
that individual biases or preferences have a disproportionate influence on the overall findings is
increased. Increasing the number of participants in future studies can help to ensure more reliable
and representative results.

In order to get a better understanding of the perception of facial glow a larger amount of par-
ticipants are needed with a more diverse background in both age, gender and ethnicity. The
diversity of the participants can be used in the analysis to gain deeper understanding of the
concept at hand. A diverse group of annotators can reduce the risk of potential biases, but also
increase the likelihood to capture a wider range of perspectives related to facial glow.

The annotators were presented 50 images, therefore the number of images also impacts the quality
of the results of the experiment. Using 50 images is not representative in order to get a full under-
standing of the features contributing to facial glow. The findings in this study therefore may not
fully capture the complexity and variability of this subjective notion in real-world context.

To improve the quality of the findings, it is necessary to include a higher number of facial images,
using different poses and lightning conditions. Moreover, the facial images should also contain
people with different skin tones, facial shapes, genders and age in order to capture the full range
of indicators influencing the perception of facial glow. Including images with makeup or facial hair
(for male facial images) can also lead to different results.
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Chapter 7

Discussion

7.1 Introduction

The focus of this master thesis was on the classification of facial beauty and glow. Three ex-
periments have been conducted in order to gain a deeper understanding of the concept of facial
beauty and glow and the interaction between these two concepts. These experiments however
have certain limitations and considerations, which can be used for further research. The limita-
tions and considerations of the experiments conducted in this master thesis are discussed in this
chapter.

7.2 The Power of Perception

Both facial beauty and glow are highly subjective concepts, which makes it difficult to reach an
agreement between annotators. Even in the facial glow annotation experiment, some annotators
agreed fully on one image, while not on other images. Individual preferences, regional influences
and other factors can cause this huge difference between the annotators. The Siamese networks,
in Chapter 4, also have a very low performance. The performance of the Siamese Networks can be
explained by various factors, such as the model architecture, amount of training data, mislabelled
data, but also the subjectivity of the task presented in this thesis.

One of the biggest questions remains is: is facial beauty really objective? And what about facial
glow? Based on the performance of the neural network performance we see that the performance
of facial glow classification models is significantly higher than the performance of facial beauty
classification. In my opinion, this can be explained due to the semi-objective character of facial
glow. Facial glow is often associated with healthy appearances and therefore has more objective
criteria compared to facial beauty. An skin full of acne will not be considered glowing, while a
healthy hydrated skin with a certain amount of make up is considered as glowing. These criteria
are easier to grasp and agree on compared to the features of beauty.

Facial beauty also has different requirements based on literature. However, in reality most people
do not agree on this particular notion. Person A can be attracted to female faces with bushy
eyebrows, while person B associates this features with masculinity and therefore unattractive.
Even small changes in the appearances can change the perception of beauty. Therefore, while
facial glow can be understood in terms of healthy appearances, facial beauty is stuck in the eye
of the beholder.
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7.3 Social and Ethical Impact

The classification of facial beauty and glow can have great impact on social and ethical implications
and therefore should be examined carefully. First of all, the bias in the dataset can lead to potential
discrimination or stereotyping based on the facial appearance. Categorising individuals based on
facial glow or beauty can harm beauty ideals and exclude different groups from this perception.
Moreover, accepting that there is one ultimate and ’right’ ideal of beauty or flow can impact and
harm individuals, due to the unrealistic standards. The biases can lead to social hierarchies or
impacting people’s self-esteem and social interactions. Classification of these kind of sensitive
topics should be used with care.

Hence, the potential bias and inaccuracies in facial beauty and glow classification should be ac-
knowledged. The training data used for these experiments were not diverse and representative.
Subsequently, it can perpetuate biases and reinforce existing societal inequalities. Therefore it is
crucial to have an inclusive dataset with different ethnicities, ages and genders.

However, the question remains if we should want to classify facial beauty and glow. Facial glow
should then - taking all ethical implications in consideration - be limited to the objective features
such as a healthy appearance, while facial beauty classification may not be ethical at all. Facial
beauty can vary over time and regions, but also over one’s sexuality. Proposing a standard
classification algorithm will introduce a one-size-fits-all approach, which is not maintainable in
our society.

7.4 Implications

The implications of this facial glow analysis vary over different fields and industries. First of
all, this is one of the first studies which used an automatic classification of facial glow. The
use of the methods described in this thesis, can have great implications for the beauty industry,
especially in marketing and advertisement. First of all, facial glow is highly associated with health.
Almost all images either labelled by the human annotators or found through the native language
search, contain images of good skin health and quality and are not necessarily associated with
attractiveness. Based on the results we can assume that facial glow is a health indicator and not
an attractiveness indicator. The facial glow analysis can also be used in healthcare to indicate the
overall health of patients, given the fact that glow and health are highly related.

Moreover, the models trained for the facial glow analysis can be used in order to find the right
marketing campaigns for skincare products. A dataset with facial images, containing applied
skincare product and not applied skincare product can be used to see whether the product is
increasing the radiance of the face. The development of new products can also improved by using
the models to predict whether the product is indeed increasing the radiance.

Secondly, the results of this thesis project also have implications for different research & devel-
opment departments regarding the production of new products. These results provide valuable
insights into the preferences of customers and their perception on beauty and glow. This inform-
ation can be used to develop new products and improve existing products to align with customer
desires and expectations. Understanding which features contribute to the perception of beauty
and glow provide guidelines for the development of cosmetic procedures and products, as well as
for skincare treatments and digital tools.

7.5 Future Research

For the purpose of further research several methods can be applied. These methods are described
in this chapter.
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7.5.1 Creating an Inclusive and Large-Scale Dataset

First of all, a new dataset for the classification of both facial glow and beauty is required in order
to develop a more accurate and generalised model. Despite the availability of several datasets,
such as the MAAD and CelebA, these datasets still deal with an increased risk of bias and the lack
of diversity in the sample images. For the classification of facial glow no datasets are available,
and therefore there is a need for a new dataset containing multiple features, including the labels
Attractive and Glow, but also other indicators such as Skin Quality and Golden Ratio.

A larger dataset provides more information and is more appropriate to train robust and accurate
neural networks. Moreover, a higher diversity in the dataset can help us understand the differences
in the perception of facial glow or beauty between different ethnicities and regions. Various sources
can be used to create the dataset, but the most prominent source would be social media platforms,
due to the fact that these platforms have the highest amount of ”real-world” applications, with a
large number of images and a high variety of lighting conditions and populations. The images then
can be used on different annotating platforms in order to gain more perspective on the perception
of facial glow and beauty.

Moreover, in order to understand the differences in perception between female and male images,
it is necessary to include other genders in the dataset. The experiment in this project is done
for female facial images, but as the participants in the annotating experiment, Chapter 6, already
confirmed the perception of facial glow can differ significantly when using male facial images due
to facial hair and different skin texture.

The concepts of facial beauty and glow can differ over regions, cultures, but also across fields.
Social media has an alternative perspective on these concepts, compared to plastic surgery or art.
Therefore, further analysis is needed to not only distinguish the differences across cultures, but
also in various fields. For each real-world application a new dataset is necessary in order to gain
information about the perspective of these different angles.

7.5.2 Usage of Multi-model Analysis

Another method can be the use of multi-model analysis. Facial glow and beauty is a very complex
phenomenon, which can be influenced by different indicators, such as health, culture and social
believes. These indicators can be interrelated and difficult to distangle using traditional facial
image classification techniques. Further research is needed in the field of multi-model analysis
methods to investigate the performance and the interpretability of the classification of both facial
glow and beauty.

One method is utilising a multi-model analysis to combine different data sources. For instance,
combining facial images from social media platforms with physiological data obtains a more com-
prehensive understanding of the concepts. But also the use of cultural or social information can
improve the interpretability of the results and the facial glow or beauty analysis, such as including
the age and gender of the perceiver to cluster different images in order to make a more accurate
prediction.

7.5.3 Cross-cultural Analysis

Facial beauty and glow are subjective and highly influenced by cultures and regions. A cross-
cultural analysis can provide insights in the perception of different cultures for these concepts. One
method to account for this is comparing the facial beauty and glow perceptions across cultures
and identify the differences in preferences. This analysis can be used to gain a more comprehensive
understanding of what causes these preferences and perceptions.

Western beauty ideals include symmetry and the golden ratio, which can not be applied to facial
images of people of other cultures. Moreover, for facial glow pigmentation signs can be an indicator
of a decrease in radiance for some Asian countries, while this might not be the case for Western or
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African countries. The differences, which can be derived from the cross-cultural analysis, can be
used for highly effective marketing campaigns and more personalised skincare products. The one-
fit-all approach does not fit in the current society given the high globalisation and diversity.
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Chapter 8

Conclusions

8.1 Introduction

This thesis project aimed to answer the following research question:

How can classification algorithms be developed for facial beauty and glow while incorpor-
ating cross-cultural complexity?

The aim of this study was to produce algorithms to automatically classify facial beauty and glow,
including the cross-cultural complexity. The subs-questions are as follows:

• Sub-question 1. What are the criteria for the classification of facial beauty and facial
glow?

• Sub-question 2. How is the social-cultural context influencing the requirements of the
perceptions of facial beauty and glow?

• Sub-question 3. What are existing computational approaches for detecting facial beauty
and glow (and how are they influenced by these social-cultural bias)?

• Sub-question 4. What are ethical implications of the classification of facial beauty and
glow?

In this chapter the conclusion based on the different experiments are discussed and in parallel the
questions as mentioned above are answered.

8.2 The Objective Criteria for facial beauty and glow

Facial beauty and glow are both very subjective notions, which have varied heavily over time. The
technological revolution has brought many insights on these perception, instead of the traditional
theories on these concepts. The emergence of social media and medical treatments has made
beauty more inclusive and diverse, making it possible to create a cross-cultural perception of
beauty and glow.

Based on the literature the following criteria are set for the definition of facial beauty:

1. Golden Ratio: the mathematical ratio between two features.

2. Facial Symmetry: the symmetry level of the face.

3. Skin Quality: absence of acne and other irregularities of the skin.
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4. Facial Features: the form of facial features.

5. Facial Averageness: the averageness level of the face.

And similar criteria are set for facial glow, namely:

1. Luminosity of the skin: the overall radiance of the skin, especially in the T-zone.

2. Smoothness of the skin: the absence of wrinkles and imperfections of the skin.

3. Hydration of the skin: the hydrated appearance of the skin.

4. Evenness in skin-colour: the evenness in colour without any hyperpigmentation of the skin.

5. Elasticity of the skin: the ability of the skin to stretch and return.

6. Visibility of the pores: the absence of blackheads and facial pores.

Both notions seem to have criteria in common, such as the smoothness of the skin. However, facial
glow is highly associated with health, while facial beauty does not necessary correlate with health.
Skin quality and appearance is more important for the perception of facial glow, while other
attributes such as bigger lips, averageness and right proportions are important for the perception
of facial beauty.

The requirements given above are highly influenced by social-cultural context. For instance, the
golden ratio has a Western bias, due to the fact that it is inapplicable to Malaysian faces for
example. Additionally, in the annotation experiments, Chapter 6, we have seen that annotators
from different age ranges do not reach an agreement level based on the calculated Fleiss’ Kappa.
However, when looking at the different age segments we do see a higher Fleiss’ Kappa coefficients,
which indicates a higher agreement between the annotates. While the number of participants was
very low, 29 participants in total, and similarly for the number of annotated images (50 images in
total), it is possible to assume that the age of the participants is an influence in their perception
of facial glow. Further research is necessary in order to investigate the correlation between age
and ethnicity and the perception of facial glow and beauty.

8.3 Deep Learning Approach Facial Beauty and Glow

8.3.1 The Highly Subjective Notion of Facial Beauty

In order to classify facial beauty images automatically, 8 deep learning models are trained with
different hyperparameter settings. The models are trained in a traditional way, but also with the
use of a Siamese network, where the similarity between the images are calculated, making it able
for the model to pairwise compare the images.

Based on the Neural Network experiments, it can be concluded that the VGG19 model with
RMSprop is the best model for facial beauty classification. The model is performing as one of
the best on the different performance metrics. Moreover, the model performance is also stable
on different batches compared to the other models. The other neural networks trained in the
experiment showed a high risk of overfitting, while the extra dense layers prevented the VGG19
model of overfitting too much. Hence, this model has a better ability to generalise compared to
the other model

The performance of the VGG19 model reaches a score of approximately 75% for recall, precision,
accuracy and f1-score for each of the labels. For each 100 samples, the model is wrongly classifying
25 labels. The performance of the model does not increase and after a while the loss function starts
to increase. The data used for the training are the female images of the CelebA dataset, which
contains a lot of noise. This can be a cause of the slightly increasing loss function. Moreover,
the performance of the model can also be explained due to the complexity of this particular task.
The concept of facial beauty is a very subjective concept. This concept varies highly over time,

70 Glowing Skin, Radiant Beauty: A Deep Learning Approach



CHAPTER 8. CONCLUSIONS 8.4. ANNOTATION EXPERIMENTS

ages, cultures and regions. The CelebA dataset is annotated by multiple annotators and the label
Attractive had the lowest agreement score. This means that the ground truth is rather subjective
and can vary, making it complex for the model to convergence or to learn the right patterns in
the dataset.

For the second part of the experiment Siamese networks are used in order to predict the similarity
between the images. The Siamese networks performed significantly worse than the neural networks.
This can be explained due to the fact that the classification of facial beauty is highly subjective,
and that facial beauty should be determined based on one input image. Comparing images on
facial beauty remains very difficult and even humans can not perform this task correctly. If there
is such thing as classifying it correctly. The images are not classified on whether someone has black
hair or white hair, but on a highly subjective notion, namely beauty. Making it very complex for
the Siamese network to calculate the similarity.

8.3.2 The Semi-Objective Notion of Facial Glow

Facial glow is a new field in computer vision, because no previous research has been conducted
on this topic. This also means that no previous dataset was available to train the models. In
order to be able to automatically classify facial glow images different steps have been taken. First
of all, the notion of facial glow has been studied. Facial glow is highly correlated with a healthy
appearance, including indicators such as hydration of the skin, evenness of the skin colour and the
elasticity of the skin. The indicators are used to annotate glowing and non-glowing images based
on the images used for the facial beauty classification.

A small subset with annotated images are used, namely a total number of 2000 images. These
images were solely female images, with the same illumination. The same models (8 models in
total) are trained on these images, both with the traditional method and the Siamese networks.
The best performing model remains the VGG19 model, performing the best on all performance
metrics, such as the accuracy, precision, f1-score and accuracy. Moreover, the VGG19 model
resulted in an accuracy of 85%, which is higher compared to the facial beauty classification. The
reason for the difference in the performance of the two classification task can be explained due
to the number of annotators and a more solid ground truth for the facial glow annotations. A
risk that occurs in this case is however the bias, due to the fact that one single annotators has
labelled the images. Using more annotators can decrease the performance of the model due to the
subjectivity of the concept.

However, even though facial glow is subjective, it may be more objective compared to the concept
of facial beauty. Facial beauty is influenced by highly individual preferences, such as sexual
preferences, cultural and social biases, but also age biases. While facial glow, due to its association
with a healthy appearance, tend to be slightly more objective. Future research is necessary to
gain deeper understanding of features that indicate facial glow.

Similar to the facial beauty classification. The second part of the experiment used the Siamese
networks in order to determine the similarity between the images. The model results for the
Siamese models for facial glow are comparable to the results for facial beauty. Based on this, it
can be concluded that facial glow is also a highly complex task, making it impossible for the model
to correctly compare the images and predict the right label. Therefore, Siamese Networks are not
a suitable model for the task at hand.

8.4 Annotation Experiments

Chapter 6 presents the results of the annotation experiment. This experiment was a side project
with the goal to understand the most important requirements for the perception of facial glow.
Before executing the experiment, a correlation analysis was performed on the images for the at-
tribute facial glow in order to identify patterns. The highest correlated features with the attribute
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Attractive were Heavy Makeup and Wearing Lipstick. The lowest correlated attributes were all
correlated with facial appearances. The dataset is highly biased towards female attractiveness.
For this experiment only female faces were selected for the annotation task.

The annotation results are based on the labelling of participants with different backgrounds and
ages. The majority of the participants were Dutch and young adults (25 - 34 years). The res-
ults showed that facial glow had no highly correlated features and no agreement level between
the participants, which indicates a very subjective concept and heavily dependent on individual
preferences.

However, when the participants were divided in different subsets within their own age category a
certain agreement level was reached, meaning that the perception of facial glow is age dependent.
Moreover, when asking the participants whether they associated facial glow with facial attractive-
ness, the answer was negative. Facial glow was not associated with facial beauty by the majority
of the participants.

To conclude, the perception of facial glow is highly subjective based on the Fleiss’ kappa coefficient
of the annotations. Comparing the annotations of the total participant group no agreement level
was reached, while at the level of smaller subset there was an agreement (similar age groups).
However, these results are not representative due to the small sample group both in participants
and the number of images. In order to gain a more comprehensive understanding of the perception
of facial glow a larger experiment is necessary. Images from social media can be used in order
to create a more realistic experiment. Moreover, the diversity of the participants need to also be
increased in both age, gender and ethnicity. Lastly, this experiment was done based on female
images. However, the perception of facial glow between female images and male images can differ
significantly. Therefore, a more thorough experiment needs to be executed in order to gain deeper
insights.

8.5 Native Language Search

The experiment of the native language search researched the significance of studying the perception
of facial beauty and glow across various countries. The methodology for this experiment is the
usage of a VPN to access the available servers in NordVPN. A total of 30 countries were selected
to conduct the native language search. The native language search includes not only the respective
language of the country, but also the most popular search engine. The results give insights in the
disparities and commonalities in beauty standards and skincare practices between 6 regions in the
world.

The implications of this experiment are both important for both individuals and the beauty
industry as a whole. One main conclusion drawn based on the results is the necessity of a more
inclusive and diverse approach to beauty, which includes and acknowledges different beauty ideals
and skincare practices of different regions in the world. As any other experiment, this research also
has its own limitations. One of them is to provide a more comprehensive understanding of facial
beauty or glow by researching the differences between gender or expanding the countries.

This experiment highlights the importance of investigating beauty standards and practices across
diverse cultures and regions to foster a more inclusive and diverse approach to beauty, and to
challenge the narrow and often unrealistic beauty ideals that dominate mainstream media and
advertising. As a concluding remark, we suggest that future research in this domain should
prioritise the various perceptions of people from varied backgrounds and cultures to gain a more
comprehensive understanding of the beauty standards and practices that shape our world, and to
work towards a more inclusive and diverse vision of beauty.
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8.6 The Ethical Implications of Classification

Artificial intelligence can reduce the amount of manual work, but also help humanity to gather
deeper insights in notions such as facial beauty and glow. The use of new algorithms for either
marketing campaigns or the production of new products, should however be applied with great
care.

First of all, the algorithms are trained on a dataset, which are labelled by human annotators.
These human annotators can be biased, either influenced by their age or culture, and therefore
the annotation also will be biased. Hence, the algorithm trained on the biased dataset will become
itself bias. The bias can lead to discrimination which only strengthens the inequality in our society.
Moreover, the bias can also lead to an ideal image of facial beauty or glow, which might differ
from the perception of smaller social groups. This can lead to a decrease in self esteem and other
negative consequences for individuals. Additionally, to classify someone as non-attractive can be
very unethical, because an ideal image is forced on this individual, which may not be applicable or
true. We have to use the algorithms with great care and take in consideration that the distinction
between attractive and non-attractive may not maintainable and even unethical.

Secondly, as seen in the results the networks do not perform optimally. The performance of the
models can be caused by different factors, such as the model architecture, the underlying data,
the amount of training time, but also on the subjective nature of the concepts facial beauty and
glow. The question here is: Should we actually desire to objectify facial beauty or glow? Facial
glow should be limited to objective patterns such as the associations with health, while facial
beauty is a very personal and individualistic desire. The beauty can also lie in the eye of the
beholder.
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Appendix A

Facial Glow Across the World:
Keywords and Phrases

Chapter 6 explains the experiment performed to investigate the different beauty and skincare
standards across cultures and regions. One of the components of this experiment is the native
language search. Various keywords and phrases of facial beauty and glow are used in search
engines to conduct insights. Table A.1 and A.2 contains the keywords and phrases used in the
experiment.

Figure A.1: Keywords and phrases in local languages
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APPENDIX A. FACIAL GLOW ACROSS THE WORLD: KEYWORDS AND PHRASES

Figure A.2: Keywords and phrases in local languages
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