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Abstract

Transmission grids can be modeled as networks, with the substations and plants as the nodes, and
transmission lines as the edges. The present state of such a network is the result of a complex process of
network growth and development, often spanning more than a century in time. Due to a lack of data on
the historical state of transmission grids, it has been difficult to study this process.

In this thesis, we present a unique new dataset of the historical development of the Dutch transmission
grid, reconstructed from hundreds of old maps. Using network analysis, we analyze the network evolution
of Dutch grid and compare it an existing dataset of the Hungarian grid. After rapid early network growth,
the networks mature in the 1970s, after which many important network characteristics stabilize. We also
find that both networks exhibit strong preferential attachment, meaning that nodes with higher degrees
are more likely to receive new connections. This leads to an exponential degree distribution.

We use a synthetic network generator to try to model the observed growth. Even though the model
used is simple, the simulated networks comes close to the real-world evolution on a number of network
characteristics. However, since there is no preferential attachment assumed, the degree distribution is
concentrated at the lower degrees.

We also track the evolution of the network vulnerability, looking both at the topological vulnerability
and the change in the optimal power flow after node removal. We find that the topological vulnerability
of the real-world networks also stabilizes after the 1970s, although the Dutch networks vulnerability is
higher than that of the Hungarian network. The synthetic networks however do not show a drop in
vulnerability, and vulnerability stays much higher than those found in the real-world networks. We find
little correlation between the topological vulnerability, and the vulnerability calculated using the optimal
power flow.
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Chapter 1

Introduction

Electricity grids can be modeled as networks. In such a network, the nodes are electricity producers and
substations. The links are the power lines connecting them. This is an abstraction of a real grid into
a mathematical object, which allows for analysis using mathematical network theory. For example, an
important criterion to ensure the reliability of a grid is the N — 1 criterion. This means that if one node
or one link is removed from a network, the network should have enough capacity left to meet the demand.
This ensures redundancy, so that when a power plant, a substation, or a power line fails unexpectedly,
the power supply is not interrupted because the electricity can be rerouted via a different connection.
The N — 1 criterion has become an important network criterion for the planning of future networks, and
is a good example of the use of modeling electricity grids as networks.

The structure of the network thus determines some essential characteristics of the function of the grid.
Understanding the properties of this structure is therefore paramount to explaining the current perfor-
mance, and predicting future performance. Underlying the structure of a network is the process that
created this network. The current network is the result of a long formative process, shaped continuously
changing changing demands, costs, technologies, modes of ownership, political structures, and legal struc-
tures. If we can understand some of these underlying processes and principles, we might be able to better
understand why the current network looks the way it does, where its strengths and weaknesses lie, and
what the future might be holding.

One such simple model is the preferential attachment model. It proposes that many networks found in
nature and society form in a step-by-step process. In this process, new nodes appear, which attach to
existing nodes by some random process. This random process favors existing nodes which have more ex-
isting connections: well-connected nodes are preferred. This process leads to networks with an interesting
distribution of the number of connections per node: there is a heavy tail, with a small number of highly
connected nodes occupying a central place in the network. These networks are called scale-free.

The first studies analyzing the network structures of power grids suggested that power grids are also
scale-free, hinting that a preferential attachment method might also be underlying the network growth of
electricity grids. Later reports found different distributions of nodes connections in power grids, conclud-
ing that preferential attachment cannot be the sole mechanism by which power grids grow. The question
to come up with other, better models is still open. An important demand of power grids is that they
are reliable and resilient. They should have minimal outages and be able to recover from these outages
quickly. This means the network structure needs to adapt over time to prevent vulnerabilities, while
the load and quality demands increase. Good synthetic network models should be able to model this
characteristic too.

In this thesis, we explore the connection between the processes shaping grid growth, and the resulting
characteristics of power grids, by building a dataset of the historical Dutch transmission grid in which the
network structure from 1931 to now is represented. We focus on transmission grids both because there is
much more historical data available than for distribution grids, and because the meshed network structure
is more interesting than radial networks. We can then study the change in network characteristics over
time, and test synthetic model assumption about grid growth. We also analyze the vulnerability of the
network in each year, and assess if the network is becoming more robust and whether the grid development
manages to strengthen vulnerable points in the network.



1.1 Prior research

Multiple models have been proposed for the growth of electricity grids, which are used to generate
synthetic electricity networks for the purpose of testing and analysis (see Section 2.4). However, we
could only find two analyses of historical development of electricity networks: Buzna et al. (2009) studied
the growth rate, ‘topological efficiency’ and vulnerability of the 400 kV layer of the French transmission
network from 1960 to 2000, and Hartmann and Sugar (2021) studied the small-world and scale-free
properties of the full Hungarian transmission network from 1949 to 2019. When a network is small-
world, it means that the average shortest path length between two nodes is low, while the network is
still highly clustered (Watts & Strogatz, 1998). This is an indication that nodes in the network are
‘close’ to each other, which leads to high information transfer speeds and improved synchronizability —
important characteristics for a power grid. Hartmann and Sugéar concluded that the Hungarian network
is mot scale-free, and that most network properties stabilized after the initial growth phase of around
20 years. They also compared the Hungarian network with a synthetic network simulated by Mei et al.
(2011), concluding that they show remarkable similarities. But until now, there has been no validation
of synthetic network models on the full evolution of real electricity networks, nor have the assumptions
underlying these models been tested.

On the topic of changing vulnerability of power grids, Buzna et al. (2009) and Hartmann (2021) use
the topological measure of network efficiency to determine how reliable power grids are. Vulnerability
is then defined as the the drop in efficiency after one or more nodes or edges are removed: the lower
the drop in efficiency, the less vulnerable a network is. Buzna et al. (2009) observe a rapidly decreasing
vulnerability of the French transmission grid over time, with a decrease in critical nodes. This process
continues over the entire analyzed time span from 1960 to 2000. Hartmann (2021) conclude that the
Hungarian transmission network increased its tolerance to removals in the first decades of its growth, but
that the vulnerability has remained relatively stable since the early 1980s. Using topological measures
is a simple way to analyze network vulnerability, but they are a general network analysis tool that do
not take into account the nature of power grids and its electrical properties. For example, the efficiency
measure assumes that the path that electricity follows is the shortest path in the network sense, using
the least amount of edges. But in reality, electrical parameters such as capacity and impedance of lines
determine the flow of electricity. Topological measures are also not able to account for cascades, where
the outage of one substation or line triggers the outage of different components. Such a domino-effect
can only be modeled when power flows are taken into account.

1.2 Research question

The main literature gap is the lack of validation of existing synthetic network generating models on
empirical data, and the fact that existing models do not take into account how grid development responds
to failures. To close this gap, we use data on the historical development of the Dutch and Hungarian
networks, and match the observed developments to the predictions from the synthetic network generators.
The main research question is: Which synthetic network generator can model the historical
developments of the Dutch (1924-2021) and Hungarian (1949-2019) electric transmission
networks? We divide this question into the following sub-questions and research approach:

(A) How did the Dutch and Hungarian transmission networks evolve over time?

For the Hungarian grid, we use the data from Hartmann and Sugar (2021). For the Dutch grid we
use historical maps. From these maps, we construct a digital version of the network. This is not
a straightforward task, as there are many choices to be made during the digitization process. One
of the questions is how large the influence of these choices is on the resulting network, and how
sensitive the research conclusions are to this influence.

After that, we calculate important network characteristics for both networks throughout time.
These characteristics include the degree distribution, small-worldness. This will also allow to answer
the question at what point in time (if at all) the networks became scale-free, or whether a different
degree distribution than a power-law is a better fit. This is important information for assessing the
model performance later on.

(B) Which existing synthetic network models fit the Dutch and Hungarian developments?

There are many existing synthetic network models, with different purposes and underlying assump-



tions (see Section 2.4). The question is whether these assumptions hold in the Dutch and Hungarian
cases, and to what extent the generated networks match the observed networks.

How did the vulnerability of the networks change over time? When networks are growing,
there is an opportunity to construct new components in such a way that they contribute to reliability,
but the networks total load also increases so the potential for larger events does too. We use
topological and power flow metrics to measure the evolution of the vulnerability over time, and try
to relate this to changes in the networks structure. We also compare this to evolution of vulnerability
in the synthetic network models.

1.3 Expected results

We have the following expected results, split out per sub-question:

(A)

On constructing the historical development: Reconstructing the Dutch and Hungarian grids
will shine a light on different phases of network development. We expect to see different growth
behaviors depending on the network size: a small, beginning network grows in a different way than
a larger, mature network. It might also show different market regimes, with a transition from
state-owned to liberalized electricity markets around 2004 (for both the Netherlands and Hungary).
Different regulation regimes with different quality and reliability standards can also influence the
network structure. Ajodhia et al. (2006) for example compare different regulation instruments
between countries, concluding that “especially in Italy, network quality improved significantly, after
the incentive schemes were introduced”.

For the Hungarian network, the calculated network characteristics should reproduce the results
from Hartmann and Sugar (2021). Based on the literature, we expect that the best fit to the degree
distribution for the Dutch network is an exponential distribution (see Section 2.2.2). This means
that the Dutch network is not scale-free. How the network is constructed can have an influence on
the degree distribution. The Dutch network will probably show small-world characteristics after
the initial stages, especially when there are multiple voltages levels.

On assessing existing models: As Hartmann and Sugdr (2021) note, the last year of the Hun-
garian network is well matched by the synthetic network generated by Mei et al. (2011). We expect
that the Dutch network can also be well matched by the model from Mei et al. (2011) or a simi-
lar model. Models which can be tweaked to historical conditions, have a spatial and a temporal
output, and can model multiple voltages will probably deliver the best results. Also, models which
are designed with a mesh architecture in mind are probably the best fits for both countries, since
transmission grids often have a mesh structure.

On determining changes in network vulnerability: We expect that the network topology
changes over time in such a way that network failures have a decreasing effect. This means the
network becomes more reliable, although Hartmann (2021) notes that for the Hungarian network,
the vulnerability stabilized already in the late 1970s, so something similar might occur in the Dutch
grid. Strategies which we expect to find are creating ring structures (meshes), so there are redundant
paths between nodes, and using higher voltage layers to connect lower voltage layers in a redundant
way.

1.4 Relevance and applications

Finding answers to the research questions can lead to many relevant applications, both theoretical and
practical:

(A)

On constructing the historical development: The results will add to the ongoing debate on
the structure and growth of electricity networks, specifically whether and how they become scale-
free and small-world. For the Netherlands and Hungary, the results can add to the knowledge on
the history of the power grids from a network perspective. My research will also show the effect
of different choices in the process of abstracting an electricity grid into a network model, hopefully
leading to a more standardized way of creating network models. To support further research on
network growth, we will release the first open source dataset of the historical evolution of a power
grid.



(B)

On assessing existing models: Assessing the model fit of existing synthetic network models will
be the first attempt to validate these models on an entire network evolution, based on historical
data. It will also show which assumptions from the models are valid, and which need to be altered.
This allows further development of more accurate models which can generate the whole evolution
of a network, can model the age of components, and can model the geographical layout of a grid
to also capture e.g. the line length and the number of graph crossings (see Birchfield and Overbye
(2021)).

On determining changes in network vulnerability: Understanding when and how the network
vulnerability changed due to changes in the network structure, can allow us to understand how
networks can be made more reliable. It can also point to current bottlenecks in the networks.
Finally, we can improve synthetic network generators by observing the design strategies that are
used to decrease networks vulnerability.



Chapter 2

Theoretical background

2.1 Network terminology

We define a network G as a set of nodes and edges: G = (V,E) where V is the set of nodes (also
called wvertices), and F is the set of edges. The number of nodes is n := |V|, and the number of edges
if m := |E|. An edge is denoted as a pair (i,j), where ¢ and j are nodes in V. In our analysis, we
only consider undirected networks, so the edge (i,7) is the same as the edge (j,i). We also do not take
self-loops into account, edges from and to the same node, e.g. (i,i). We do consider parallel edges, so
multiple distinct edges (i,7) are possible. Networks with parallel edges are called multigraphs. We can
also collapse parallel edges into a single edge, so the network becomes a simple graph.

For a node i € V, the degree k; is the number of edges connecting i. Formally:

kii=[(i,5) € E|jeV}

— 1 2-m
k= — ki = ——.
w2 b=
i€V
Here, the last expression follows from the observation that if you sum the degrees of all nodes, you count
every edge twice. The neighborhood N; of node i is the set of nodes with which it is connected:

N;i=={jeV|(ij) € E}

For simple graphs, we have k; = | N;|, but this is not true for nodes with parallel edges since then k; > |N|.
For some integer k, the k-core of a network is the largest subnetwork such that all nodes have degree at
least k. It can be formed by iteratively removing nodes from the network with degree less than k.

The average degree k is

A path between i and j is a sequence of edges, where the first edge starts in 4, the last edge ends in j, and
all intermediate edges connect to each other. The length of a path is the number of edges in the path.
The shortest path length (or distance) between i and j is denoted with d(i,j). The average shortest path
length L is then:

1
Li=—"— d(,7).
1,J €V i#£]
The diameter is the maximum distance between two nodes in the graph. This is the length of the longest
shortest path.

The local clustering coefficient C; of node ¢ measures to what extent its neighbors are connected to
each other. It considers all pairs of neighbors of i, and calculates the share of these neighbors that are
connected to each other:

INi| - (INi| = 1)
The factor 2 comes from the fact that we are considering all pairs of neighbors, and each pair occurs
twice but in reverse order. The average clustering coefficient C of a graph is then

— 1
C:EZCZ

icV

Cii

10



An example network and calculation of its network properties is given in Figure 2.1.

N

Figure 2.1: An example network consisting of four nodes (n = 4) and five edges (m = 5). There are
two parallel edges between nodes B and C. Node A has two connected edges, so ka = 2. We see kg = 3,
kc = 4, and kp = 1, so the average degree k is 2.5. The 2-core consists of the nodes A, B, and C and
the edges between them. Node D is excluded because its degree is less than 2. The 3-core is the empty
network: even though nodes B and C are initially of degree at least 3, they are of degree 2 after pruning
nodes A and D, so they are also pruned.

The shortest path between nodes A and D is using edges (A, C) and (C, D), so d(A,D) = 2. Similarly
d(B,D) = 2. All other distances are 1, so the average shortest path length L is 1%. The diameter is 2.
The clustering coefficient of node A is 1, since its neighbors B and C are connected. For node C, we have
Cc = % since nodes A and B are connected, but node D is not connected to either A or B. For nodes with
degree 0 or 1, the clustering coefficient is not properly defined, but is often taken as 0. Following that
convention, we get an average clustering coefficient C' of 1—72

2.1.1 Weighted networks

If we assign a weight to all edges of a network we get a weighted network. The weight can have various
meanings, but it is often related to the importance, strength, capacity, or cost of an edge. All previously
mentioned network terms also have a weighted equivalent, taking into account the edge weights. Most
relevant to our analysis are the weighted length of a path and the weighted distance between nodes. The
weighted length of a path is the sum of the weight of the edges in the path. The weighted distance d* (4, j)
between nodes ¢ and j is the shortest weighted length of a path between the two nodes.

When we trivially set the weights of all edges to 1, these definitions agree with their unweighted counter-
parts, and we get back the topological length and distance as defined before. This is certainly not true
in general, and choosing the right weights for a problem can unveil a different structure in a network.
For electrical networks, we are interested in the general concept of distance between nodes. A simplest
distance measure would be to use the geometric distance between two nodes. More advanced measures
include various definitions of electrical distances. For example, we can set the weight of an edge to be
the resistance of the transmission line between two nodes. Then the length of a path becomes the sum of
resistances of the edges in the path, which is similar to how resistances can be summed when calculating
the equivalent resistance of resistors in series.! Similarly, we can set as weights the magnitude of the
impedance of a line, to also capture the reactance of a transmission line.

2.2 Degree distributions

The degree distribution of a network is the theoretical or observed probability of nodes having a certain
degree. The degree distribution helps distinguish networks where nodes are likely to have a degree close to
the average from networks with a larger spread of degrees. The first category contains regular structures
such as rings and lattices, while networks in the second category can have nodes with a high degree that
can function as hubs. Differences in degree distributions are a good sign that the underlying network
structures are also different.

INote that this method does not give the equivalent resistance between two nodes in general, since resistors in parallel
paths are not taken into account. The more general distance metric resistance distance (Klein & Randié, 1993) does calculate
the equivalent resistance between two nodes, but is not as simple as calculating the shortest weighted length between nodes.
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2.2.1 Scale-free networks

A special class of networks are those with a degree distribution that follows a power law. This means
that the probability that the degree k of a node is equal to an integer x is given by:

Plk=2x) xz7.

Here, v is the ezponent of the distribution, and it usually lies between 2 and 3. Networks with such a
degree distribution are called scale-free networks. Important properties of scale-free networks are that
they have a heavy tail, so that there are a significant number of highly connected nodes, and that there is
no characteristic ‘scale’ around which the degrees cluster (hence the term ‘scale-free’). This is in contrast
to networks with degree distributions that have a strong peak around the average degree, and no heavy
tail.

Some researchers have found that certain power grids show such a scale-free structure, such as the
electricity network in the Western U.S. (v & 4, according to A.-L. Barabési and Albert (1999); v = 3.0
according to Chassin and Posse (2005)), and also in the Eastern U.S. (7 = 3.1) (Chassin & Posse, 2005).
This is remarkable, because there are networks from many different research areas which are also found to
be scale-free. Examples include in-coming links to web pages (v = 2.1) (Broder et al., 2000), friendships
between users of the Dutch social network Hyves (v between 2.0 and 3.0) (Clauset et al., 2009, Table
I, HY), the connections between different internet subnetworks (v = 2.2) (Faloutsos et al., 1999, Table
8), citations between scientific papers (for incoming citations: y between 2.5 and 3) (Price, 1965), and
metabolic interactions between yeast proteins (v between 3.1 and 3.9) (Clauset et al., 2009, Table I, Mp).
From a grid reliability viewpoint, it is also interesting that grids are scale-free, because certain scale-free
networks are highly robust to removal of randomly chosen nodes (Albert et al., 2000).

Different methods have been developed to determine whether a network is scale-free. The simplest method
is based on the fact that when you graph a power law on a log-log plot, it shows up as a straight line.
Hence, given a network, you can construct the degree distribution and make a log-log plot of the degree
vs. the frequency of nodes with that degree. If the data points follow a ‘straight enough line’, then
you conclude that the degree distribution follows a power law, and hence that the network is scale-free.
This line can also be fitted using linear regression, from which you can calculate an R-square value to
determine the goodness of fit.

This method has received criticism, because it is relatively easy to ‘see’ straight lines on a log-log plot,
even though a power law might not be the best fit. An alternative is to consider different distributions,
and compare the goodness of fit with a suitable test. As an example, Holmgren (2006) used a Kolmogorov-
Smirnov test and a chi-square test to conclude that an exponential distribution was not a good fit for their
degree distribution. More recent developments include using maximum-likelihood methods to find the
best fit for v (Clauset et al., 2009), and likelihood-ratio tests to compare different distributions (Broido
& Clauset, 2019).

2.2.2 Are power grids scale-free?

There is no general best fit to empirical degree distributions of power grids. One of the first fits by A.-L.
Barabdsi and Albert (1999) was a power law, but since then only one other paper has fitted a power law
to a degree distribution (Chassin & Posse, 2005). The most common fit so far seems to be an exponential
degree distribution, as can be seen in Table 2.1. From this, it appears that power grids are probably not
scale-free.

The lack of consensus can be explained by different factors. First of all, there seems to be no agreed
upon approach yet to evaluate the goodness of fit of proposed models. More recent advances in statistical
methods might be able to resolve this issue. A good overview of these new methods is given by Holme
(2019). Another possible reason for the lack of a universal fit comes from the different natures of the
grids studied. The U.S. grids studied are larger and have a higher maximum degree compared to grids
of European countries, or even compared to the whole European grid. Since a power-law fit works best
when there is a large spread of degrees, this could explain why the only power-law fits have been found
for a U.S. grid. Finally, some authors distinguish between approximations for the lower degree nodes —
which might show power-law behavior — and for the tail with higher degree nodes — which often has a
sharper exponential cut-off.
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Table 2.1: Overview of fits to empirical degree distributions of power grids, as found in the literature. The
parameters refer to the formulas for the probability density functions of the distributions: P(k = ) oc ™7

for the power law, and P(k = ) = Xe™ 7 for the exponential distribution.

Region Degree distribution Parameters Reference

China, Anhui province exponential A =0.65 Han and Ding (2011)
China, East exponential A =0.58 Han and Ding (2011)
Europe (UCTE and different exponential A =0.56 (UCTE), Rosas-Casals et al. (2007)

countries)

Hungary
Italy
Italy, France & Spain

Netherlands, North (medium
voltage)

Nordic countries
North America
Poland

U.S., Eastern

U.S. Eastern, Western and
Texas (ERCOT)

U.S., NYISO

U.S., Southern California
U.S., Western
U.S., Western
U.S., Western

0.37 to 1.10

(countries)
exponential (a.o.)
exponential A =0.55
mix of Gaussians

mix of exponential with
power-law tail

exponential
exponential A=0.5
exponential
power law vy=3.1

exponential

sum of exponential and
irregular random variable

exponential
power law vy 4
power law v=3.0

sum of exponential and

A = 0.67 (2019)

Hartmann and Sugér (2021)
Crucitti et al. (2004)
Rosato et al. (2007)

Pagani and Aiello (2011)

Holmgren (2006)

Albert et al. (2004)
Cloteaux (2013)

Chassin and Posse (2005)
Cotilla-Sanchez et al. (2012)

Wang et al. (2010)

Amaral et al. (2000)

A.-L. Barabasi and Albert (1999)
Chassin and Posse (2005)

Wang et al. (2010)

irregular random variable

2.2.3 Performing statistics on the PDF or CDF

A technical note: while it is possible to plot and use statistical methods on the PDF of a degree distribution,
it is often easier to use the cumulative distribution function (CDF) or the complementary cumulative
distribution function (CCDF). If the PDF is given by some function f(z) := P(k = z), then the ¢DF F(z)
is given by:

F(z)=Pk<z)= / f(¢)de.
0
The ccDF F(z) is defined as the complement of the CDF:
Fz)=Pk>2)=1-P(k<z)=1-F(z).

The advantage of using the CDF or CCDF is that there are no gaps for degrees which don’t occur in the
network, which makes it easier to plot. Perhaps more importantly, the function is monotonically increasing
(CDF) or decreasing (CCDF), which makes it easier to determine the behavior of the distribution, as can
be seen in Figure 2.2.2

2Tt is important to note that the perceived parameter of a distribution can change when switching from the PDF to the
cDF. For a power-law distribution, we have f(z) oc =7 but F(z) o =Y~ so the scaling parameter on a plot for F(x)
isy—1.
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Figure 2.2: Samples from two power-law distributions, one with exponent v = v+ 1 = 1, and one with
v = 2, plotted on log-log scale. The left graph shows the PDF and the right graph shows the CCDF. The
effect of the different exponents on the behavior of the distribution can be seen much clearer in the right
plot than in the left plot. From Fox Keller (2005, Figure 2).

2.3 Small-worldness

A network is consider small-world when it show strong local clustering, while also having a low average
distance between nodes. This is in comparison to an (Erdds-Rényi) random network with the same
number of nodes and edges. This random network model is perhaps the simplest model to generate
random networks: given parameters n and m, it samples uniformly from all possible networks with n
nodes and m edges (Erdés & Rényi, 1959). This means the likelihood that there is an edge between any
given pair of nodes is m/(n(n—1)). Watts and Strogatz (1998) then propose to take a regular lattice-like
structure with n nodes and m edges and randomly rewire every edge with a probability p. When p =0
this gives the lattice structure, which has a high local clustering but a longer average distance. With
p =1 you get a random network with low average distance but little local clustering. They then observe
that if you choose a p somewhere between 0 and 1, you can end up with a network that exhibits both
high local clustering and a low average distance. They call these networks small-world, because due to
the low distance every pair of node is just a couple of steps away from each other.

There are many examples of networks that exhibit small-world properties, from social, technical and
economical areas (Amaral et al., 2000). Researcher have also found that power grids show small-world
behavior, although one study of 15 European transmission systems concluded that this is only true when
all voltage levels are considered together (Espejo et al., 2018).

There are multiple metrics available to determine whether a network is consider small-world. The easiest
to calculate is the small-world coefficient o:
c/c,
o= .
L/L,

Here C,. and L, are respectively the (global) clustering coefficient and the average distance of a random
network of the same size as the network we consider. Then if ¢ > 1, we consider a network to be
small-world.

2.4 Synthetic network models

There are various synthetic network models, which try to generate a network model which is comparable
to power grids found in the real world. There are many differences between these models: both in types
of networks they target (distribution vs. transmission, radial vs. ring based designs), assumptions they
make about network development, and type of output (e.g. including geographic position of nodes or
not). An overview of some of these models and their characteristics is given in Table 2.2.

2.4.1 Small-World Power Grid Growth and Evolution Model

The Small-World Power Grid Growth and Evolution Model from Mei et al. (2011, Section 4.3) is of
particular interest for our research, due to the fact that its output is both temporal and spatial. The
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Table 2.2: Overview of different synthetic model generators and their characteristics. ‘Spatial’ means
whether the model output includes spatial information on the network. ‘Temporal’ means whether the
algorithm builds the model in steps relating to the time evolution of the network. ‘Voltages' is whether there
are multiple voltage levels in the model. ‘Tunable’ means whether you can tune the degree distribution
of the resulting model to match a certain arbitrary degree distribution. ‘Result’ is the default degree
distribution of the resulting model.

Reference Spatial Temporal Voltages Tunable Result

Birchfield et al. (2017) yes no yes yes depends on input

Cloteaux (2013) yes no no yes exponential

Deka et al. (2017) yes yes no partially sum of shifted exponentials

Mei et al. (2011) yes yes yes no unknown

Schweitzer et al. (2017) no no no yes mixed model of Gamma distribu-
tions

Wang et al. (2010) no no no parameters unknown

algorithm is based on a small number of assumptions which we can validate in the observed network
growth. The simulation grows a transmission network on an ¢ x ¢-sized grid of points. The simulation
time ¢ has a resolution of one year. We assume there is an energy distribution function Pgs(z,y,t) that
specifies the available power in MW at grid point (x,y) in year ¢. Similarly, the load demand distribution
Pp(z,y,t) specifies the demand in MW at a grid point. Both values can change over time for a specific
grid point: for example when advancements in energy technologies make it possible to harness more
power at a specific site, or when the load demand increases due to population growth.

The algorithm takes parameters a, b and p, and requires two other functions ¢g and ¢p. It proceeds as
follows:

1. Every year, a new power plants are added to the network. The power plants are placed on the
unoccupied grid points with the highest values for Ps. The capacity and voltage of a new plant is
dependent on the available energy, and is given by applying ¢g on Pg.

2. Every year, b new substations are added to the network. The substations are placed on the unoc-
cupied grid points with the highest values for Pp. The capacity and voltage of a new substation is
dependent on the load demand, and is given by applying ¢p on Pp.

3. New power plants and substations are connected to the closest substation at their voltage level. If
there is no substation at that voltage level, it will connect at the first possible lower voltage level.
With probability p, a second connection is made to the second-closest substation.

As suggested parameters, Mei et al. (2011) use £ = 200, a = 1, b = 5, and p = 0.1. The function Py is
defined in such a way that in the first 20 years all values are below 200 MW, the next 20 years the values
are between 200 MW and 400 MW, and the last 10 years the values are above 400 MW. The values for
Pp are sampled from a normal distribution with an average of 500 and a standard deviation of 150. The
function ¢g samples capacities from a normal distribution. When the available power is below 500 MW,
the voltage is set at 110 kV and the distributions average initially at 100 MW. Between 500 MW and 1000
MW it is set at 220 kV and 300 MW, and above 1000 MW at 500 KV and 600 MW. Furthermore, the
average capacity of new power plants increases each year with o = 5%. The function ¢p works similar
to ¢g, but the cutoffs are at 200 MW and 400 MW. The substations are sized larger than their demands,
at 200 MW (demand below 200 MW), 500 MW (demand between 200 MW and 400 MW), and 1000 MW
(demand above 400 MW). The annual increase in capacity is 8 = 1%. The results of two example runs
with these parameters are given in Figure 2.3.
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(a) “Snapshot at the 50th year of the power grid evo-
lution” (Mei et al., 2011, Figure 4.6.e). The circles
represent power plants and the squares are for substa-
tions. There are three voltage levels (110kV, 220 kV
and 500 kV), visualized by increasing thickness of the
lines. (b) Recreated simulation, using the same parameters.

Figure 2.3: Simulation results following the algorithm from Mei et al. (2011). The simulation is run for
50 years on a 200 x 200 grid. Each year a = 1 power plant and b = 5 substations are added. New nodes
are connected to the closest substation, and with probability p = 0.1 also to the second-closest substation.

2.5 Vulnerability and reliability metrics

There are many ways to operationalize different ideas of vulnerability and reliability. Topological mea-
sures, which can be calculated using only the topological structure of a network, are the easiest to
calculate. This brings they advantage that it is possible to compare these measures across different net-
works. However, the flow of electricity on electrical grids is not only dependent on the topology, but also
on a number of electrical parameters. To understand the actual flow and the impact of events on the
flow, we also consider metrics based on the power flow.

2.5.1 Topological metrics

A networks efficiency 7 is defined as the average inverse of the distance (Latora & Marchiori, 2001):

1 1
W= ey 2 dag

1,JEViFE]

This measure is based on the idea that transmission over a network (of information, electricity, or some
other flow) is more efficient if the average distance between nodes is low. We can then calculate the drop
in efficiency if a node is removed from the network, relative to the initial efficiency of the network. This is
the called the information centrality of a node (Latora & Marchiori, 2007). For a node 4, the information

centrality ¢y(7) is given by:
n(G) = n(G\ )

nG@

where G \ 7 is the network with node ¢ and its connected edges removed. If there are nodes with a high
information centrality, this indicates that a network is vulnerable to the loss of these nodes. We can
therefore calculate the maximum information centrality over the nodes, and use this is a measure of a
networks vulnerability:

C[(i) =

G) = ).
c1(G) = max (i)
We can also calculate the weighted version of a networks efficiency, where instead of using the topological
distance d(4, j), we use the weighted distance d* (i, 7). In order to compare the weighted efficiency across
networks of different sizes, Latora and Marchiori (2001) propose normalizing the weighted efficiency by
comparing a networks efficiency to the best possible efficiency, where all nodes are connected to each
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other. In the case where we use the topological distance, the optimal efficiency is 1, but this is not true
in general if we use geometric distance between points in space, for example. So, we have:

w1 1 1
"=\ 2, w6 |2 i )

§,jEV,i] i,jeViij OPt
where dg (i, j) is the shortest possible distance between nodes 7 and j. Then the weighted vulnerability
measure is:

W n"(G) —n"(G\ i)
cf (G) == max G .

For electrical networks, it is interesting to note that if we use line resistance as our weighted distance, the
weighted efficiency is the average electrical conductance of the shortest paths. If we use the approximation
that specific resistances are the same for all lines in a network, using the length of the lines instead of
the resistance leads to the same outcome.

2.5.2 Power flow metrics

We use the loss of load after the removal of a node, to measure the vulnerability of an electricity network
to the removal of that node. To calculate the load loss, we first have to calculate the power flow on the
entire network (see Section 3.3). Then, we remove a node, and still try to find a possible power flow by
reducing the loads of other nodes (‘load shedding’). Then, we use as loss of load the amount of load we
had to reduce from other nodes, to still get a flow solution.
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Chapter 3

Methodology

3.1 Reconstructing the historical Dutch and Hungarian grids

3.1.1 Data collection

We use historical maps to reconstruct the history of the Dutch transmission network. A sample of these
maps is depicted in Figure 3.1.! Appendix B gives an overview of the maps and other sources used to
reconstruct the historical Dutch grid.

=17

e

B

(e) 1984 (}) 1;)94 (g) 2006 (h) 2020 |

Figure 3.1: A sample of the historical maps of the Dutch grid. Sources in chronological order: CBS
(1941a), SEP (1950), SEP (1961), SEP (1976), SEP (1985), SEP/EnergieNed (1995), TenneT (2006),
TenneT (2020a).

LAn excellent collections of historical maps is curated by the volunteers behind Hoogspanningsnet.com, which has been
an invaluable source in finding historical references.
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3.1.2 Constructing networks from power grids

Even though often little explanation is given about the process of creating a network model for a power
grid, the choices made in this process can have a significant impact on the resulting network and its
characteristics. An example of these types of choices is given in Figure 3.2, which gives three different
methods to abstract a power grid into a network model. The version ‘with tap’ has three types of nodes:
power plants, substations, and junctions.? This version has the highest number of nodes, and the most
complex structure. On the other hand, the third version ‘without taps reduced’ only has power plants
and substations as nodes, and has the simplest structure. The topologies of these options are different,
leading also to different degree distributions.

a Real power grid bwrt

c WOT

d wor

@ Power plants

@ Substations

© Junctions or taps
— Transmission lines

Figure 3.2: Three ways to abstract a power grid into a network: ‘with tap’ (WT), ‘without tap’ (WOT),
‘without tap reduced’ (WOR). From Kim et al. (2018, Figure 1).

Another question is how to model different voltage levels. One option is to consider every voltage level as
a single network, and the complete grid as a multilayer network consisting of the different voltage levels.
The other option is to take the entire grid as a single network. The different approaches are visualized in
Figure 3.3. It turns out that this choice has an impact on whether networks are small-world: Espejo et al.
(2018, p. 391) report that for 15 different European grids studied, all of them are small-world when the
two voltage levels (220 kV and 400 kV) are combined in a single network. But when these voltage levels
are analyzed as independent layers, there are some that fail to meet the threshold for small-worldness.

Finally, another point of concern is how to model high voltage pylons that carry multiple separate power
groups. If each group is mapped as a separate line, they will show up as multiple edges in the network,
and it will increase the average degree. If not all pylons carry the same amount of groups, this can also
change the shape of the degree distribution.

Inspired by Kim et al. (2018), we follow a middle way: we both try to make a dataset that is as detailed
as possible, but also implement reduction methods to create a reference network format which we can use
to compare networks from different sources. Specifically, this means we model the network as one single
network, where the voltage layers are connected by transformers (a special type of edge). Plants are also
encoded as nodes, in principle with one node per ‘generating unit’, which for thermal plants is often a
turbine, with plants possibly consisting of multiple turbines. We call foreign substations ‘subnets’; since
they represent an entire foreign subnetwork. We include parallel circuits, which we encode as parallel
edges between the same nodes, that can be distinguished by specifying a ’color’ for every circuit (a
common practice also for distinguishing physical transmission lines). We add junction and taps where
appropriate. Often these junctions and taps refer to specific high voltage pylons, but this is not the case
in general, and junctions do not need to represent physical locations or connections. They have three
uses: they help in approximating circuit length by adding intermediate stops; they improve graphical
representation, making it easier to follow the path of a circuit; and they can simplify data input when
over time only the endpoint of a node changes, but not the intermediate steps. The difference between

2This type of node classification is common, but might occur under different names. For example, Albert et al. (2004)
calls them generators, distribution stations, and transmission substations respectively.
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Figure 3.3: Modeling different voltage levels: as a single network or as multiple independent layers. On
the left: a diagram of a power grid. On the right: two versions of a network abstraction of this power grid
— as a single network with 8 nodes, and as two networks with 4 nodes each. From Espejo et al. (2018,
Figure 1).

a junction and a tap is that a junction should always connect precisely 2 edges of the same color, while
a tap can connect more than 2 edges of the same color. This is needed in situations where a substation
is electrically connected to an existing line between two other substations. In this way, one circuit can
connect more than two substations.

The reference version of a network is created as follows: we remove the node representing plants, and
reduce junctions and taps by replacing the circuits with one edge connecting the appropriate substations
(using a so-called star-mesh conversion). The remaining nodes are then only substations and subnets.
We condense parallel edges into one, so that the graph becomes simple. We also split nodes that are
connected at multiple voltages into multiple nodes with transformers in between, so that each node has
its voltage specified. An example of this process is visualized in Figure 3.4.

-
x x

1 ~¢ | P
®

Figure 3.4: Example of a network (left) and its reference version (right). Creating a reference version
ensures that calculations on networks from different sources can be compared to each other. The colors
indicate different voltage levels, the rectangle is a power plant, and the star symbol is a foreign subnet.
Between the overlapping nodes is a transformer.

3.2 Assessing synthetic network models

There are many synthetic network models to consider (see Table 2.2), but the most important ones are
those which have a temporal and spatial output: they generate a sequence of networks throughout time
and positioned in space. Based on my literature search, only the models from Deka et al. (2017) and Mei
et al. (2011) meet these criteria. Due to time constraints, we will confine the analysis to the model from
Mei et al. (2011). Although there are a number of tweakable parameters, the fit appears decent enough
that we simply continue with the suggested parameters.
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3.3 Power flow

To calculate the power flow, we need to know the networks topology, the electrical parameters of the
nodes and edges, the loads of the substations and the generation of the power plants, and we need a
solver which can calculate a solution to the optimal power flow problem. Because it is a time-consuming
process to gather the required data, we will only calculate the power flow on the Dutch network, and for
2020 since that is a recent year for which we can find all the required data. The network topology follows
from our network dataset. For the electrical parameters and the load and generation, we use external
data from TenneT, ENTSO-E, and the Dutch statistical bureau CBS (see Appendix A). As solver, we
use GridLAB-D, an open source simulation tool developed at SLAC (Chassin et al., 2022).

Due to time constraints, we use the average load per substation and generation per power plant over 2020.
Since we are interested in the vulnerability of the network, we want to remove nodes from the network
while the network is under ‘extreme’ conditions. To simulate this, we lower the capacities of the lines
to the minimum possible so that there is still a solution when no nodes are removed. This means that
when a node is removed, it is more likely to result in lines that are over capacity. When lines are over
capacity, we iteratively reduce the load at substations until we find a solution where the line capacities
are respected again. Specifically, we find the substation whose voltage has dropped the most relative to
its nominal voltage, and reduce its loads by 20%. Although this is a crude approximation of the extreme
conditions and the behavior when nodes are removed, it does indicate which nodes are most important
for the networks reliability, and allows use to compare it to the topological vulnerability node-by-node.

3.4 Testing for preferential attachment

To test for preferential attachment behavior in the growth of the network, we assume that there is
a function f such that the probability of a new node connecting to an existing node of degree z is
proportional to f(z). If there is no preferential attachment, then the degree of a node has no influence
on whether a new node will connect to it, so f(x) o< 1. On the other hand, if there is linear preferential
attachment, such as in the scale-free networks generating model from A.-L. Barabdsi and Albert (1999),
we have f(x) o« x. There are different ways to estimate the shape of such a function f from data on
empirical network growth (A. L. Barabdsi et al., 2002; Jeong et al., 2003; Newman, 2001; Pham et al.,
2015). The simplest way, inspired by Newman (2001), is to count how many times a new node connects to
a node with degree x, and compare it to the expected number of connections if there was no preferential
attachment. Then, by dividing we get a ratio as estimate for f:

A # new nodes connected to node of degree x

flz) =

~ [E connections to node of degree & without preferential attachment

We use m(t) to denote the number of edges in year ¢, n(t) the number of nodes in year ¢, and n,(t) for the
number of nodes of degree z in year t. As time resolution, we use one year, so every year we determine
what the new nodes are, to which existing nodes they connected, and what the degree of those nodes was.
If we assume that new edges are only formed between an existing node and a new node, then for every
degree x we can calculate our estimate as:

fon >, # nodes added in year t + 1 that connected to a node which had degree z in year ¢

f(x) > (m(t+1) —m(t)) - ng(t)/n(t)

To compare this to a scenario with linear preferential attachment, we note that in that case the probability
of a new edge connecting to a specific node of degree x is given by

ey kit) — 2m(t)’

since summing the degrees of all nodes is the same as counting every edge twice. And since there are
n,(t) nodes of degree x in year ¢, we see that in a linear preferential attachment scenario:

o) = 2oy (m(t+1) —m(t)) - na(t) - 2/(2m(t))
> (m(t+1) —m(t)) - na(t)/n(t)
If we only consider one time step, this is equal to
z/2m)  x -
1/n 2m/n o/k.
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Chapter 4

Results

4.1 The dataset

The resulting dataset covers the Dutch transmission grid from 1931 to 2023 (and also including some
components under construction up to 2026).! It consists of 685 nodes and 1653 edges. Of the nodes,
there are 399 regular substations, 118 plants, and 17 foreign subnets. There are also 121 junctions and
30 taps. Of the substations, there are 58 commercial substations, which connect to a private distribution
network. Of the edges, 85 are transformers, and the remaining 1568 are transmission lines (no distinction
is made between cables and overhead lines). This is the full version of the network, with all historic
components, and including parallel lines. Snapshot of the networks evolution are show in Figure 4.1 and
a visualization of the full version is shown in Figure 4.2.

(a) 1950 (b) 1960 (c) 1970 (d) 1980

(e) 1990 (F) 2000 (g) 2010 (h) 2020

Figure 4.1: Snapshots of the state of the network per decade.

1The dataset will be published within the github.com/slacgismo organization under an open source license.
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Figure 4.2: Visualization of the complete dataset. The network has never existed in this state, since this
visualization also includes substations and lines which have been dismantled at some point.
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4.2 Evolution of network characteristics

The development of a number of characteristics is visualized in Figures 4.3 to 4.8, for both the Dutch
and Hungarian transmission grids. From now on, all reported characteristics have been calculated on the
reference versions of the graphs, as defined in Section 3.1.2. This means that we only consider substations
and subnets as nodes, reduce junctions and taps, and condense parallel edges resulting in a simple graph.

In Figure 4.3 and 4.5, we see that both networks share an initial rapid growth from the 1950s to the
1970s. After that period, the growth rate is reduced and is approximately linear. The number of nodes
and specifically the number of edges of both networks are remarkably similar over time, considering that
the two networks are different in both spatial size (the land area of Hungary is more than twice that of the
Netherlands), population size (9.7 million people in Hungary versus 17.8 million in the Netherlands), and
economic and historical context. The evolution of the average degree follows directly from the number of
nodes and edges, and is also given in Figure 4.5. From the 1970s onwards, the average degree is stable
for both networks (around 2.9 for the Netherlands and 2.6 for Hungary). Figure 4.4 shows that much of
the growth has occurred in the 120/150 kV layer, with the 220 kV and 380/400 kV layers taking up a
relatively small and constant share of the total amount of nodes. Only in recent years have the 110 kV
and 380 kV layers of the Dutch network started growing again, while in the Hungarian network the 100
kV layer has seen continuous shrinking.

Number of nodes
Hungary
400 4 Hungary (2-core)
—— Netherlands
—==- Netherlands (2-core)
300 1 )
200 A
100 -
/”- -
0 /=8
1950 1960 1970 1980 1990 2000 2010 2020

Year

Figure 4.3: Number of nodes over time, compared between the Dutch and Hungarian networks. Included
node types are substations and subnets, while taps, and junctions are reduced, and plants are filtered out.
The 2-core is the maximal subgraph such that all nodes have degree at least 2.

Nodes per voltage (Netherlands) Nodes per voltage (Hungary)

400 A other (320 & 450 kv DC) other (60 & 750 kv)
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Figure 4.4: Number of nodes per voltage level over time. Note that the Hungarian voltage levels are
similar but not exactly the same as those of the Dutch network

In Figure 4.6 we see that the distance and diameter of both networks share a similar evolution too, with
the average distance stabilizing in the 1970s around 8. This happened while both networks were growing,
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Figure 4.5: Number of edges and average degree over time, compared between the Dutch and Hungarian
networks. This includes edges which denote transformers. The degree is the number of outgoing edges of
a node. Since our graph is simple, there are no parallel edges, and the degree is the same as the number

of neighbors of a node.

and since for random networks you expect that the average distance increases with increasing network
size, this is an indication that the network shows small-world properties. This is confirmed by Figure 4.7,
showing that for both network the small world coefficient crosses the threshold of 1 already in the 1960s.
The difference in the small world coefficient is mainly explained by the larger local clustering coefficient
of the Dutch network.
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Figure 4.6: Average distance and diameter over time, compared between the Dutch and Hungarian networks.
This is calculated using the unweighted topological distance: the smallest number of steps required to move
from one node to another. The diameter is the maximum distance between two nodes, so the length of

the longest path in the network.

4.2.1 Degree distribution

Figure 4.8 compares the degree distributions of both networks over time. We see the maximum degree is
increase over time, ending at 11 for the Dutch network and 9 for the Hungarian network. The 2020 degree
distribution of the Dutch network shows up as an almost straight line on the log-plot, indicating that the
degree distribution is exponential. For the Hungarian network, the 2020 degree distribution starts out
as a straight line, but tapers off around degree 7. This indicates that the Hungarian substations have a
lower number of maximal connections, and that after this point more connections are unlikely.

Combining all observations leads to the impression that after the initial growth from the 1950s onwards
the networks became ’saturated’ in the 1970s, and that further growth has mainly occurred to serve
increasing and new loads, without drastic changes to many network characteristics.
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Figure 4.7: The average local clustering coefficient and the small world coefficient over time, compared
between the Dutch and Hungarian networks. The local clustering coefficient of a node is the share of its
neighbors that are also connected among each other. The small world coefficient is calculated by comparing
the average distance and clustering coefficient to that of a random network of the same size.
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Figure 4.8: The distribution of node degrees over time. We calculate the complementary cumulative
distribution function (CCDF), which is defined as P(k > z) where k is the degree (see Section 2.2). So the
value forz =0is P(k > 0) =1—P(k =0), thevaluefore =1isP(k>1)=1-P(k=0)—-P(k=1),
etc. Note that the y-axis is logarithmic. For the maximum degree kpqr we have P(k > kmaz) = 0, which
we can not plot on a logarithmic axis. Instead, we draw a dashed line to the x-axis to indicate its value.

4.3 Growth processes in real and synthetic networks

4.3.1 Testing preferential attachment

To test to which degree the networks exhibit preferential attachment, we calculate the ratio between the
times a new node connected to an existing node of a certain degree versus the number of times this would
have happened if there was no preferential attachment, as explained in Section 3.4. The results for the
Dutch and Hungarian networks are given in Figure 4.9. We see that both networks exhibit preferential

attachment, with ratios above 1 for higher degree nodes that are more likely to receive new connections.

For the Hungarian grid this is especially pronounced, with for the higher degrees ratios above even linear
preferential attachment. The effect for the Dutch grid decreases for degrees above 8, which is expected
since the number of incoming connections a substation can have is bound to space limits. Note that the
variation in ratios becomes high for higher degrees, since there are only a limited number of these nodes
so only a small number of new connections can significantly influence the ratio. In general, the ratio
should be 0 for nodes of the maximum degree, since they can not have received extra connections (which
would increase their degree). This is not the case for the Hungarian grid, because it has happened that
nodes with the maximum degree of 9 have in the same year received a new connection, but also lost an
existing connection.
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Figure 4.9: Estimate of preferential attachment ratios, calculated by comparing the number of new con-
nections to nodes of a certain degree to the scenario where there would be no preferential attachment, so
all nodes are equally likely to receive new connections. If there is no preferential attachment, the ratio is
1, while in the case that there is linear attachment (so probability of a node receiving a new connection is
proportional to their degree) the expected ratio is roughly linear in the degree.

4.3.2 Comparing synthetic network generators

As explained in Section 3.2, we chose the synthetic network model from Mei et al. (2011) as a simple
model which can generate synthetic transmission grids. We performed 20 different simulation runs with
different random initial conditions. We start the simulation in 1950, and run it for 70 years until 2020.
The results of these simulations are compared to the Dutch and Hungarian networks on a number of
characteristics in Figures 4.10 to 4.13. From the simulation algorithm, we expect a linear growth in the
number of nodes and edges, and this is confirmed by Figure 4.10. Even without changing the suggested
parameters, the fit — although linear — is quite good for both networks. However, if we look at the 2-core
of the networks, we see that the 2-core of the simulation runs is much smaller, both in the number of nodes
and the number of edges. This indicates that there are more leaf nodes with degree 1 in the simulated
networks, and that simply attaching new nodes to the nearest existing substation leads to fewer ring
structures where all nodes have degree at least 2.
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Figure 4.10: Number of nodes and edges compared between 20 simulation runs of the synthetic network
generators and the real-world networks.

In Figure 4.11, we see that the average distance of the simulations starts out relatively low, but takes
longer to stabilize than the real-world networks, and also stabilizes at a slightly higher value around 11.
On the other hand, the small-world coefficient of the simulated networks on tracks that of the Hungarian
network very well. We see that the simulated networks all become small-world networks.

From the evolution of degree distributions and the for the final state to those of the Dutch and Hungarian
networks shown in Figure 4.12, we see that the simulations have more nodes with lower degrees. Although
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Figure 4.11: Average distance, diameter, and resulting small world coefficient compared between 20
simulation runs of the synthetic network generators and the real-world networks.

it evolves to become closer to a line on the log-plot, it does seem to taper off a bit stronger and sooner
than the real-world networks, so it is less clear that this degree distribution also becomes an exponential
distribution. From the simulation runs, we do see that the variation is relatively large, with one network
ending up with a maximum degree of 12, higher than what we have seen in the real-world networks.

Degree distribution (CCDF, simulation mean) Degree distribution (CCDF, 2020)
1.0 4 1.0
1950 = Netherlands
1960 Hungary (2019)
1970 —— Simulation average
1980 Simulation run
—— 1990
0.1 4 —— 2000 0.1
— 2010
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0.01 0.011
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N\
N N
0 2 4 6 8 10 12 0 2 4 6 8 10
Degree Degree

Figure 4.12: Evolution of the degree distributions (plotted as complementary cumulative distribution
function, see Section 2.2.3) for the average of 20 simulation runs, and comparison of the final degree
distribution between the simulation runs and the real-world networks.

Finally, we also calculate the preferential attachment estimate for the simulation runs. In the synthetic

network algorithm, there is no preferential attachment specified, so we expect to find ratios around 1.

This is confirmed by Figure 4.13, showing that up to and including degree 6, the average ratios are very
close to 1. For higher degrees, the variation between simulation runs and the fluctuation of the resulting
average is much higher. This is because the number of nodes with higher degrees is much lower, so one
connection more or fewer can have a large impact. Even then, the ratios of the average stay below the
dashed line which indicates the expected value when there is linear preferential attachment.
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Figure 4.13: Comparison of the preferential attachment ratios estimates between the 20 simulation runs
and the real-world networks. Ratios around 1 indicate that there is no preferential attachment.

4.4 Vulnerability analysis

4.4.1 Topological analysis

To quantify the topological vulnerability, we calculate the efficiency of the networks and the maximum
drop in efficiency if a node is removed. The results are given in Figure 4.14. We see that the efficiency for
both the Dutch and the Hungarian networks stabilize after the 1970s, at around 0.15. Since the efficiency
is the average of the inverse distance between nodes, we can expect that the inverse of the efficiency is
of the same order as the average distance. And indeed, given that 1/0.15 ~ 7 and that the distances
for the Dutch and Hungarian networks stabilized around 8, this is quite close. For the maximum drop
in efficiency, we see a more fluctuating and different pattern until the 1970s, but this also stabilized
around 10% for the Dutch network and 5% for the Hungarian network. This parallels the conclusion
from Hartmann (2021) who notes for the Hungarian network that “[tJhis suggests on the one hand that
the elements most important for security have been installed before [the 1970s], but on the other hand
it implies that grid development of the last 40 years could not significantly contribute to this aspect.”
It is interesting to see in this regard that the topological vulnerability of the Dutch network is roughly
double that of the Hungarian network, even though the efficiencies are similar. This would indicate that
the Hungarian network has found a more robust topology than the Dutch network. This is especially
noteworthy because Hartmann (2021) finds a negative correlation between the clustering coefficient and
the vulnerability, but the Dutch network has a higher clustering coeflicient than the Hungarian network
— the opposite from what you would expect based on the correlation.

0.00

Efficiency Maximum drop in efficiency
50% 1
Hungary Hungary
—— Netherlands —— Netherlands
40%
30%
20%
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T T T T T T T 0% T T T T T T T
1950 1960 1970 1980 1990 2000 2010 2020 1950 1960 1970 1980 1990 2000 2010 2020
Year Year

Figure 4.14: The evolution of the efficiency and maximum drop in efficiency after removing a node,
compared between the Dutch and Hungarian networks.

Figure 4.14 shows a strong peak for the Dutch vulnerability in 1992. To understand where this peak
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comes from, we map the Dutch networks of 1991 and 1992 in Figure 4.15, where we scale the sizes of the
nodes by the efficiency drop after removal of that node. In 1991, there were multiple nodes with a high
topological vulnerability, mainly on the 380 kV ring, and at the connection points of transformers. In
1992, we see that the substation of Ens in the northern part of the Netherlands sees a strong increase in
vulnerability. This is because in between 1991 and 1992, the transformer connecting 150 kV layer (blue)
and the 110 kV layer (black) in the north was removed. The transformer between 220 kV (green) and
380 kV (red) in Ens then became the only substation with which the northern part of the network was
connected to the rest of the country, and hence became very important for the efficiency of the network.
This bottleneck was removed in 1993 by the addition of a transformer between the 110 kV and 380 kV
layers, in the eastern part of the country.

(a) 1991 (b) 1992

Figure 4.15: The Dutch network in 1991 and 1992, where the nodes have been scaled to their topological
vulnerability, i.e. the drop in the networks efficiency if they would be removed from the network.

We also compare the efficiency and vulnerability of the real-world networks to the synthetic networks in
Figure 4.16. The efficiency of the simulated networks starts out high, but in 20 years drops to a similar
level as the Dutch and Hungarian networks. Striking however, is the difference in topological vulnerability:
the average vulnerability of the simulations stays around 40%. This shows that even though we have seen
that the synthetic networks resemble real world networks in some important characteristics, the networks
are much more vulnerable to disruptions.

4.4.2 Power flow analysis

The results of the power flow simulation for the full network are visualized in Figure 4.17. We see that
the 380 kV backbone plays in important role in the transmission of electricity from the plants near the
port of Rotterdam in the southwestern region, and from the plant in the southeastern part of the country.
Locally, although the network structures are meshed, small quasi-radial subnetworks seem to emerge on
lower voltages. The imports over German connections serve as important sources for the eastern part of
the network.

With the simulation on the complete network as a base line, we then recalculate the flow after removal
of one node. In many cases, especially for leaf nodes, the only load loss that occurs is the load of the
node itself. In some extreme cases, the solver can not find a power flow anymore, and all load is dropped.
The load losses and correlations with the topological efficiency drop is given in Figure B.1. We see that
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Figure 4.16: Comparison of the efficiency and topological vulnerability between the 20 simulation runs and
the real-world networks.

— surprisingly — in many cases where the network becomes unsolvable (load loss around 6000 MW), it is
a node from the 110 kV layer that has been removed. If we ignore the cases where (part of) the network
becomes unsolvable, and zoom in on the cases where the loss of load is lower (the right subfigure), we see
that it is hard to derive a strong correlation between the topological vulnerability and the vulnerability
of the power flow simulation. Many nodes for which there is a significant drop in topological efficiency,
can be removed from the network without any other loads having to be shed.
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Loss of load (MW)

Figure 4.17: Result of solving the optimal power flow for 2020. Node sizes are proportional to their load
or generation, and widths of the edges are proportional to the amount of power transported over that edge.
In the solution, not all the power generated by a plant is always transported over a line, when this is not

required to satisfy the loads. This is the reason some power plants look to be disconnected while still
producing electricity.
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Figure 4.18: Correlation between the efficiency drop and the loss of load when a node is removed. The
right figure is the zoomed in version of the left figure. Nodes with a negligible amount of load loss have
been made slightly transparent, so they can be discerned when they are stacked with other nodes.
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Chapter 5

Discussion

5.1 Data quality

The dataset of the Dutch grid is based on historical maps, combined with recent data from the transmis-
sion system operator TenneT on the build years of existing substations (TenneT, 2022c). The current
state of the network is well documented, with high resolution maps showing the trajectory of different
circuits, and high quality secondary sources. However, after comparing the build years supplied by Ten-
neT to the historical maps, we saw that not all the build years of substations match the first occurrence
on the yearly maps. For many substations and lines, we have been able to find the correct build year,
but due to time constraints this was not possible to do for all years. Also, historical lines and substations
which have existed in the past, but have been dismantled, can only be inferred from the historical maps.
For the recent decades, we have been able to add these dismantled components to the dataset, but also
due to time constraints the dataset might not be complete for the first decades. However, our main
conclusions derive from the post-1970 network structure, for which we are confident that the accuracy of
the dataset is high enough, so this should not influence our results in a significant way.

5.2 Sensitivity to network construction parameters

As we noted in Section 3.1.2, there are many ways to abstract physical electrical grid into network
representations. For our calculations, we have worked with a reference version of the networks. However,
if we use the full version, which includes among others parallel circuits, this can significantly influence
the degree distribution, since nodes generally have more connections in the full version. Also, some
authors do not encode transformers between voltage layers as a separate edge, and instead use one node
two represent the different voltages of the same substation. This will also increase the degree for these
nodes, since they have connections from multiple voltage layers. The effect for these choices on the degree
distribution of the Dutch network is visualized in Figure 5.1. We see that the full version of the dataset
has nodes of a much higher degree. When we reduce the transformers, there are even two nodes (Diemen
and Geertruidenberg) with a maximum degree of 37. This shows that it is very important to create a
reference version when comparing networks, and also to specify the steps taken to derive this reference
version when reporting numerical results.
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Figure 5.1: Comparison of the degree distribution between four versions of the same Dutch network in
2020.

5.3 Choice of metrics

For the vulnerability analysis in Section 4.4.1, we used the unweighted efficiency to calculate the topo-
logical vulnerability. As explained in Section 2.5.1, there is also the weighted efficiency metric which
compares the weighted distances in a network to the optimal distances if a network was fully connected.
If we take the length between nodes as the weight of an edge, we redo the efficiency and vulnerability
calculations. The results are shown in Figure 5.2. Note that a value of e.g. 0.80 means that the average
inverse distance between nodes is 80% of the inverse direct distance between nodes. What is surprising,
is that the Dutch weighted efficiency shows much more fluctuation than in the unweighted efficiency
(see Figure 4.14). We saw before that the removal of a transformer in 1992 caused a bottleneck which
increased the unweighted vulnerability. Here, it shows up as a strong dip in the weighted efficiency, much
more noticeable than the dip in unweighted efficiency in 1992. So apparently there was a short alternative
path around this transformer in number of hops, but this detour made this path much longer in terms of
physical length. This can be explained by the fact that a detour in the 380 kV layer only needs a small
number of steps to travel a long distance, since the average distance between substations in that layer is
high.

In the weighted vulnerability, we also see some striking differences to the unweighted vulnerability: it
takes until 1993 — instead of the 1970s — for the Dutch vulnerability to stabilize, but when it does, it
is at a very similar level to the Hungarian vulnerability. So the transformer added in 1993 had a much
larger effect on the average distance between nodes, than on the average number of steps between nodes,
and was essential in bringing down the weighted vulnerability. This difference also illustrates that it is
important to consider which vulnerability metric to choose. Simple topological measures have their use,
since they are easy to calculate and do capture essential characteristics of the network, but they might
miss noteworthy developments in characteristics unrelated to the topological distance.
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Figure 5.2: Topological efficiency and vulnerability using the weighted version of network efficiency. As
edge weights, we used the (geometric) length between two nodes. The weighted efficiency is normalized
by dividing by the optimal efficiency where the network is fully connected, so that the efficiency is always
between 0 and 1. This allows for comparison between networks of different sizes.

5.4 Limitations of the power flow analysis

Without accurate load shapes for every substations with a high time resolution, it is very difficult to
calculate the precise load flows and also understand at which point in time the network is closest to its
capacity. We have tried to overcome this problem by using the yearly average flows and reduce the line
capacities until the network is almost at capacity, but this is a crude approximation. One important
drawback of this approximation is that failures can become large under specific ‘extreme’ conditions:
either a load peak, or a non-standard distribution of load and generation over the network. Even though
these extreme conditions can be rare, they could determine the bottleneck for a networks vulnerability.
We also only consider taking out a whole substation, but a more detailed analysis — which also requires
more data on the precise setups of components, e.g. the number of transformers in a substation — where

specific subcomponents such as transformers or single lines fail, can provide more realistic failure scenarios.

The problem is that these detailed analyses are hard to carry out for multiple networks at the same time,
making comparisons between networks difficult.
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Chapter 6

Conclusion

We have seen that the Dutch and the Hungarian network have a similar evolution for a number of
important network characteristics. After an initial rapid growth phase between the 1950s and 1970s, the
networks matured and many characteristics stabilized. The topological vulnerability of the Dutch network
has stayed higher than that of the Hungarian network, although if you consider the weighted vulnerability,
the Dutch network dropped to a similar level after the completion of the first 380 kV ring. Both networks
have shown strong preferential attachment, which leads to an exponential degree distribution, likely due
to the physical limit to a substations degree. Network characteristics such as the degree distribution
are strongly dependent on the way in which networks are constructed and represented, so a uniform
reference format is essential to allow for comparison between networks. The power flow analysis showed
that the flow solutions can be very sensitive to node removal, although we saw little correlation between
the topological and flow-based vulnerability.

The synthetic network generator which we studied is simple, but still fits well to the real-world evolution
on a number of characteristics. However, in terms of the vulnerability, it did not capture the observed
drop in vulnerability, and vulnerability stayed high. This illustrated that care is required when using
synthetic network generators, and that only after validation on the property of interest, can they be safely
used. Also, due to the lack of preferential attachment in the growth mechanism, the degree distribution
was concentrated on lower degrees compared to the Dutch and Hungarian distributions.

6.1 Future work

There are many ways to build on our research. First, there are a number of ways to improve and validate
synthetic networks using the dataset we have created: building in preferential attachment and changing
the algorithm to create more ring structures are two clear steps. Different types of metrics could also
clarify the gap between real-world and synthetic networks. An interesting approach is to consider not
just the distance between nodes, but specifically the distance between source and load. This distance —
and loads — will decrease when more distributed energy resources are connected to the grid. It would also
be possible to find a hybrid between purely topological and power flow based methods, by using network
flow measures such as the maximum flow between two points, taking into account edge capacities. If
a synthetic network generator can be found which is validated on a number of network characteristics,
running the simulation into the future could be an interesting way to generate possible network scenarios.

The power analysis can be improved by more accurate load shapes with a high time resolution. In
our approach, we assumed that the loads would decrease to match line capacities. However, the most
catastrophic grid failures result from lines that become disconnected after their line capacity has been
exceeded, and the sudden rerouting of the existing flow also overloads nearby lines, leading to a cascade
of line failures (Nesti et al., 2018). It would also be very interesting to extend the power flow analysis to
historical networks, although there extrapolation of the load shapes is required.

Finally, a promising avenue is to consider the electrical network as just one layer in a multi-layer network.
The other layers can be communication networks (Buldyrev et al., 2010), transportation networks, cyber-
physical networks (Brummitt et al., 2013), or political networks that represent for example local energy
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communities with distributed resources. Then, we can consider the co-evolution of these networks, where
growth or changes in one layer of the network induces changes in the other layers.
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Appendix A

Power flow parameters

A.1 Determining electrical parameters

To calculate the power flows, at a minimum the following electrical parameters need to be known:
o Impedance (resistance and reactance) of every transmission line
o Capacity of every transmission lines
o Transforming capacities of every transformer

For current transmission lines at 220kV and 380kV, the impedances parameters are documented (TenneT,
2023). For lower voltages and previously existing lines, we need to come up with an estimate. We can
decompose the impedance of a line as the specific impedance (per length unit) times the length of the
line. In order to get a good estimate of the specific impedances, we plot the known impedances over time
in Figures A.1 and A.2. We also need a good length estimate per line. Since we don’t know the exact
line trajectory, and thus also not the exact line length, we have to estimate this using the coordinates of
the endpoints of the lines. See Figure A.3.
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Figure A.1: Plot of the specific resistance of transmission lines against the (estimated) build year of the
line. Based on data from TenneT (2023).
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Figure A.2: Plot of the specific reactance of transmission lines against the (estimated) build year of the
line. Based on data from TenneT (2023).

Length approximation L
Length approximation error

120 4 220 kv
—e  380kvV 100 1 220 kv
® 380kv
100 A ° 80 1
L]
: g
80 5 607
% ]
| £ 40 1
60 3
oo” 2 20 A
l g
40 1 3° 5
L N 5 0% © [ ° ° °
23 u:.| I.. % ,'I’o’.o TT?- | ® ®
20 - o ) -20 1 . l. » L]
P [
[ ]
L _40 4
0+ T T T T T T T T T T T T
0 20 40 60 80 100 120 0 20 40 60 80 100 120
Exact length (km) Exact length (km)

Figure A.3: Estimated line length versus the documented line length. For longer lines, the errors are
relatively small (within 20%) of real values, especially when we take into account the intermediate junctions
and taps of a line circuit.

A.2 Estimating load curves per substation

A difficult part in calculating the power flow is determining the load per substation at any given moment.
For the Netherlands, we have the following data for recent years:

e Hourly generation per power plant, hourly cross-border flows and hourly total load going (from
ENTSOE-E).

« Information per substation on the nature of the load: no load (pure transmission substations), or
a mix of residential, commercial and industrial load.

e Per neighborhood (‘buurt’): population, the number of households and dwellings, and the average
electricity consumption; and the number of companies, divided per sector (various industrial and
commercial categories) (CBS ‘Wijk- en Buurtkaart’)

o Yearly energy balance, including electricity use per sector (CBS).

We combine this as follows to get an average load per substation: we assign neighborhoods to their closest
substation, as seen in Figure A.4. From the CBS data, we have the yearly electricity consumption per

neighborhood, so the sum of these neighborhoods forms the residential component of the substations
loads.
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Figure A.4: An example of the method to assign neighborhoods to substations, for the Dutch city of
Utrecht. The black lines are the borders of the statistical ‘buurt’ (neighborhood) units as defined by the
CBS. The blue circles are the locations of the substations that are connected to the distribution system.
The white lines are the borders of the area served by a specific substation. We assume the distribution
systems of neighborhoods are connected to the closest transmission substation, so this creates a Voronoi
diagram.

The total yearly industrial and commercial load can be derived from the energy balance. We use the
business sector information from the CBS to divide business types into industrial and commercial loads
(Kruiskamp, 2022): the industrial is sectors A to F, and the commercial category is G to U. Furthermore,
we know the number of industrial and commercial business locations per neighborhood. Since the amount
of energy consumed per location is not uniform — especially for industrial loads — we assign 50% of the
industrial load and 95% of the commercial load according to the number of locations in a neighborhood.
The remaining 50% and 5% of the load we spread out uniformly over those substations for which we know
that they only serve industrial or commercial loads, respectively. For industrial loads, these substations
are usually located in an industrial area, or near green houses. For commercial loads, these are substations
directly connected to a large data center.

If we then sum the industrial, commercial, and residential loads, we get a load per substation. The
distribution of these loads — for loads with at least some load — is given in Figure A.5.
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Figure A.5: Distribution of loads per substations. Substations without a load (purely transforming substa-
tions) are not included.
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Appendix B

Historical maps of the Dutch grid

Source Date (depiction) Reference

De ontwikkeling van de 1924-12-31 Vereeniging van Directeuren van Electriciteitsbedrijven in
electriciteitsvoorziening van Nederland Nederland (VDEN, 1926)
tot het jaar 1925

Electriciteitsstatistiek 1930 1931-01-01 CBS (1933a)
Electriciteitsstatistiek 1931 1932-01-01 CBS (1933b)
Electriciteitsstatistiek 1932 1933-01-01 CBS (1934)
Electriciteitsstatistiek 1933 1934-01-01 CBS (1935)
Electriciteitsstatistiek 1934 1935-01-01 CBS (1936)
Electriciteitsstatistiek 1935 1936-01-01 CBS (1937)
Electriciteitsstatistiek 1936 1937-01-01 CBS (1938)

De Ontwikkeling van Onze 1938 VDEN (1948)
Electriciteitsvoorziening 1880-1938.

Deel 1l

Electriciteitsstatistiek 1937 1938-01-01 CBS (1939)
Electriciteitsstatistiek 1938 1939-01-01 CBS (1941a)
Electriciteitsstatistiek 1939 1940-01-01 CBS (1941b)

'De Grootsche Gedachte van Het 1946-1-1 Empelen (n.d.)

Koppelen Der Centrales’. De Aanleg
van Het Hoogspannings-Koppelnet in
Zuid-Holland in de Periode 1930-1945

Verslag over Het Jaar 1949 1949, end SEP (1950)
Verslag over Het Jaar 1950 1950, end SEP (1951)
Verslag over Het Jaar 1951 1951, end SEP (1952)
Verslag over Het Jaar 1952 1952, end SEP (1953)
Verslag over Het Jaar 1955 1955-07-1 SEP (1956)
Verslag over Het Jaar 1956 1956, end SEP (1957)
Verslag over Het Jaar 1957 1957, end SEP (1958)
Verslag over Het Jaar 1958 1958, end SEP (1959)
Verslag over Het Jaar 1959 1959, end SEP (1960)
Verslag over Het Jaar 1960 1960, end SEP (1961)
Verslag over Het Jaar 1961 1961, end SEP (1962)
Verslag over Het Jaar 1962 1962 SEP (1963)
Verslag over Het Jaar 1963 1963 SEP (1964)
Verslag over Het Jaar 1964 1964 SEP (1965)
Verslag over Het Jaar 1965 1965-12-31 SEP (1966)
Verslag over Het Jaar 1966 1966-12-31 SEP (1967)
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Verslag over Het Jaar 1967 1967 SEP (1968)

Verslag over Het Jaar 1968 1968-12-31 SEP (1969)

Verslag over Het Jaar 1969 1969 SEP (1970)

Elektriciteit in Nederland 1970 1970 Arnhemse Instellingen van de Elektriciteitsbedrijven (Ale, 1971)

Verslag over Het Jaar 1970 1970-12-31 SEP (1971)

Elektriciteit in Nederland 1971 1971, end Ale (1972)

Verslag over Het Jaar 1971 1971-12-31 SEP (1972)

Elektriciteit in Nederland 1972 1972, end N.V. Samenwerkende Elektriciteits-Produktiebedrijven et al.
(SEP/GKN/KEMA/VEEN/VDEN, 1973)

Verslag over Het Jaar 1972 1972-12-31 SEP (1973)

Elektriciteit in Nederland 1973 1973, end Directie Arnhemse instellingen van de elektriciteitsbedrijven
(Ale, 1974)

Verslag over Het Jaar 1973 1973-12-31 SEP (1974)

Elektriciteit in Nederland 1974 1974, end Ale (1975)

Verslag over Het Jaar 1974 1974-12-31 SEP (1975)

Elektriciteit in Nederland 1975 1975, end Ale (1976)

Verslag over Het Jaar 1975 1975, end SEP (1976)

Elektriciteit in Nederland 1976 1976, end Ale (1977)

Verslag over Het Jaar 1976 1976, end SEP (1977)

Elektriciteit in Nederland 1977 1977, end Ale (1978)

Verslag over Het Jaar 1977 1977, end SEP (1978)

Elektriciteit in Nederland 1978 1978, end Ale (1979)

Verslag over Het Jaar 1978 1978, end SEP (1979)

Elektriciteit in Nederland 1979 1979, end Ale (1980)

Verslag over Het Jaar 1979 1979, end SEP (1980)

Elektriciteit in Nederland 1980 1980, end Directie Arnhemse instellingen van de elektriciteitsbedrijven in
Nederland (Ale, 1981)

Verslag over Het Jaar 1980 1980, end SEP (1981)

Elektriciteit in Nederland 1981 1981, end Ale (1982)

Verslag over Het Jaar 1981 1981, end SEP (1982)

Verslag over Het Jaar 1982 1982, end SEP (1983)

Elektriciteit in Nederland 1982 1982, end Ale (1983)

Elektriciteit in Nederland 1983 1983, end Ale (1984)

Verslag over Het Jaar 1983 1983, end SEP (1984)

Elektriciteit in Nederland 1984 1984, end Directies Arnhemse instellingen van de elektriciteitsbedrijven in
Nederland (Ale, 1985)

Elektriciteit in Nederland 1985 1985, end N.V. Samenwerkende Elektriciteits-Produktiebedrijven et al.
(SEP/GKN/KEMA/VEEN/VDEN, 1986)

Verslag over Het Jaar 1984 1985-01-01 SEP (1985)

Elektriciteit in Nederland 1986 1986, end SEP/GKN/KEMA/VEEN/VDEN (1987)

Verslag over Het Jaar 1985 1986-01-01 SEP (1986)

Verslag over Het Jaar 1986 1986-01-01 SEP (1987)

Elektriciteit in Nederland 1987 1987, end SEP/GKN/KEMA/VEEN/VDEN (1988)

Verslag over Het Jaar 1987 1987-12-31 SEP (1988)

Elektriciteit in Nederland 1988 1988, end N.V. Samenwerkende Elektriciteits-Produktiebedrijven et al.
(SEP/VEEN/KEMA, 1989)

Verslag over Het Jaar 1988 1988-12-31 SEP (1989)

Elektriciteit in Nederland 1989 1989, end N.V. Samenwerkende Elektriciteits-Produktiebedrijven and

Vereniging van Exploitanten van Elektriciteitsbedrijven in
Nederland (SEP/VEEN, 1990)

Verslag over Het Jaar 1989 1989-12-31 SEP (1990)
Elektriciteit in Nederland 1990 1990, end SEP/VEEN (1991)
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Elektriciteit in Nederland 1991
Elektriciteit in Nederland 1992
Verslag over Het Jaar 1992
Elektriciteit in Nederland 1993
Verslag over Het Jaar 1993
Elektriciteit in Nederland 1994
Verslag over Het Jaar 1994
Elektriciteit in Nederland 1995
Verslag over Het Jaar 1995
Verslag over Het Jaar 1996
Verslag over Het Jaar 1997
Jaarverslag 2000

Jaarverslag 2001

Nederlands Hoogspanningsnet
Jaarverslag 2002

Nederlands Hoogspanningsnet
Jaarverslag 2003

Jaarverslag 2004

Jaarverslag 2005

Nederlands Transportnet
Jaarverslag 2006

Elektriciteitstransportnet TenneT
TSO B.V.

Jaarverslag 2008
Jaarverslag 2009
Jaarverslag 2010
Nederlands Transportnet
Jaarverslag 2011

Integrated Annual Report TenneT
2012

Integrated Annual Report TenneT
2013

Integrated Annual Report 2014
TenneT Holding B.V.

Integrated Annual Report 2015
TenneT Holding B.V.

Netkaart TenneT (Nederland En
Duitsland)

Nederlands Transportnet 2017
Netkaart Nederland

Netkaart (Technical Overview)
Netkaart Nederland
Nederlands Transportnet 2020
Netkaart Nederland

Netkaart Nederland

Netkaart Nederland Offshore
Netkaart TenneT

Netkaart TenneT

Netkaart Offshore Nederland
Netkaart Onshore Nederland

1991, end
1992, end
1992-12-31
1993, end
1993-12-31
1994, end
1994-12-31
1995, end
1995-12-31
1996-12-31
1997-12-31
2001-01-01
2002-01-01
2002-01-01
2003-01-01
2004-01-01
2004-01-01
2005-01-01
2006-01-01
2007-01-02
2007-04
2008-04

2009-03
2010 (?)
2011 (?)
2011-01
2012-01-01
2012-12-31

2014-02-01
2014-12-31
2015-12-31
2015-12-31

2017, spring
2017, spring
2018-07
2018-12-31
2019, autumn
2019-12-31
2020 (?)
2020 (?)
2020 (?)
2021-04
2021-12-01
2021-12-01

SEP/VEEN (1992)
SEP/EnergieNed (1993)
SEP (1993)
SEP/EnergieNed (1994)
SEP (1994)
SEP/EnergieNed (1995)
SEP (1995)
SEP/EnergieNed (1996)
SEP (1996)

SEP (1997)

SEP (1998)

TenneT (2001)

TenneT (2002b)
TenneT (2002a)
TenneT (2003)
TenneT (2004a)
TenneT (2004b)
TenneT (2005)
TenneT (2006)
TenneT (2007b)
TenneT (2007a)
TenneT (2008)

(
(
(
(
(
(2005
(2006
(

(

(

TenneT (2009)
TenneT (2010)
TenneT (2011a)
TenneT (2011b)
TenneT (2012)
TenneT (2013)

TenneT (2014)
TenneT (2015)
TenneT (2016a)
TenneT (2016b)

TenneT (2017b)
TenneT (2017a)
TenneT (2018)
TenneT (2019)
TenneT (2020a)
TenneT (2020b)
TenneT (2020c)
TenneT (2020d)
TenneT (2020e)
TenneT (2021)

TenneT (2022a)
TenneT (2022b)
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Appendix C

Existing power grid models

To get an idea of the existing network models of power grids, we inventorized the datasets used in the literature.
The results are reported in Table C.1. There are only two datasets that cover a longer time period: the French
network from Buzna et al. (2009) and the Hungarian network from Hartmann and Sugdr (2021). This shows that
a new dataset of the Dutch network would be a valuable addition.
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Table C.1: Inventorization of existing network models.

Name Time period Nodes Edges Voltages (kV) Reference
France 1960-2000 8-208 6-291 400 Buzna et al. (2009)
WECC network models 1553, 9402, 2114, 3345, Carreras et al. (2012),
19402 22113 Carreras et al. (2019)
U.S. Eastern interconnect 2003 235907 Chassin and Posse (2005)
(NERC)
U.S. Western System 78216 Chassin and Posse (2005)
(WECC)
Power Systems Test Case 1962-1993 14-300 20-411 1-345  Christie (1999)
Archive
Italy - GRTN 314 517 220, 380  Crucitti et al. (2004)
Anhui province, China 2004 84 112 Han and Ding (2011)
East China 2004 769 1029 Han and Ding (2011)
Hungarian network 1949-2019 10-385 9-504 120, 220, 400, Hartmann and Sugér (2021)
750
Nordic power grid 4789 5571 Holmgren (2006)
Continental European 2009 1494 2322 110, 138, 220, Hutcheon and Bialek (2013)
Transmission Network 380
Central Chilean power grid 2015-2016 218-347 409-527 <66, 66, 110, Kim et al. (2018)
154, 220, 550
ELMOD (EU) 2005-2006 2120 3150 110, 220, 380 Leuthold et al. (2012)
SciGRID 2015 1467 2280 220-500 Matke et al. (2016)
Northern European power 2009 236 320 220, 275, 400  Menck et al. (2014)
grid
Northern Netherlands 4185 4574 Pagani and Aiello (2011)
(medium voltage)
Europe (UCTE) 2003 >3000 4300 110-400 Rosas-Casals et al. (2007)
France (GF) 2005 146 223 400 Rosato et al. (2007)
Italy (Gl) 2002 127 171 380 Rosato et al. (2007)
Italy - fine grained (GI2) 2002 1926 2240 120-380 Rosato et al. (2007)
Spain (GS) 98 175 400 Rosato et al. (2007)
British power grid 120 165 300-400 Simonsen et al. (2008)
MATPOWER - Poland 2003-2004 2746 3340 110, 220, 400  Snodgrass et al. (2022)
(case2746wop, updated)
NYISO (New York state) 2935 6567 Wang et al. (2010)
Western US Power Grid 4941 6594 345-1500 Watts and Strogatz (1998)
GridKit — Europe 2016 13871 18805 10-750 Wiegmans (2016a)
GridKit — North America 2016 22459 16174 12-1333  Wiegmans (2016a)
GridKit — ENTSOE-E map 2016 7893 9784 132, 220, 300, Wiegmans (2016b)
extract 380, 500, 750
MATPOWER - Poland 1999-2000 2383 2886 110, 220, 400 Zimmerman et al. (2011)

(case2383wp)




	Introduction
	Prior research
	Research question
	Expected results
	Relevance and applications

	Theoretical background
	Network terminology
	Weighted networks

	Degree distributions
	Scale-free networks
	Are power grids scale-free?
	Performing statistics on the PDF or CDF

	Small-worldness
	Synthetic network models
	Small-World Power Grid Growth and Evolution Model

	Vulnerability and reliability metrics
	Topological metrics
	Power flow metrics


	Methodology
	Reconstructing the historical Dutch and Hungarian grids
	Data collection
	Constructing networks from power grids

	Assessing synthetic network models
	Power flow
	Testing for preferential attachment

	Results
	The dataset
	Evolution of network characteristics
	Degree distribution

	Growth processes in real and synthetic networks
	Testing preferential attachment
	Comparing synthetic network generators

	Vulnerability analysis
	Topological analysis
	Power flow analysis


	Discussion
	Data quality
	Sensitivity to network construction parameters
	Choice of metrics
	Limitations of the power flow analysis

	Conclusion
	Future work

	Bibliography
	Bibliography – maps
	Power flow parameters
	Determining electrical parameters
	Estimating load curves per substation

	Historical maps of the Dutch grid
	Existing power grid models

