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#### Abstract

Low-density parity-check (LDPC) codes are error-correcting codes that have been shown to have good performance approaching Shannon's limit. Although initially developed in the early 1960's, LDPC codes have experienced a remarkable comeback in recent years. As a result, numerous modern communication standards have embraced LDPC codes. To achieve high processing speed and energy efficiency, both the encoding and decoding processes must have a low level of complexity.

LDPC codes can be represented graphically by Tanner graphs. Tanner graphs with a large girth are often used because of their excellent performance in terms of error correction and transmission efficiency. The primary objective of this thesis is to explore the encoding and decoding processes to answer the question why a large girth in the Tanner graph is beneficial. Moreover, this thesis presents methods to construct these large girth Tanner graphs for irregular LDPC codes.
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## 1 Introduction

In a communication system, information is transmitted from a sender to a receiver over a channel. In realworld scenarios, this channel is often affected by various sources of noise and interference that can corrupt the transmitted signal. The effect of noise on the transmitted signal can result in errors, or even complete loss of data, at the receiver end, which can severely degrade the performance of the system. To overcome these effects, various techniques are used, including error-correcting codes. These codes are used to add redundancy to the transmitted signal, allowing the receiver to detect and correct errors caused by noise.

We all face this problem during ordinary voice communication, when a word is misheard in a conversation. In practice, to recover from this corruption, we simply repeat ourselves. This is called the repetition code and it is one of the simplest error correction codes. However, it fails whenever the same word is misheard in the repetition. This unfortunately happens quite often and therefore this strategy leaves us very vulnerable to failure. What we could do, is repeat ourselves even more often. But this means we have to send a lot more data than only the message. The rate of a code represents the ratio between the number of information bits and the number of sent data bits. Repeating many times lowers the probability of an error, but also lowers the efficiency. We need to find a balance between the error probability and the code rate.


Figure 1: A message source sends a message $m$ containing of $k \in \mathbb{N}$ bits $m_{1}, \ldots, m_{k}$, whereafter the encoder encodes the message with a so called 'codeword' $c$ which consist of $n \in \mathbb{N}$ bits, where $n \geq k$. The noise in the channel changes the codeword $c$ into $\bar{c}$ by e.g. flipping or corrupting bits. The decoder then tries to restore the original codeword $m$ from the received value $\bar{c}$, we call this restored message $\bar{m}$. The goal is to find an encoder and decoder function such that $\bar{m}=m$ with high probability for every message.

Shannon's Noisy Channel Theorem 1 is a fundamental result in information theory that states that for any given communication channel, there is a limit to the amount of information that can be reliably transmitted over the channel with a given level of reliability. In other words, it is possible to transmit information over a given channel reliably if and only if the code rate is smaller than the channel capacity. Shannon proves that for every rate and error probability $\epsilon$ there exists a code with this rate which has an error probability of at most $\epsilon$. Unfortunately, the proof is non-constructive, so Shannon does not tell us how we can find these codes. After Shannon presented this theorem in 1948 a lot of research has been done to construct codes that perform close to this capacity.

Low-density parity-check (LDPC) codes are a type of linear error-correcting codes that have become a popular choice in communication systems. These codes are advantageous because of their low decoding complexity, flexibility and close to channel capacity performance. LDPC codes were presented by Robert Gallager 2 in 1962 , but did not receive much attention at that moment, mostly because of the lack of implementation. Computers at that time were not powerful enough to verify that LDPC could approach the channel capacity. Only after Turbo codes, another type of error-correcting codes with low decoding complexity and reliable performance, were introduced in 1993, LDPC codes were reintroduced by MacKay and Neal [3]. The name 'low-density parity-check' codes refers to the structure of the code, which is represented by a sparse paritycheck matrix. This property makes LDPC codes efficient in terms of both storage and computational power.

A separate goal in code construction is having an easy hardware implementation, meaning that to make efficient use of LDPC codes we need effective encoder and decoder functions. Encoding of linear codes can be done efficiently via their generator matrix. However, LDPC codes are defined by their parity-check matrix
and forming the generator matrix from this parity-check matrix can be complex. It is preferred to accomplish encoding directly via the parity-check matrix. Richardson and Urbanke designed an algorithm that uses the approximate upper triangular form of a matrix 4 to improve the encoding complexity. Finding an optimal decoder for LDPC codes is an NP-complete problem 5. However, using message passing algorithms we can find a polynomial algorithm that performs close to the channel capacity 6. This Belief Propagation (BP) algorithm uses the Tanner graph as representation of a graph. Messages containing a belief about the state of the variable nodes is send over the edges. These believes are revised and updated via so-called update rules. Under the assumption that the Tanner graph is a tree we can show that this BP decoder is an optimal decoder. Nonetheless, this assumption is not so relevant, since codes whose Tanner graph does not have cycles are inconvenient as their minimum distance is low. It has been shown that small cycles and small stopping sets influence the decoder and reduce the error capability of a code [7] 8]. We are thus looking for codes that avoid these. We will focus our attention on avoiding small cycles by looking at Tanner graphs with a large girth, where the girth of a Tanner graph is defined as the size of the smallest cycle.

The next challenge lies in constructing codes whose Tanner graph has a large girth. Luby suggested in 1998 to use irregular LDPC codes instead of regular LDPC codes [9]. These codes have a performance even closer to the channel capacity than the regular codes Gallager proposed. The interest in research therefore moved to irregular codes and since then we examine the constructing of irregular codes with a large girth. The goal of this thesis is first to understand why Tanner graphs with large girth are needed and, second, to construct Tanner graphs with large girth to generate codes with a good performance.

## Organization

We start with covering the background materials in Chapter 2. We examine the basics of coding theory; definition of codes, examples, LDPC codes and their different representations, including the Tanner graph. We define noisy channels in Section 2.2 and lastly, in Section 2.4 we give some essential information for encoding and decoding functions.

Chapter 3 discusses the encoding problem of LDPC codes, presenting a new efficient algorithm as presented by Richardson and Urbanke [4]. In Chapter 4 we cover the Belief Propagation (BP) algorithm, which is a decoding algorithm for decoding LDPC codes. This message passing algorithm uses Tanner graphs as graphical representation of LDPC codes. We work on optimizing the algorithm and discuss the influence of stopping sets and cycles. We introduce the girth and show why codes with a large girth are favored.

Lastly, in Chapter 5 we engage in the challenge of constructing codes with a Tanner representation without small cycles. Irregular codes with their corresponding degree sequences are introduced in Sections 5.2 and 5.3. Existing constructions of Tanner graphs with a large girth are presented and using some of these ideas we propose a method for constructing Tanner graphs with a large girth realizing a given degree sequence in Section 5.6

## 2 Coding theory

This chapter introduces the fundamental concepts and terminology related to error-correcting codes. In Section 2.1 we cover the basics of error-correcting codes in general, and Section 2.2 describes two types of noisy channels. In Section 2.3 we delve into some specific codes and we introduce LDPC codes. Lastly, in Section 2.4 we discuss some basic encoding and decoding methods.

### 2.1 Preliminaries

There are two main types of codes: block codes and convolutional codes. Block codes operate on fixed-length blocks of data, while convolutional codes process data streams without dividing them into blocks. Block codes encode each block of data into a longer block, and each block is independent of each other. The output of convolutional codes depends not only on the present input bits, but also on previous input bits that are stored in memory. We will focus on the second type, since low-density parity-check (LDPC) codes are block codes, and they work with finite blocks of data. In this thesis we will refer to block codes simply as codes. The notation and terminology used to describe codes in this thesis are largely based on Richardson and Urbanke's book [5].

Definition 2.1 (Block code). A block code $\mathcal{C}$ of length $n$ and cardinality $M$ over a field $\mathbb{F}_{q}$ is a non-empty collection of $M$ elements from $\mathbb{F}_{q}^{n}$, i.e.,

$$
\mathcal{C}=\left\{x_{1}, \ldots, x_{M}\right\}, \quad x_{i} \in \mathbb{F}_{q}^{n}, 1 \leq i \leq M
$$

Its elements are called codewords.

Definition 2.2 (Linear code). We call a (block) code linear if its codewords are closed under addition and scalar multiplication, this means that for every codewords $c_{1}, c_{2}$ the sum $c_{1}+c_{2}$ and $\alpha c_{1}, \forall \alpha \in \mathbb{F}$ are also codewords. A linear code of length $n$ and dimension $k$ is also called an $[n, k]$ code.

A block code is defined by the set of its codewords. For linear block codes only a basis of the code is needed to define all its codewords and thus the code. It is easy to see that each linear block code contains the all-zero codeword.

In this thesis we will focus on binary codes and so we will work over the field $\mathbb{F}_{2}$, therefore we often omit the notation of $\mathbb{F}_{q}$ and simply write $\mathbb{F}$.

A code consists of message bits, which contain the information you want to send, and auxiliary bits, to protect the data. The rate of a code is defined as the ratio of message bits in a codeword to the total number of bits in a codeword.

Definition 2.3 (Code rate). The rate of a code $\mathcal{C}$ of length $n$ and cardinality $M$ is $r=\frac{1}{n} \log _{2} M$. The rate of a $[n, k]$-code is $r=\frac{k}{n}$.

Repeating the message more often in the aforementioned mentioned repetition code increases the probability that the receiver obtains the right message, but it reduces the efficiency. This efficiency is expressed as the code rate. The rate of the 3 -repetition code is $r=\frac{1}{3} \log _{2} 2=\frac{1}{3}$, where $M=2$, since $\mathbb{F}=\mathbb{F}_{2}$. A high code rate means that the number of message bits is close to the number of transmitted bits, this however gives us a high probability of failure. A lower code rate gives us more protection, since we send more auxiliary bits, but it is also more expensive, we can send less messages in the same time frame. Therefore, we need to find a balance between the code rate and the probability of failure.

The following concepts of the Hamming weight and the Hamming distance will help to analyze error-correcting codes in relation to the code's minimum distance.

Definition 2.4 (Hamming distance). The Hamming weight $w(x)$ of a string $x$ is equal to the number of non-zero elements in $x$. The Hamming distance $d(x, y)$ is the number of positions in which $x$ differs from $y$, i.e.,

$$
d(x, y):=\sum_{i=1}^{n}\left|x_{i}-y_{i}\right| .
$$

Note that there is a relation between the Hamming distance and Hamming weight, namely $d(x, y)=d(x-$ $y, 0)=w(x-y)$. Moreover, note that the Hamming distance is non-negative $d(x, y) \geq 0$, symmetric $d(x, y)=$ $d(y, x)$ and $d(\cdot, \cdot)$ satisfies the triangle inequality, i.e., $d(x, z) \geq d(x, y)+d(y, z)$.

Definition 2.5 (Minimum distance). The minimum distance $d_{\text {min }}$ of a code $\mathcal{C}$ is defined as

$$
d_{\min }:=\min \{d(x, y) \quad \mid \quad x, y \in \mathcal{C}, x \neq y\}
$$

The following propositions tells us that instead of computing the minimum distance of a code we can also compute the minimum weight of all the non-zero codewords, which is preferred because of the lower complexity.

Proposition 2.6. For a linear code $\mathcal{C}$, the minimum distance is equal to the minimum weight of the non-zero codewords.

Proof. By utilizing the properties of the minimum distance, we obtain

$$
d_{\min }=\min _{x, y \in \mathcal{C}, x \neq y} d(x, y)=\min _{x, y \in \mathcal{C}, x \neq y} d(x-y, 0)=\min _{z \in \mathcal{C}, z \neq 0} d(z, 0)=\min _{z \in \mathcal{C}, z \neq 0} w(z)
$$

What can we tell about the recovery of a codeword from the minimum distance? A code with minimal distance $d$ can detect up to $d-1$ bit flips errors and perfectly correct up to $\lfloor(d-1) / 2\rfloor$ bit flip errors. This is because flipping up to $d-1$ bits can never result in another codeword, otherwise the distance between these codewords is smaller than $d$, hence we can detect such an error if the corrupted codeword is not in the code anymore. Detecting errors is not as powerful as correcting errors but it can nevertheless be valuable. Furthermore, if all codewords are guaranteed to be different for at least $d$ positions, then the set of strings that differ at most $(d-1) / 2$ bits are unique for every codeword. Thus from a received string with up to $(d-1) / 2$ errors we can fully restore the original message. Under certain circumstances the error correcting capability of a code can exceed this bound 10 .

From the definition, we have seen that a code can be described by the set of its codewords. For linear codes however is it more convenient to give a basis of the codewords, such that all the other codewords can be constructed from this set. We implement this by giving a generator matrix for a code, where the rows contain the codewords of a basis for this code.

Definition 2.7 (Generator matrix). A matrix $G$ of dimension $k \times n$, with entries in $\mathbb{F}$, is a generator matrix for a linear code $\mathcal{C}$ of length $n$ and dimension $k$ if it has full rank and its rows generate $\mathcal{C}$ over $\mathbb{F}$, i.e.,

$$
\mathcal{C}=\left\{x G \quad \mid x \in \mathbb{F}^{k}\right\}
$$

We say that the rows of a generator matrix 'generate' the code, all rows and all linear combinations of the rows of $G$ are codewords. Note that $G$ uniquely determines the code $\mathcal{C}$. However, a code can have multiple generator matrices. We say a generator matrix is in systematic form if

$$
G=\left[\begin{array}{ll}
I_{k} & \mid A \tag{2.1}
\end{array}\right],
$$

where $I_{k}$ is the $k \times k$ identity matrix and $A$ is a $k \times(n-k)$ matrix. With elementary row operations and column permutations every generator matrix can be transformed in its equivalent systematic form.
We define the dual code $\mathcal{C}^{\perp}$ for every linear code $\mathcal{C}$ as

$$
\mathcal{C}^{\perp}=\left\{x \in \mathbb{F} \quad \mid \quad G x^{T}=\mathbf{0}^{T}\right\} .
$$

Any $(n-k) \times k$ generator matrix of the code $\mathcal{C}^{T}$ is called a parity-check matrix of the original code $\mathcal{C}$ and is denoted by $H$. From the rank-nullity theorem it follows that $G H^{T}=\mathbf{0}$. This means that for all codewords $c$ in the code, and only for these, $H c^{T}=\mathbf{0}$ must hold.

If the generator matrix $G$ of a code $\mathcal{C}$ is in systematic form, then the parity-check matrix $H$ of this code can be computed easily from it

$$
H=\left[\begin{array}{lll}
A^{T} & \mid & I_{n-k} \tag{2.2}
\end{array}\right]
$$

To find a parity-check matrix for any linear code we first put the generator matrix in the systematic form by performing elementary row operations and swapping columns if necessary. Then we can use 2.2 to find a parity-check matrix. On the other hand, if we have the parity-check matrix and we want to find a generator matrix we can bring the parity-check matrix in its systematic form as in 2.2 ) and use 2.1 to find a generator matrix.

### 2.2 Noisy channels

Noisy communication channels are the reason that error-correcting codes are used. In the real world, each communication channel is noisy. The following definition of 11 gives a formal notation of a noisy channel.

Definition 2.8. A (discrete) channel is a tuple $\left(X, P_{Y \mid X}, Y\right)$ such that $X$ and $Y$ are finite sets, and for any $x \in X$, the function $P_{Y \mid X}$ is a probability distribution.

The set $X$ represents the possible inputs of the channel. In our case, this is the set of all possible codewords $\mathcal{C}$. $Y$ represents that possible outputs of the channel, let us call the output $\bar{c}$, that is received after the corruption of the channel.
For example, one could think about a channel where bits are flipped. When transmitting messages over this channel, the channel will flip bits with a certain probability. The simplest form of such a channel is the binary symmetric channel.

Definition 2.9. We define the binary symmetric channel (BSC) with parameter $p$ by $X=Y=\{0,1\}$ and

$$
\begin{aligned}
& \mathbb{P}_{Y \mid X}(0 \mid 0)=\mathbb{P}_{Y \mid X}(1 \mid 1)=1-p \\
& \mathbb{P}_{Y \mid X}(0 \mid 1)=\mathbb{P}_{Y \mid X}(1 \mid 0)=p
\end{aligned}
$$

So with a probability of $p$ the input will be flipped and with probability $1-p$ it remains unaffected. This channel be visualized by Figure 2.


Figure 2: Binary Symmetric Channel
This channel is an example of a memory less channel. The probability distribution of the output solely relies on the current input. When the channel is used repeatedly, the channel distribution remains unaffected by prior inputs and outputs.

Another example of a memory less channel is the binary erasure channel (BEC). This is an erasure channel, it models situations where information may be lost, but is never corrupted. The BEC captures these erasure in the simplest form: when transmitted, individual bits are either received correctly, or known to be lost.

Definition 2.10. We define the binary erasure channel (BEC) with parameter $\epsilon$ by $\mathcal{X}=\{0,1\}, \mathcal{Y}=\{0,1, ?\}$, where '?' is the erasure symbol and $\epsilon$ is the erasure probability.

$$
\begin{aligned}
& P_{Y \mid X}(0 \mid 0)=P_{Y \mid X}(1 \mid 1)=1-\epsilon \\
& P_{Y \mid X}(? \mid 1)=P_{Y \mid X}(? \mid 0)=\epsilon
\end{aligned}
$$

The input is erased with probability $\epsilon$ and with probability $1-\epsilon$ it remains unaffected, the channel is illustrated in Figure 3


Figure 3: Binary Erasure Channel

Even though the BEC might appear to be an excessively basic and impractical model of a communication channel, there are real-world instances of it. We will study how error-correcting codes behave on these channels, since these channel simplify a lot of the ideas. For example, analysis of LDPC codes is possible on the BEC, whereas for other channels this is more difficult to achieve. Despite its simplicity, the BEC can provide valuable insights into what occurs in more general scenarios. This is because a lot of the concepts that we face during the study of BEC hold also in more general cases [5].

### 2.3 Overview of different codes

Before giving the definition of LDPC codes, we will take a look at some examples of other codes. The repetition code is one we have already seen.

Example 2.11 (Repetition code). The code $\mathcal{C}=\left\{(\alpha, \ldots, \alpha) \mid \alpha \in \mathbb{F}^{n}\right\}$ is called the $n$-times repetition code. The generator matrix of this code is the $1 \times n$ matrix $G=\left[\begin{array}{llll}1 & 1 & \cdots & 1\end{array}\right]$.

The efficiency of this code is not very high, as it has a rate of $1 / n$. The next code, the parity-check code, uses a smart technique and only needs one auxiliary bit, so the rate is $(n-1) / n$. This last bit is equal to the sum of the first $n-1$. Therefore, if one bit flips, the decoder can see that there was a bit flipped and even though it does not know where, it can detect a failure and ask the sender to send the message again.
Example 2.12 (Parity-check code). The code $\left.C=\left\{\left(x_{1}, \ldots, x_{n}\right) \in \mathbb{F}^{n} \mid x_{n}=\sum_{i=1}^{n-1} x_{i}\right)\right\}$ is called the parity-check code of length $n$. The generator matrix of this code is $G=\left[I_{n-1} \mid \mathbf{1}\right]$, i.e.,

$$
G=\left[\begin{array}{ccccc}
1 & 0 & \cdots & 0 & 1 \\
0 & 1 & \cdots & 0 & 1 \\
\vdots & \vdots & \ddots & 0 & 1 \\
0 & 0 & \ldots & 1 & 1
\end{array}\right]
$$

Example 2.13 (Hamming code). A more sophisticated code is the $[n, k]$ Hamming code. It encodes a message of $k$ bits into a message of $n$ bits, the rate is thus $k / n$. For the $[7,4]$-Hamming code the encoding function is defined as

$$
\operatorname{enc}\left(m_{1} m_{2} m_{3} m_{4}\right)=m_{1} m_{2} m_{3} m_{4} t_{1} t_{2} t_{3}
$$

with the so called parity bits

$$
\begin{aligned}
& t_{1}=m_{1} \oplus m_{2} \oplus m_{3} \\
& t_{2}=m_{2} \oplus m_{3} \oplus m_{4} \\
& t_{3}=m_{1} \oplus m_{3} \oplus m_{4}
\end{aligned}
$$

We can check that the minimal distance of this code is 3 and thus it can detect up to two errors and can solve one error. So if a codeword is corrupted in one bit, the [7, 4]-Hamming code can correctly decode it, we will see a decoding function for this code later. The parity-check matrix of this code is

$$
H=\left[\begin{array}{lllllll}
1 & 1 & 1 & 0 & 1 & 0 & 0  \tag{2.3}\\
0 & 1 & 1 & 1 & 0 & 1 & 0 \\
1 & 0 & 1 & 1 & 0 & 0 & 1
\end{array}\right]
$$

Low-density parity-check (LDPC) codes, founded by Gallager in 1962 [2], are the main topic of this thesis. By referring to LDPC codes we actually refer to codes with a low-density representation.

Definition 2.14 (LDPC code). A low-density parity-check (LDPC) code is a linear binary block code for which the parity-check matrix of interest has a low density of 1's.
The term 'low density' may be imprecise, but it means that the $n-k \times n$ matrix $H$ only has $O(n)$ non-zero elements. Since a code can have multiple parity-check codes, we call it an LDPC code if there is at least one sparse representation. Gallager introduced regular LDPC codes in his work [2]. A $(l, r)$-regular LDPC code is defined by a parity-check matrix $H$ where each column of $H$ has weight $l$ and each row has weight $r$. The class of irregular LDPC codes is more general, the rows and columns do not have to be of a constant weight and it includes regular codes. In Chapter 5 we will delve further into regular and irregular codes and their construction.

We have seen different representations of codes. We can represent a code by the set of its codewords, a generator matrix or a parity-check matrix. Recall that these last two are not unique. Another convenient way is to use a graphical representation. A Tanner graph is the graph representation of a parity-check matrix 12.

Definition 2.15 (Bipartite graph). A graph $G(V, E)$ is bipartite if the set of nodes $V$ can be partitioned into two classes, such that no edge connects two nodes from the same class.

Definition 2.16 (Tanner graph). A Tanner graph for a code with a $n-k \times n$ parity-check matrix $H$ is a bipartite graph $G\left(V_{1} \cup V_{2}, E\right)$, such that:

- There are $n$ so called variable nodes $v_{1}, \ldots, v_{n}$ in $V_{1}$
- There are $n-k$ so called check nodes $c_{1}, \ldots, c_{n-k}$ in $V_{2}$
- An edge connects a variable node $v_{i}$ to a check node $c_{j}$ if and only if $H_{j i}=1$.

We often represent the variable nodes of a Tanner graph by circles and the check nodes by squares.
We have seen that the [7, 4]-Hamming code in Example 2.13 can be represented by the parity-check matrix given in $\sqrt{2.3})$. The Tanner graph for this $[7,4]$-Hamming code based on this parity-check code can be found in Figure 4 .

Recall that the encoding function of this code is

$$
\operatorname{enc}\left(m_{1} m_{2} m_{3} m_{4}\right)=m_{1} m_{2} m_{3} m_{4} t_{1} t_{2} t_{3}
$$

We can look at the variable nodes $v_{1}, \ldots, v_{7}$ of the Tanner graph as the message bits $m_{1}, m_{2}, m_{3}, m_{4}, t_{1}, t_{2}, t_{3}$ and the check nodes, as the nodes that check if the requirements are met. In the Tanner graph, we see that first check node $c_{1}$ is connected to variable nodes $v_{1}, v_{2}, v_{3}, v_{5}$, which means that $c_{1}$ checks if

$$
v_{1} \oplus v_{2} \oplus v_{3} \oplus v_{5}=0
$$

which is equivalent to

$$
t_{1}=m_{1} \oplus m_{2} \oplus m_{3}
$$

The variable nodes of the Tanner graph consist of the message bits and any auxiliary bits that are used to protect the data. The check nodes tell us which equations must hold for these variable nodes. When a check node is connected to three variable nodes, it checks if the sum of these bits is even (and thus 0 , because $\left.\mathbb{F}=\mathbb{F}_{2}\right)$.


Figure 4: Tanner graph for the [7, 4]-Hamming code

Definition 2.17 (Cycle). A cycle in a graph $G(V, E)$ is a sequence of distinct nodes that starts and ends in the same node.

Definition 2.18 (Girth). The girth of a graph $G(V, E)$ is the length of the shortest cycle in the graph.
In the next chapters we will study these Tanner graphs more closely. In Chapter 3 we will see that this graphical representation plays a vital role in the decoding algorithm. Moreover, we will see what the part of cycles is in the decoding algorithm and that it is important that the girth is as big as possible. Obviously, the girth can only be an even number, since the Tanner graph is bipartite. It is also evident that the shortest possible cycle in any Tanner graph is four. The girth of the Tanner graph given in Figure 4 is four, since $\left(v_{2}, c_{1}, v_{3}, c_{2}, v_{2}\right)$ gives a cycle of length four. Observe that a code can have multiple representations and thus multiple Tanner graphs. Different representations can lead to different girths.

### 2.4 Encoding and Decoding of codes

## Encoding

The encoding function is dependent of the code that is used. For linear codes there is a simple procedure for encoding. The encoding of non-linear however, can more be complex, although non-linear codes are usually defined by their encoding function. Encoding of a linear code can be done with the generator matrix $G$. We simply multiply our message $m$ from the left side with $G$ to obtain the corresponding codeword $c=m G$. In the case that the generator matrix is unknown, for instance for LDPC codes, we need to find this matrix to encode. If however, a parity-check matrix of the code is given, we can derive the corresponding generator matrix of this code. The problem is that the complexity of this procedure is rather high, the time to generate the generator matrix in a brute-force approach is $O\left(n^{3}\right)$, where $n$ is the block size. There are alternative methods to encode, using properties of the code. As an example, the complexity of encoding of LDPC codes can be reduced due to their sparseness. In Chapter 3 we will discuss an algorithm, the belief propagation algorithm, to do this.

## Decoding

Decoding is a relatively more complex issue. For decoding, we want to minimize the error probability. This is the probability that our decoding algorithm, with as input the received codeword $\bar{c}$ returns a message that is different than the original message $m$ :

$$
\mathbb{P}[\operatorname{dec}(\bar{c}) \neq m] .
$$

Again, the decoding procedure of non-linear codes is more complicated than that of linear codes. For nonlinear codes we need the definition of the code and since there is no structure we cannot really say anything about a decoding algorithm. For linear codes there are multiple methods known for decoding. One of the simplest is syndrome decoding, which uses the concept of the syndrome of a corrupted codeword.

Definition 2.19. Let $\mathcal{C}$ be a code with parity-check matrix $H$. The syndrome of a received codeword $\bar{c}$ is $H \bar{c}^{T}$.

The syndrome gives valuable information about if and where an error occurred. If the syndrome is $\mathbf{0}$, the output $\bar{c}$ is a codeword and thus with a high probability we can say that no error has occurred.
Assume now that the codeword $c$ is send over a channel and only the $i$ th bit is flipped. Then the output of the channel is $\bar{c}=c+e_{i}$ (where $e_{i}$ is the $i$ th unit vector). The syndrome of this output is

$$
H \bar{c}^{T}=H\left(c+e_{i}\right)^{T}=H c^{T}+H e_{i}^{T}=H e_{i}^{T}
$$

using that $H c^{T}=\mathbf{0}$ for every codeword $c \in \mathcal{C}$.
$H e_{i}^{T}$ is equal to the $i$ th column of $H$, meaning that if we receive the output $\bar{c}$, we can compute its syndrome and compare it to the parity-check matrix to find out which bit is most likely being flipped.

Example 2.20. Let $\mathcal{C}$ be a linear binary code with $n=6, k=3$ and let a generator matrix $G$ and a parity-check matrix $H$ given by

$$
G=\left[\begin{array}{llllll}
1 & 0 & 0 & 0 & 1 & 1 \\
0 & 1 & 0 & 1 & 0 & 1 \\
0 & 0 & 1 & 1 & 1 & 0
\end{array}\right], H=\left[\begin{array}{llllll}
0 & 1 & 1 & 1 & 0 & 0 \\
1 & 0 & 1 & 0 & 1 & 0 \\
1 & 1 & 0 & 0 & 0 & 1
\end{array}\right]
$$

Say we receive the vector $\bar{c}=\left[\begin{array}{llllll}1 & 1 & 1 & 1 & 0 & 1\end{array}\right]$ from the channel, we first conclude that $H \bar{c}^{T}=\left[\begin{array}{lll}1 & 0 & 1\end{array}\right]^{T} \neq$ $\mathbf{0}$ and thus we are sure that an error has been made. We see $H e_{2}=\left[\begin{array}{lll}1 & 0 & 1\end{array}\right]^{T}=H \bar{c}$, so this means that most likely the second bit is flipped and the sent messages is $c=\left[\begin{array}{llllll}1 & 0 & 1 & 1 & 0 & 1\end{array}\right]$. However, it could also have been the case that two bits have been flipped, e.g. bit 4 and bit 6 . These columns add up to the same syndrome. If that would be the case, then the original codeword is not restored and our decoder algorithm failed. But, since it is generally less likely that two bits are flipped, the decoder selects the codeword assuming there was only one bit flip.

Now suppose we received $\bar{c}=\left[\begin{array}{cccccc}1 & 1 & 0 & 0 & 0 & 1\end{array}\right]$, the syndrome would be $H \bar{c}=\left[\begin{array}{lll}1 & 1 & 1\end{array}\right]^{T}$ and we have multiple options for bits that have been flipped. Since there is no column in $H$ with these values, at least two bits are flipped, but this can be either the first one and the fourth one, the second one and the fifth one or the third one and the sixth one. All with the same probability. So in this example, syndrome decoding does not help us with recovering the original message.

We see that the syndrome decoding algorithm does not perform well in most cases, for this [6,3] code only in the case of a single bit flip. The question is if we can find another way to successfully decode a code? To try to answer this question, we define the maximum a posteriori (MAP) decoder.

Assume we use a channel with input space $X=\mathcal{C}$, output space $Y$ and transition probability $\mathbb{P}_{Y \mid X}(y \mid x)$. The transmitter chooses a codeword $x \in \mathcal{C}$ with probability $\mathbb{P}_{X}(x)$ and transmits this codeword over the channel. Let $y$ be the output of the channel. Our goal is to decide to which codeword $y$ should be decoded. If we decode $y$ to $\hat{x}(y)$, then the probability that this is not the originally codeword is $1-\mathbb{P}_{X \mid Y}(\hat{x}(y) \mid y)$. We want to minimize this error probability and thus find the $\hat{x}(y)$ such that $\mathbb{P}_{X \mid Y}(\hat{x}(y) \mid y)$ is maximized.

This decoder $\hat{x}(y)$ is called the maximum a posteriori (MAP) decoder:

$$
\hat{x}^{M A P}(y)=\underset{x \in \mathcal{C}}{\arg \max } \mathbb{P}_{X \mid Y}(x \mid y)
$$

This MAP decoder minimizes the probability of (block) error, which we define as $P_{e}=\mathbb{P}\left\{\hat{x}^{M A P}(y) \neq x\right\}$.
An alternative way of decoding is with the maximum likelihood (ML) decoder. This decoder finds the $x \in \mathcal{C}$ for a given output $y \in Y$ that maximizes $\mathbb{P}_{Y \mid X}(y \mid x)$, i.e.,

$$
\hat{x}^{M L}(y)=\underset{x \in \mathcal{C}}{\arg \max } \mathbb{P}_{Y \mid X}(y \mid x)
$$

This decoder can be more convenient, since a channel is often defined by the $\mathbb{P}_{Y \mid X}$, but it does not always minimize the probability of error. The next proposition from Richardson and Urbanke [5] shows the relation between the MAP decoder and the ML decoder.

Proposition 2.21. When all codewords are equally likely to be send, i.e., if $\mathbb{P}_{X}$ is uniform, then the MAP decoder and the ML decoder are equal.

Proof. We write out the definition of the MAP decoder and use Bayes' theorem to see

$$
\begin{array}{rlr}
\hat{x}^{\text {MAP }}(y) & =\underset{x \in \mathcal{C}}{\arg \max } \mathbb{P}_{X \mid Y}(x \mid y) \\
& =\underset{x \in \mathcal{C}}{\arg \max } \mathbb{P}_{Y \mid X}(y \mid x) \frac{\mathbb{P}_{X}(x)}{\mathbb{P}_{Y}(y)} & \quad \text { (Bayes' theorem) } \\
& =\underset{x \in \mathcal{C}}{\arg \max } \mathbb{P}_{Y \mid X}(y \mid x) \mathbb{P}_{X}(x) & \left(\mathbb{P}_{Y}(y)\right. \text { can be seen as a constant) } \\
& =\underset{x \in \mathcal{C}}{\arg \max } \mathbb{P}_{Y \mid X}(y \mid x) & \\
& =\hat{x}^{M L}(y)
\end{array}
$$

We can find the optimal decoder by searching through all codewords to look for the one that maximizes $\mathbb{P}_{X \mid Y}(x \mid y)$, but this takes exponential time, since there are $|\mathcal{C}|=2^{k}$ codewords. Berlekamp, McElice and van Tilburg show that optimal decoding of linear block codes is generally an NP-complete problem [13. However, this doesn't mean that there are no suitable decoding algorithms. There exist efficient algorithms for certain subclasses of codes. MAP decoding on the BEC can be for example solved in polynomial time in the length of the code 14 . For the repetition code on the BSC we can use the majority logic decoding algorithm below. In Chapter 4 we deal with MAP decoding for LDPC codes.

Majority logic decoding is a method to decode repetition codes. It decodes a received codeword by taking the majority vote of multiple candidate codewords to determine the most likely correct bit values. Suppose we are using the $k$-repetition code to send information over the BSC with parameter $p<1 / 2$. Assume for simplicity that $k$ is odd. If we want to transmit the message $x$ then the input of the channel is the $k$-tuple $x, \ldots, x$. Let $y_{1}, \ldots, y_{k}$ be the output. It is easy to see that the MAP decoder then is defined by the majority rule

$$
\hat{x}^{M A P}\left(y_{1}, \ldots, y_{k}\right)=\text { majority of }\left\{y_{1}, \ldots, y_{k}\right\}
$$

This gives the following probability of error

$$
P_{b}=\mathbb{P}\left\{\hat{x}^{M A P}(y) \neq x\right\}=\mathbb{P}\{\text { at least }\lceil k / 2\rceil \text { errors occur }\}=\sum_{i>k / 2}\binom{k}{i} p^{i}(1-p)^{k-i}
$$

The MAP decoder depends strongly on the code and thus we should design an algorithm based on the specific code we want to use. As for general codes, the MAP decoding of an LDPC code on the BSC is an NP-complete problem [5]. In Chapter 4 of this thesis, we will discuss a decoding algorithm that has a performance close to the MAP decoder, but can be executed in polynomial time.

## 3 Encoding LDPC codes

In this chapter, we delve into the encoding of LDPC codes, a crucial process in the transmission of digital data over communication channels. Encoding is the process of converting a message into codewords, making it suitable for transmission over a noisy channel. While research on LDPC codes has primarily focused on decoding, encoding is equally, if not more, important when time complexity is considered. Unfortunately, for most LDPC codes, linear time encoding remains an unsolved problem to this day. The most significant contribution is that of Richardson and Urbanke 4 from 2001. They show that LDPC codes can be encoded in almost linear time, meaning that the constant of the quadratic term can be made quite small, so that for large block lengths encoding is still quite practical. For codes which allow transmission at rates close to capacity, linear time encoding is even possible [4].

There is a simple approach for encoding LDPC codes. A generator matrix can be obtained via the systemic form of the parity-check matrix $H$, as indicated in Section 2.1. This approach requires an encoding complexity of $O\left(n^{2}\right)$, since the generator matrix $G$ obtained through Gaussian elimination will be in general not a sparse matrix, and thus multiplying with this matrix has complexity $O\left(n^{2}\right)$. We will present another method, where the codeword is generated directly from the parity-check matrix. Additionally, we discuss an algorithm suggested by Richardson and Urbanke [4], where the approximate upper triangular form of the parity-check matrix $H$ is used, and we show that this reduces the complexity significantly.

### 3.1 Encoding via backward substitution

Considering that LDPC codes are usually defined by their parity-check matrix, a method that is using solely the parity-check matrix could be beneficial. By definition, all codewords satisfy

$$
\begin{equation*}
H c^{T}=\mathbf{0} \tag{3.1}
\end{equation*}
$$

A straightforward way would be to bring $H$ into an equivalent upper triangular form. We can split our codeword $c$ of length $n$ into a message part $m$ of length $k$ and a parity part $p$ of length $n-k$, such that $c=(p, m)$. Matrix $H$ can be similarly split into a square $n-k \times n-k$ upper triangular matrix $H_{p}$ and a $n-k \times k$ matrix $H_{m}$. To encode a message $m$ we fill the message part of the codeword with the desired information symbols $m$ and determine the other $n-k$ symbols of the parity part $p$ by using backward substitution. Since we work with the binary field, Equation 3.1 becomes

$$
\begin{aligned}
{\left[\begin{array}{ll}
H_{p} & H_{m}
\end{array}\right]\left[\begin{array}{c}
p^{T} \\
m^{T}
\end{array}\right] } & =\mathbf{0} \\
H_{p} p^{T}+H_{m} m^{T} & =\mathbf{0} \\
H_{p} p^{T} & =H_{m} m^{T} \\
p^{T} & =H_{p}^{-1} H_{m} m^{T}
\end{aligned}
$$

Calculating the inverse of a square matrix is generally $O\left(n^{3}\right)$, but since $H$ is in upper triangular form, we can use backward to solve this last equation. More exact, we can compute each $p_{i}$ for all $i, 1 \leq i \leq n-k$, with the following equation

$$
p_{i}=\sum_{j=i+1}^{n-k} H_{i, j} p_{j}+\sum_{j=1}^{k} H_{i, j+n-k} m_{j} .
$$

To analyse the complexity of this algorithm we can distinguish two parts of the encoding algorithm. First, we have the preprocessing step, where we can do all calculations that are not dependent of the message $m$ we want to encode. In this construction the preprocessing step consists of bringing $H$ into its equivalent upper triangular form. The complexity of this part is $O\left(n^{3}\right)$ since Gaussian elimination is used. The second part is the actual encoding of the message. This can be done with backward substitution and thus has a complexity of $O\left(n^{2}\right)$.

The preprocessing step is used only once, whereas the encoding step is used repeatedly for every message. Since $H$ is no longer sparse after putting it is its equivalent upper triangular form, efficiency is lost and we
wonder if encoding can be accomplished in linear time. The algorithm of Richardson and Urbanke [4] does not use Gaussian elimination, but solely relies on row and column permutations to put $H$ into an approximate triangular form. This preserves the sparseness of $H$ and thus makes the encoding step more efficient.

### 3.2 Encoding via approximate lower triangular parity-check matrices

The method of Richardson and Urbanke 4 to encode LDPC codes consists of two steps. A preprocessing step and an encoding step. In the first step the parity-check matrix $H$ is brought into an approximate upper triangular form using only row and column permutations. The second step is the actual encoding step, where we use the matrix of the previous step to encode a message.

In the first step row and column permutations are used to get $H$ in the following form

where $T$ is a square upper triangular matrix. The dimensions of the submatrices are as indicated. We call this form the approximate upper triangular form. Observe that $H$ is still sparse, since we used only row and column permutations. The aim is to get $T$ to get as large as possible, because if $T$ has dimension $n-k \times n-k$ we have succeeded in finding an encoding algorithm with complexity $O(n)$, since we can use back substitution with a sparse matrix. However, in general this is not the case, and we need to proceed with the following steps. The height of the matrices $E, C, D$ is called the gap $g$. This parameter measures the 'distance' of $H$ from an upper triangular decomposition. We want to minimize the gap to get the dimensions of $T$ as close as possible to $n-k$. An efficient algorithm to bring $H$ in this form with a minimized gap can be found in 4]. If the gap is of size $O(\sqrt{n})$ then encoding can still be done in linear time 4].

Assuming that we have brought our $H$ into this approximate upper triangular form, we can continue with the second part of this preprocessing step by multiplying $H$ from the left side with the matrix

$$
\left[\begin{array}{cc}
I & 0 \\
-E T^{-1} & I
\end{array}\right]
$$

which yields

$$
\left[\begin{array}{ccc}
T & A & B \\
0 & C-E T^{-1} A & D-E T^{-1} B
\end{array}\right]
$$

As in the first step of Gaussian elimination, we have successfully eliminated the matrix $E$ by this premultiplication step. The codeword $c=(p, m)$ is further broken down into $c=\left(p_{1}, p_{2}, m\right)$, where $p_{1}$ is of length $n-k-g$ and $p_{2}$ of length $g$. Now the equation $H x^{T}=0^{T}$ can be split in two equations, namely

$$
\begin{align*}
T p_{1}^{T}+A p_{2}^{T}+B m^{T} & =\mathbf{0}  \tag{3.2}\\
\left(C-E T^{-1} A\right) p_{2}^{T}+\left(D-E T^{-1} B\right) m^{T} & =\mathbf{0} \tag{3.3}
\end{align*}
$$

We define $\phi=C-E T^{-1} A$ and assume that $\phi$ is invertible. If not, we have to permutate columns of $H$ such that $\phi$ becomes invertible, as explained by Richardson and Urbanke [4]. Equation 3.3 can then be turned into

$$
p_{2}^{T}=\phi^{-1}\left(D-E T^{-1} B\right) m^{T}
$$

Hence, if we precompute the $g \times g$ matrix $\phi^{-1}$, we can determine $p_{2}$ by solving this equation directly, following the steps as in Table 1. Most steps have complexity $O(n)$, because the matrices $B, D, E, T$ are sparse and $T$ is upper triangular. The last step has a complexity of $O\left(g^{2}\right)$, since $\phi$ is a $g \times g$ matrix and in general not sparse. The overall complexity for computing $p_{2}$ is thus $O\left(n+g^{2}\right)$.

We can find $p_{1}$ using the operations in Table 2 Each step has complexity $O(n)$, the matrices $A$ and $B$ are sparse (having $O(n)$ non-zero elements) so we can multiply with these matrices in linear time $O(n)$. Moreover, because $T$ is sparse and upper triangular, we can use back substitution, also having a complexity of $O(n)$. Thus, with these steps we can compute $p_{1}$ with a total complexity of $O(n)$.

We conclude that the overall complexity of this algorithm is $O\left(n+g^{2}\right)$. In general, the coefficient of the quadratic term is typically small, which implies that encoding can still be manageable for large block lengths, even if it is not linear, as long as the value of $g$ is sufficiently small. A summary of the two steps of the algorithm, both the preprocessing part and the encoding part can be found respectively in Algorithm 1 and Algorithm 2

| Operation | Comment | Complexity |
| :--- | :--- | :---: |
| $B m^{T}$ | Multiplication by sparse matrix | $\mathrm{O}(n)$ |
| $T^{-1}\left[B m^{T}\right]$ | $T^{-1}\left[B m^{T}\right]=y^{T} \Longleftrightarrow\left[B m^{T}\right]=T y^{T}$ | $\mathrm{O}(n)$ |
| $-E\left[T^{-1} B m^{T}\right]$ | Multiplication by sparse matrix | $\mathrm{O}(n)$ |
| $D m^{T}$ | Multiplication by sparse matrix | $\mathrm{O}(n)$ |
| $\left[D m^{T}\right]-\left[E T^{-1} B m^{T}\right]$ | Subtraction | $\mathrm{O}(n)$ |
| $-\phi^{-1}\left[D s^{T}-E T^{-1} B m^{T}\right]$ | Multiplication by dense $g \times g$ matrix | $\mathrm{O}\left(g^{2}\right)$ |

Table 1: Efficient computation of $p_{2}^{T}=-\phi^{-1}\left(D s^{T}-E T^{-1} B m^{T}\right)$.

| Operation | Comment | Complexity |
| :--- | :--- | :---: |
| $A p_{2}^{T}$ | Multiplication by sparse matrix | $\mathrm{O}(n)$ |
| $B m^{T}$ | Multiplication by sparse matrix | $\mathrm{O}(n)$ |
| $\left[A p_{2}^{T}\right]+\left[B m^{T}\right]$ | Addition | $\mathrm{O}(n)$ |
| $-T^{-1}\left[A p_{2}^{T}+B m^{T}\right]$ | $-T^{-1}\left[A p_{2}^{T}+B m^{T}\right]=y^{T} \Longleftrightarrow-\left[A p_{2}^{T}+B m^{T}\right]=T y^{T}$ | $\mathrm{O}(n)$ |

Table 2: Efficient computation of $p_{1}^{T}=-T^{-1}\left(A p_{2}^{T}+B m^{T}\right)$ 4.

Algorithm 1 Preprocessing step for encoding LDPC codes
Input: A non-singular parity-check matrix $H$
Output: An equivalent parity-check matrix of the form $\left[\begin{array}{lll}T & A & B \\ E & C & D\end{array}\right]$ such that $\phi=C-E T^{-1} A$ is nonsingular and the matrix $\phi^{-1}$.
1: Perform row and column permutations to bring the parity-check matrix $H$ into approximate upper triangular form

$$
H=\left[\begin{array}{lll}
T & A & B \\
E & C & D
\end{array}\right]
$$

with as small a gap $g$ as possible.
2: Use Gaussian elimination to perform the premultiplication

$$
\left[\begin{array}{cc}
I & 0 \\
-E T^{-1} & I
\end{array}\right]\left[\begin{array}{ccc}
T & A & B \\
E & C & D
\end{array}\right]=\left[\begin{array}{ccc}
T & A & B \\
0 & C-E T^{-1} A & D-E T^{-1} B
\end{array}\right]
$$

Check that $\phi=C-E T^{-1} A$ is non-singular - perform further column permutations if necessary to ensure this property.

Algorithm 2 Encoding step for encoding LDPC codes
Input: Parity-check matrix of the form $\left[\begin{array}{lll}T & A & B \\ E & C & D\end{array}\right]$ such that $\phi=C-E T^{-1} A$ is non-singular, $\phi^{-1}$ and a vector $m \in \mathbb{F}^{k}$.
Output: The vector $c=\left(p_{1}, p_{2}, m\right), p_{1} \in \mathbb{F}^{n-k-g}$ and $p_{2} \in \mathbb{F}^{g}$, such that $H x^{T}=\mathbf{0}^{T}$.
1: Determine $p_{1}$ as shown in Table 2.
2: Determine $p_{2}$ as shown in Table 1.

## 4 Decoding LDPC codes

When Gallager introduced LDPC codes in his work [2, he also suggested a decoding algorithm. Decoding LDPC codes is a critical process in the reliable and efficient transmission of digital data over communication channels. A decoder attempts to recover the original message from a corrupted codeword. Gallager's decoding algorithm is known under different names, depending on the context: the belief propagation algorithm, the sum-product algorithm, the message passing algorithm and many more. This last name is not really precise, since the algorithm is actually an instance of a message passing algorithm. We will refer to the algorithm as the belief propagation (BP) algorithm. This is an iterative algorithm that is used to compute approximate marginal probabilities for variables in a graphical model. When decoding LDPC codes, this graphical model is the Tanner graph of the code. The algorithm operates by passing messages between nodes of the graph, which represent the variables in the model. These messages contain a belief about what the values of the variable bits are, in the form of a probability.

Despite the fact that there are many decoding algorithms, the BP algorithm is often preferred 15]. It is relatively simple and in linear time it comes closest to an optimal decoder in terms of error correcting performance [16]. For that reason we stick solely to the BP algorithm in this chapter. We will start with presenting the main idea of messages passing algorithms on the basis of a simple counting problem. We then introduce the BP algorithm and try to optimize it.

### 4.1 Message Passing Algorithms

We will illustrate the main idea of message passing algorithms with an example. One of the simplest examples where a message passing algorithm can be used, is the soldier counting problem, where the goal is to count the number of soldiers in a group 17. This is done by sending messages between themselves. Suppose the soldiers are standing on a line in dense fog, and they can only communicate with the persons directly next to them.


The following rules cause each soldier to know the total number of soldier in the row.

1. Firstly, if you are a soldier standing at one of the ends of the line, you say the number 1 to the soldier next to you.
2. Then, if a soldier next to you tells you a number, you add 1 to it and tell the soldier on the other side the new number.

With these rules, all soldiers end up knowing how many soldiers there are, as they can compute this number by adding 1 to the sum of the messages they received from their direct neighbours.


Now, suppose that the soldiers are not standing in a line, but in a structure as in the graph in Figure 5 . The algorithm works similar, but we have to slightly adjust the rules, since now a soldier can have more than two neighbours.

1. The process starts at the leaves of the graph, these are the nodes with exactly one connected edge, where the soldiers with only one neighbour stand. These soldiers tell the number 1 to their only neighbour.
2. All soldiers count the number of neighbours $N$.
3. The soldiers keep track of the number of messages they have received from their neighbours. They denote the message they receive from neighbour $i$ by $v_{i}$.
4. When they have received $N-1$ messages, they identify the neighbour who has not sent them a message yet and tell this neighbour the number which they get by adding 1 to the sum of the messages they got from the other neighbours.
5. If a soldier has received $N$ messages, he knows that the total number of soldiers is $1+V$, where $V:=\sum_{i=1}^{N} v_{i}$. He sends neighbour $n$ the number $V+1-v_{n}$, if this is not done yet. After all, neighbour $n$ already knows $v_{n}$, so you subtract it from the total number of soldiers before you send it.


Figure 5: A graph that represents the structure of a group of soldiers
Figure 6 shows the different steps of this algorithm on the graph from Figure 5 . The leaves are the only nodes that can send a message without receiving one, so the flow starts at the leaves and moves inward. The center node is the first to receive messages from all its neighbours. In the next iteration it sends messages to all its neighbours, reversing the flow of messages from the center towards the leaves. At the end of the process, every node has received messages from all its neighbours.

(a) Step 1

(b) Step 2

(c) Step 3

(d) Step 4

(e) Step 5

(f) Step 6

Figure 6: An example of a message passing algorithm for the soldier counting problem on a tree. After the last iterations all soldiers know there are, including themselves, 12 soldiers.

This algorithm sends two messages along each edge, so the total number of messages is twice the number of edges. Note that the graph in Figure 6 is a tree, since it does not contain any cycles. Recall that a tree with $n$ nodes has $n-1$ edges, so in this case we need to send $2(n-1)$ messages when we want to count $n$ soldiers. Furthermore, it is easy to see that the number of steps is equal to the diameter of the graph, which is defined as the length of the shortest path between the most distanced nodes.

Now for the last case, suppose that the soldiers are standing in the structure as indicated in Figure 7 , where the graph contains a cycle. If we want to apply our algorithm on this graph we do not get the same required result. According to the rules as stated above, soldiers $3,4,6,7,8$ and 9 will never receive enough messages to send any messages. This is because they are in a cycle together. As soon as a message reaches the cycle, it cannot continue. Hence this algorithm fails on this graph and we conclude that is can only be successful on a tree. In the remainder of this chapter we will consider a specific message passing algorithm and explore the significance of cycles in graphs.


Figure 7: Graph with a cycle

### 4.2 Belief propagation

Belief propagation (BP) is an iterative decoding algorithm that uses the structure of the Tanner graph. In each iteration, messages are passed along the edges of the Tanner graph. First, variable nodes send a message to all the check nodes they are connected to, followed by the check nodes that send a message to their adjacent variable nodes. After receiving all messages, variable and check nodes undergo an updating process where they compute their new messages. Generally, these messages are different for every neighbour.

Each variable node in the Tanner graph represents one bit of the channel input $x$. We say that a variable node $v_{i}$ 'is in state' 0 if $x_{i}$, the $i$ th bit of $x$, equals 0 . The decoding algorithm has as input the received corrupted codeword $y$ and tries to recover all bits of $x$, i.e., tries to identify the states of the variable nodes. The messages in the BP algorithm contain a 'belief' about what states of the variable nodes are. It often takes the form of a probability. Suppose that there are $n$ possible states, then a message is a $n$-dimensional vector, where each entry contains the probability of being in that specific state. We need the entries to sum up to 1 . Since we primarily look at binary fields in this thesis, we will for now assume that a message is a 2 -dimensional vector. We denote the message that is send from variable node $v_{i}$ to check node $c_{j}$ by $u_{i \rightarrow j}$ and the message from check node $c_{j}$ to variable node $v_{i}$ by $w_{j \rightarrow i}$.

Instead of viewing the input in its binary representation 0 and 1 , it can be more convenient to consider the two field elements as either 1 or -1 . The field $\mathbb{F}_{2}$ is a commutative group under addition, and the set $\{-1,+1\}$ is a commutative group under multiplication. We use the standard mapping of 0 to 1 and 1 to -1 . This notation is often more convenient, but we may switch between the two notations. The messages send over the edges are as following in this new notation

$$
\begin{aligned}
u_{i \rightarrow j} & =\left[u_{i \rightarrow j}(+1), u_{i \rightarrow j}(-1)\right] \\
w_{j \rightarrow i} & =\left[w_{j \rightarrow i}(+1), w_{j \rightarrow i}(-1)\right],
\end{aligned}
$$

where $u_{i \rightarrow j}(x)$ represents the probability that $x_{i}=x$, given the channel output $y$ and the information passed to $v_{i}$ from all adjacent check nodes except $c_{j}$. We call this extrinsic information because the message from check node $c_{j}$ to variable node $v_{i}$ is excluded and is not used to calculate $u_{i \rightarrow j}$, as in the soldier counting problem. Similarly, $w_{j \rightarrow i}(x)$ denotes the probability of check node $c_{j}$ being satisfied, given $x_{i}=x$ and the probability distributions of the other variable nodes connected to $c_{j}$ as indicated by the messages they have sent to $c_{j}$.

The algorithm consist of four steps. First we initialize the algorithm, where the channel output is used. Next, we proceed in iterations, which contains two steps: a variable node update step and a check node update step. In each iteration all the check nodes process their incoming messages and compute their outgoing messages and, subsequently, the variable nodes process their incoming messages and compute their outgoing messages. Lastly, there is the termination step where we check if we have successfully completed the algorithm, and if not, we return to the second step, the variable node update step.

## 1. Initialization

To initialize the algorithm, the channel output $y$ is used to compute the messages from the variable nodes to the check nodes, since we have no other information to base it on. The input bits, and thus the output bits, are all independent and to compute $u_{i \rightarrow j}$ we only need $y_{i}$

$$
u_{i \rightarrow j}=\left[\mathbb{P}_{X \mid Y}\left(+1 \mid y_{i}\right), \mathbb{P}_{X \mid Y}\left(-1 \mid y_{i}\right)\right] .
$$

Observe that these messages are independent of $j$. We set $l_{i}$ equal to the channel information, $\left[\mathbb{P}_{X \mid Y}\left(+1 \mid y_{i}\right), \mathbb{P}_{X \mid Y}\left(-1 \mid y_{i}\right)\right]$ for every $i$. To conclude the initialization, the variable nodes broadcast their messages.

To determine the rules for the update steps, we will use the bit-wise maximum a posteriori (MAP) decoder

$$
{\hat{x_{i}}}^{M A P}(y)=\underset{x_{i} \in\{ \pm 1\}}{\arg \max } \mathbb{P}\left(x_{i} \mid y\right) .
$$

This decoder similar to the one we have seen in Section 2.4 but now we check which bit maximizes the probability. Under the assumption that the codewords are equiprobable, the rule reads

$$
\begin{align*}
{\hat{x_{i}}}^{\text {MAP }}(y) & =\underset{x_{i} \in\{ \pm 1\}}{\arg \max } \mathbb{P}\left(x_{i} \mid y\right) \\
& =\underset{x_{i} \in\{ \pm 1\}}{\arg \max } \sum_{\substack{z \in \mathbb{F}^{n} \\
z_{i}=x_{i}}} \mathbb{P}(z \mid y) \\
& =\underset{x_{i} \in\{ \pm 1\}}{\arg \max } \sum_{\substack{z \in \mathbb{F}^{n} \\
z_{i}=x_{i}}} \mathbb{P}(y \mid z) \mathbb{P}(z) \\
& =\underset{x_{i} \in\{ \pm 1\}}{\arg \max } \sum_{\substack{z \in \mathbb{F}^{n} \\
z_{i}=x_{i}}} \prod_{j} \mathbb{P}\left(y_{j} \mid z_{j}\right) \mathbb{1}_{x \in \mathcal{C}} . \tag{4.1}
\end{align*}
$$

We often write $\sum_{\sim x_{i}}$ when taking the summation over all variables except $x_{i}$. A brute force approach can again be used for the optimal decoder, but this requires $O\left(2^{n}\right)$ operations, making calculations for big $n$ impossible. So another, polynomial, method is used, where we assume the independence of the received messages.

## 2. Check node update rule

A check node receives messages from the adjacent variable nodes, each containing probabilities about the state the variable nodes think they are in. The message sent from a check node $c_{j}$ to a variable node $v_{i}$ indicates the probability that this check node is satisfied. The message $w_{j \rightarrow i}(x)$ contains this probability that check node $c_{j}$ is fulfilled given that $v_{j}$ is in state $x$. Hence using the independence assumption and (4.1) we see that this message is the product of all feasible options of the incoming messages, except the message from the variable node it is sending a message to.

Recall that $N(v)$ represents the neighbourhood of a node $v$ in a graph, i.e., it contains all nodes which are connected to $v$ by an edge. Let $d$ be the degree the check node. The rule states

$$
w_{j \rightarrow i}(x)=\sum_{\sim x} f_{i}\left(x, x_{1}, \ldots, x_{d}\right) \prod_{\substack{v_{h} \in N\left(c_{j}\right) \\ h \neq i}} u_{h \rightarrow j}\left(x_{h}\right)
$$

where

$$
f_{i}\left(x, x_{1}, \ldots, x_{d}\right)= \begin{cases}1 & \text { if } x_{1} \cdots x_{i-1} x_{i+1} \cdots x_{d}=x \\ 0 & \text { otherwise }\end{cases}
$$

tells us which options are feasible. These options ensure that the parity check constraint is not violated.

We want the probabilities in each message to add up to 1 to keep the probabilities normalized. Since $\sum_{\sim x} f_{i}\left(-1, x_{1}, \ldots, x_{d}\right)+\sum_{\sim x} f_{i}\left(+1, x_{1}, \ldots, x_{d}\right)=1$ this property will be retained. An example of this rule is illustrated in Figure 8.


Figure 8: Check node $c_{j}$ receives messages from its adjacent variable nodes. Message $w_{j \rightarrow 1}$ is sent from $c_{j}$ to $v_{1}$. The message $u_{1 \rightarrow j}$ from variable node $v_{1}$ is not used in the calculation of message $w_{j \rightarrow 1}$.

In Figure 8 we see that check node $c_{j}$ is connected to variable nodes $v_{1}, v_{2}, v_{3}$ and $v_{4}$. The message $w_{j \rightarrow 1}$ from $c_{j}$ to $v_{1}$ can be computed as

$$
\begin{aligned}
w_{j \rightarrow 1}(+1) & =u_{2 \rightarrow j}(+1) u_{3 \rightarrow j}(+1) u_{4 \rightarrow j}(+1)+u_{2 \rightarrow j}(+1) u_{3 \rightarrow j}(-1) u_{4 \rightarrow j}(-1) \\
& +u_{2 \rightarrow j}(-1) u_{3 \rightarrow j}(+1) u_{4 \rightarrow j}(-1)+u_{2 \rightarrow j}(-1) u_{3 \rightarrow j}(-1) u_{4 \rightarrow j}(+1) \\
w_{j \rightarrow 1}(-1) & =u_{2 \rightarrow j}(-1) u_{3 \rightarrow j}(-1) u_{4 \rightarrow j}(-1)+u_{2 \rightarrow j}(-1) u_{3 \rightarrow j}(+1) u_{4 \rightarrow j}(+1) \\
& +u_{2 \rightarrow j}(+1) u_{3 \rightarrow j}(-1) u_{4 \rightarrow j}(+1)+u_{2 \rightarrow j}(+1) u_{3 \rightarrow j}(+1) u_{4 \rightarrow j}(-1) .
\end{aligned}
$$

## 3. Variable node update rule

The messages sent by variable nodes contain a belief of the state the variable nodes are in. Assuming that the messages the variable node receives from its adjacent check nodes are independent, we can simply multiply the probabilities of the incoming messages

$$
\mathbb{P}_{X \mid Y}\left(x \mid y_{1}, \ldots, y_{n}\right)=\mathbb{P}_{X \mid Y}\left(x \mid y_{1}\right) \cdots \mathbb{P}_{X \mid Y}\left(x \mid y_{n}\right)
$$

The message sent from a variable node $v_{i}$ on an edge to a check node $c_{j}$ is the product of probabilities of the incoming messages, including the channel output and without the message received from the check node $c_{j}$, i.e.,

$$
u_{i \rightarrow j}(x) \propto l_{i} \prod_{\substack{c_{k} \in N\left(v_{i}\right), k \neq j}} w_{k \rightarrow i}(x)
$$

We use the proportion symbol $\propto$ to show that we still need to scale this probability to make sure that $u_{i \rightarrow j}(+1)+u_{i \rightarrow j}(-1)=1$. Figure 9 displays an example of this rule.


Figure 9: Suppose a variable node $v_{i}$ is connected to check nodes $c_{1}, c_{2}, c_{3}$ and $c_{4}$. The message $u_{i \rightarrow 3}$ from variable node $v_{i}$ to check node $c_{3}$ is computed by $u_{i \rightarrow 3}(+1)=l_{i}(+1) w_{1 \rightarrow i}(+1) w_{2 \rightarrow i}(+1) w_{4 \rightarrow i}(+1)$ and $u_{i \rightarrow 3}(-1)=l_{i}(-1) w_{1 \rightarrow i}(-1) w_{2 \rightarrow i}(-1) w_{4 \rightarrow i}(-1)$.

## 4. Termination

After each iteration, containing two update steps, we check if the stopping criteria has been met, i.e., if we restored the codeword. To achieve this, we look at the current 'belief' of the codeword $x$. The belief $b_{i}$ of a variable node $v_{i}$ is a two dimensional vector which contains the probabilities $b_{i}(+1)$ and $b_{i}(-1)$, where

$$
b_{i}(x) \propto l_{i} \prod_{c_{j} \in N\left(v_{i}\right)} w_{j \rightarrow i}(x)
$$

such that the entries of $b_{i}$ add up to 1 . We terminate the algorithm if we have found a codeword, that is when the codeword $x$ satisfies $H x^{T}=\mathbf{0}$, or if we have reached a maximum number of iterations. As long as this maximum is not reached, we check after each iteration if our current guess $\hat{x}$ is a codeword. Let $\hat{x}_{i}$ be our guess for $x_{i}$, defined by the state with the highest probability, i.e.,

$$
\hat{x_{i}}= \begin{cases}+1 & \text { if } b_{i}(+1) \geq 0.5 \\ -1 & \text { otherwise }\end{cases}
$$

We can check if $\hat{x}=\left[\hat{x}_{1}, \ldots, \hat{x}_{n}\right]$ is a codeword by testing if the equation $H \hat{x}^{T}=\mathbf{0}$ holds. If $\hat{x}$ satisfies this condition we have found our codeword and our decoding algorithm is terminated. If not, the algorithm continues with another iteration.

### 4.3 Log-likelihood ratio

In the BP algorithm above, messages are vectors of length two. However, since we require that the entries sum up to 1 , it would be enough to send only one entry. So instead of the whole message $u_{i \rightarrow j}=$ $\left[u_{i \rightarrow j}(+1), u_{i \rightarrow j}(-1)\right]$ we could just send $u_{i \rightarrow j}(+1), u_{i \rightarrow j}(-1)$, the difference between the two or simply the ratio. Gallager used the last option, or to be more specific, the logarithm of the ratio, to further simplify the BP algorithm [2].

Definition 4.1. We define the log-likelihood ratio (LLR) of a binary random variable $X$ as

$$
L(X):=\ln \left(\frac{\mathbb{P}_{X}(+1)}{\mathbb{P}_{X}(-1)}\right)
$$

Similar, the channel-transition LLR, where X is the binary channel input and Y the channel output is defined as

$$
L(Y \mid X):=\ln \left(\frac{\mathbb{P}_{Y \mid X}(y \mid+1)}{\mathbb{P}_{Y \mid X}(y \mid-1)}\right)
$$

We have observed that in the BP algorithm, the messages need to be normalized after each updating step to keep it a normalized probability distribution. The LLR can optimize the algorithm because it makes this step
unnecessary. Furthermore, because of the properties of the logarithm, multiplications turn into additions and thus the complexity is reduced. Hence, using LLRs is a convenient way of sending messages.

Observe that when the probability distribution of $X$ is uniform, i.e., when $\mathbb{P}_{X}(+1)=\mathbb{P}_{X}(-1)=\frac{1}{2}$, the LLR of $X$ will be 0 . Moreover, we see that if $\mathbb{P}_{X}(+1)>\mathbb{P}_{X}(-1)$, then $L(X)>0$ and if $\mathbb{P}_{X}(+1)<\mathbb{P}_{X}(-1)$, then $L(X)<0$. Hence, we see that the sign of a LLR indicates the most probable binary value

$$
\operatorname{sign}(L(X))=\underset{b \in\{-1,+1\}}{\arg \max } \mathbb{P}_{X}(b)
$$

The magnitude of the LLR of $X,|L(X)|$, indicates how reliable the decision on the binary value based on the sign is.

To recover probabilities from a LLR $L(X)$, an inversion function is needed. It is simple to verify that the following functions accomplish this.

$$
\begin{align*}
\mathbb{P}_{X}(+1) & =\frac{e^{L(X)}}{1+e^{L(X)}}  \tag{4.2}\\
\mathbb{P}_{X}(-1) & =\frac{1}{1+e^{L(X)}}
\end{align*}
$$

With the concept of the LLR we can update the algorithm to make it more efficient. For the variable nodes we use the following computation to see that the update rule simply consist of taking the sum of the received messages, excluding the check node we are sending the message to.

$$
\begin{aligned}
L\left(x_{i} \mid y\right) & =\ln \left(\frac{\mathbb{P}_{X}\left(+1 \mid y_{1}, \ldots, y_{n}\right)}{\mathbb{P}_{X}\left(-1 \mid y_{1} \cdots y_{n}\right)}\right)=\ln \left(\frac{\mathbb{P}_{X}\left(+1 \mid y_{1}\right) \cdots \mathbb{P}_{X}\left(+1 \mid y_{n}\right)}{\mathbb{P}_{X}\left(-1 \mid y_{1}\right) \cdots \mathbb{P}_{X}\left(-1 \mid y_{n}\right)}\right)=\ln \left(\frac{\mathbb{P}_{X}\left(+1 \mid y_{1}\right)}{\mathbb{P}_{X}\left(-1 \mid y_{1}\right)} \cdots \frac{\mathbb{P}_{X}\left(+1 \mid y_{n}\right)}{\mathbb{P}_{X}\left(-1 \mid y_{n}\right)}\right) \\
& =\ln \left(\frac{\mathbb{P}_{X}\left(+1 \mid y_{1}\right)}{\mathbb{P}_{X}\left(-1 \mid y_{1}\right)}\right)+\cdots+\ln \left(\frac{\mathbb{P}_{X}\left(+1 \mid y_{n}\right)}{\mathbb{P}_{X}\left(-1 \mid y_{n}\right)}\right)
\end{aligned}
$$

The new rules for the initialization step and the terminal step are very straightforward. However, the changes in the update rule of the check nodes are less self-evident, but later on we will give a justification how this is originated. The optimized algorithm consists of the following steps:

## 1. Initialization step

$$
\begin{aligned}
L\left(u_{i \rightarrow j}\right) & =\tilde{L}_{i} \\
\tilde{L}_{i} & :=\ln \left(\frac{\mathbb{P}_{X}\left(+1 \mid y_{i}\right)}{\mathbb{P}_{X}\left(-1 \mid y_{i}\right)}\right)
\end{aligned}
$$

2. Variable node update rule

$$
L\left(u_{i \rightarrow j}\right)=\tilde{L}_{i}+\sum_{\substack{c_{k} \in N\left(v_{i}\right), k \neq j}} L\left(w_{k \rightarrow i}\right)
$$

## 3. Check node update rule

$$
L\left(w_{j \rightarrow i}\right)=2 \tanh ^{-1}\left(\prod_{\substack{c_{k} \in N\left(c_{j}\right) \\ k \neq j}} \tanh \left(\frac{L\left(u_{h \rightarrow j}\right)}{2}\right)\right)
$$

4. Termination After each iteration we compute the LLR of the total belief by

$$
L\left(b_{i}\right)=\tilde{L}_{i}+\sum_{c_{j} \in N\left(v_{i}\right)} L\left(w_{j \rightarrow i}\right)
$$

Then, we let the guess $x_{i}$ for the $i$ th bit of $x$ be

$$
\hat{x}_{i}= \begin{cases}+1 & \text { if } L\left(b_{i}\right) \geq 0 \\ -1 & \text { otherwise }\end{cases}
$$

Now we need to check if $H \hat{x}^{T}=\mathbf{0}$. If so, we have found a codeword and we can terminate the algorithm. Otherwise we continue with iterations, consisting of steps 2 and 3 , until we have found a codeword or the maximum number of iterations is reached.

The following lemma from Gallager [2] will help use clarify the check node update rule.
Lemma 4.2. Consider a sequence of $m$ independent binary digits in which the lth digit is a 1 with probability $P_{l}$. The the probability that an even number of digits are 1 is

$$
\frac{1+\prod_{l=1}^{m}\left(1-2 P_{l}\right)}{2}
$$

Proof. Consider the function

$$
f(t)=\prod_{l=1}^{m}\left(1-P_{l}+P_{l} t\right)
$$

Expanding this function into a polynomial gives

$$
\begin{aligned}
f(t)= & \left(1-P_{1}\right) \cdots\left(1-P_{m}\right) \\
& +\left[P_{1}\left(1-P_{2}\right) \cdots\left(1-P_{m}\right)+\left(1-P_{1}\right) P_{2}\left(1-P_{3}\right) \cdots\left(1-P_{m}\right)+\cdots+\left(1-P_{1}\right)\left(1-P_{2}\right) \cdots\left(1-P_{m-1}\right) P_{m}\right] t \\
& +\left[P_{1} P_{2}\left(1-P_{3}\right) \cdots\left(1-P_{m}\right)+\ldots\right] t^{2}+\ldots
\end{aligned}
$$

Observe that the coefficient of $t^{i}$ is the probability of having $i 1$ 's. The function

$$
g(t)=\prod_{l=1}^{m}\left(1-P_{l}-P_{l} t\right)
$$

is identical to $f(t)$ except for the odd powers of $t$ as those are negative. Therefore, adding $f(t)$ and $g(t)$ will cancel the odd powers out and double the even terms. Hence $\frac{1}{2}(f(1)+g(1))$ equals the probability of having an even number of 1's. And because

$$
\frac{1}{2}(f(1)+g(1))=\frac{\prod_{l=1}^{m}\left(1-P_{l}+P_{l}\right)+\prod_{l=1}^{m}\left(1-P_{l}-P_{l}\right)}{2}=\frac{1+\prod_{l=1}^{m}\left(1-2 P_{l}\right)}{2}
$$

we got the required result.
This lemma uses binary digits, i.e., bits, so the results are in $\mathbb{F}_{2}$. When we translate this to the field where we use $\{-1,+1\}$ the lemma gives us the probability of an even number of -1 's in a sequence. Furthermore, it tells us the probability that the product of the elements in the sequence equals 1.

We can translate the requirement for the check nodes to the field $\{-1,+1\}$ to see that the following equations are equivalent

$$
\begin{aligned}
x_{1} \oplus \cdots \oplus x_{n} & =0 \\
x_{1} \cdots x_{n} & =1 \\
x_{1} & =x_{2} \cdots x_{n} .
\end{aligned}
$$

Thus, if we want to find the probability that $x_{i}$ equals -1 , we can look at the probability that the product of the others equals -1 . Therefore

$$
\begin{aligned}
\mathbb{P}_{X}\left(x_{i}=-1\right) & =\mathbb{P}_{X}\left(\prod_{j \neq i} x_{j}=-1\right) \\
& =1-\mathbb{P}_{X}\left(\prod_{j \neq i} x_{j}=1\right) \\
& =1-\mathbb{P}\left(\text { There are an even number of } x_{j} ' \text { 's equal to }-1\right) \\
& =1-\frac{1+\prod_{j \neq i}\left(1-2 \mathbb{P}_{X}\left(x_{j}=1\right)\right)}{2} \\
& =\frac{1-\prod_{j \neq i}\left(1-2 \mathbb{P}_{X}\left(x_{j}=1\right)\right)}{2}
\end{aligned}
$$

(Gallager's lemma)

Rewriting this statement gives us

$$
\begin{equation*}
1-2 \mathbb{P}_{X}\left(x_{i}=-1\right)=\prod_{j \neq i} 1-2 \mathbb{P}_{X}\left(x_{j}=1\right) \tag{4.3}
\end{equation*}
$$

Now, using the inversion function of 4.2 we can express the this probability using the following notion

$$
\begin{equation*}
1-2 \mathbb{P}_{X}(-1)=1-\frac{1}{1+e^{L(X)}}=\frac{e^{L(X)}-1}{e^{L(X)}+1}=\tanh \left(\frac{L(X)}{2}\right) \tag{4.4}
\end{equation*}
$$

To conclude, combining 4.3) and (4.4) gives

$$
\begin{aligned}
\tanh \left(\frac{L\left(x_{i}\right)}{2}\right) & =\prod_{j \neq i} \tanh \left(\frac{x_{j}}{2}\right) \\
L\left(x_{i}\right) & =2 \tanh ^{-1}\left(\prod_{j \neq i} \tanh \left(\frac{x_{j}}{2}\right)\right)
\end{aligned}
$$

explaining the rule.

### 4.4 Belief Propagation on the BEC

In this section we will explore the Belief Propagation (BP) algorithm on the Binary Erasure Channel (BEC). Recall that the BEC is an erasure channel, it models situations where information may be lost, but is never corrupted. We can use the BP algorithm of Section 4.3 to decode codes that are send over the BEC. Since this channel is excessively simplified, the algorithm can be described with some simple rules. We can use the LLRs as messages, but since the LLR can only be equal to $-\infty, \infty$ or 0 , it can be done more efficient. Instead messages simply contain a 0 , a 1 or the erasure symbol '?'. We furthermore investigate in this section when this decoding algorithm is exact and which problems can occur.

We simplify the rules from Section 4.2 for the BEC and obtain the following rules

## 1. Initialise

Initialize all $n$ variable nodes with the received value $y_{i}$.
Each variable node broadcast their value over all connected edges to the check nodes.

## 2. Check nodes updates

Check nodes compute the messages for each of their neighbours. If all incoming edges from the other nodes are not erased, the check node computes the outgoing message on this edge as the sum of all other incoming messages. Otherwise the check node declares the message as an erasure and sends the erasure symbol.

## 3. Variable nodes updates

The variable nodes compute their messages for each neighbour. If all incoming edges from the other neighbours are erased, output erasure. Otherwise broadcast the received non-erased value to this edge.

## 4. Termination

If all variable nodes are recovered, stop the algorithm. Otherwise go to step 3 .
It is clear that if this algorithm returns a codeword, it is the correct one. We will illustrate the algorithm using the [7, 4]-Hamming code from Example 2.13.
Example 4.3. Let $C$ be the $[7,4]$-Hamming code and assume we use the BEC. The Tanner graph associated with this code can be found below. Suppose we receive the message $y=\left[\begin{array}{lllllll}0 & ? & 0 & ? & 1 & ? & 1\end{array}\right]$ from the channel. We want to decode this message and find the codeword $\hat{x}$ such that $\mathbb{P}_{Y \mid X}(y \mid \hat{x})$ is maximized. Following the steps from the algorithm above, Figure 10 shows how the algorithm operates on this decoding problem. To simplify matters, we denote the messages over the edges containing a 0 by a green line, containing a 1 by a blue line and the erasure messages are red. We see that the algorithm terminates with $\hat{x}=\left[\begin{array}{lllllll}0 & \mathbf{1} & 0 & \mathbf{1} & 1 & \mathbf{0} & 1\end{array}\right]$. It turns out that $\mathbb{P}_{Y \mid X}(y \mid \hat{x})=1$ for this $\hat{x}$ so we know we restored the original message.


(a) Step 1: Initialize all variable nodes with the received value. Each variable node broadcast their value

(b) Step 2: Process check nodes. We see that the only non-erasure messages can be send from $c_{1}$ to $v_{2}$ and from $c_{3}$ to $v_{4}$. These equal the sum of the other incoming messages of the check node.
$\hat{x} \quad y$

(e) Step 3: Now all variable nodes are recovered.
$\hat{x} \quad y$
$0 \quad 0$

(c) Step 3: Process variable nodes. Variable nodes $v_{2}$ and $v_{4}$ now know there value and can send it to their other neighbours. Not all variable nodes are recovered, so we go back to step 2.
$\hat{x} \quad y$
$0 \quad 0$

(f) Step 4: All variable nodes are recovered and we check that indeed $H \hat{x}^{T}=\mathbf{0}$.

Figure 10: Step by step Belief Propagation decoding algorithm of the [7, 4]-Hamming code on the BEC.

Example 4.4. Let $C$ be the [7,4]-Hamming code used over the BEC again. Now, suppose that some other values are erased and we receive $y=\left[\begin{array}{lllllll}? & 1 & ? & ? & 0 & 0 & 1\end{array}\right]$. We follow the same steps as described in the algorithm, as shown in Figure 11. However, in step 2, when the check nodes compute their messages, we see that the only messages that are sent from the check nodes are erasure messages. This is because after the first step each check node has at least two incoming error messages. The algorithm does not fail to find a solution because there is none. There is an unique solution for this decoding problem and it can be found by solving the following equations

$$
\begin{aligned}
v_{1} \oplus v_{3} & =1 \\
v_{1} \oplus v_{3} \oplus v_{4} & =1 \\
v_{3} \oplus v_{4} & =1
\end{aligned}
$$

From this set of equations we can see that $v_{1}=0, v_{3}=1, v_{4}=0$ is an unique solution. This indicates that the massage passing decoding algorithm cannot always find the optimal solution.


Figure 11: An example of an erasure decoding problem where the algorithm is ineffective.

The reason why the algorithm cannot continue is because each check node is connected to at least two variable nodes whose value is erased. To have a better understanding when the algorithm succeeds, we introduce stopping sets.

Definition 4.5 (Stopping set). Let $G(H)$ be a Tanner graph and $V$ be the set of variable nodes in $G(H)$. A stopping set $S$ is a subset of $V$, such that all neighbours of $S$ are connected to $S$ at least twice.

In Figure 11 we see that $S=\left\{v_{1}, v_{2}, v_{4}\right\}$ is a stopping set. Observe that from the definition we can conclude that the empty set and the support set (the indices of the non-zero elements) of any codeword are stopping sets. However, a stopping set need not be the support of a codeword. For example, $\left\{v_{2}, v_{3}, v_{4}\right\}$ is a stopping set, but $[0,1,1,1,0,0,0]$ which has as support $\left\{v_{2}, v_{3}, v_{4}\right\}$ is not a codeword. It is not hard to see that if $S_{1}$ and $S_{2}$ are both stopping sets, then so is $S_{1} \cup S_{2}$. This means that each subset of $V$ contains an unique maximum stopping set, which might be the empty set. The significance of stopping sets in the iterative decoding of LDPC codes over the BEC is highlighted in the following lemma [7], with an adjusted proof.

Lemma 4.6. Let $G$ be a generator matrix for an LDPC code over the BEC and let $\mathcal{E}$ denote the initial subset of $V$ which is erased by the channel after the transmission of a message. Then the set of erasures which remain when the decoder stops is equal to the maximum stopping set contained in $\mathcal{E}$.

Proof. Let $S$ be the set of erasures which remain when the decoder stops. First, we need to show that $S$ is actually a stopping set, which can be achieved by assuming the exact opposite. In that case, there is a check node, a neighbour of the set $S$, which is connected to $S$ exactly once. But this means that we can use this check node to recover the variable node it is connected to and this contradicts the fact that the decoder stops with this set. Therefore $S$ is a stopping set.
To show that it is the maximum stopping set, we first note that there is no difference between a maximal stopping set and a maximum stopping set, since we have seen that the union of two stopping sets is again a stopping set. Let us assume that there is a superset $T \supseteq S$ in the set of erasures that is the maximum stopping set. Since there is no way for the decoder to determine the variable nodes contained in $T$, each neighbor of $T$ has at least two connections to $T$ according to the definition, and hence the decoder stops at $T$. Therefore, this means that $S=T$ and the set of erasures which remain when the decoder stops is equal to the maximum stopping set contained in $\mathcal{E}$.

Stopping sets are called like this because the decoder must stop the algorithm when having to restore these sets. The presence of stopping sets determines the performance of a code over the BEC. Especially small stopping sets influence the performance of LDPC codes [18], since it is more likely that all bits in the stopping set are erased. Stopping sets illustrate the suboptimality of the BP decoder. A MAP decoder will fail if and only if the set of erasures include the support set of a codeword, whereas the BP decoder is obstructed by a bigger class, namely stopping sets. Every decoder will be unsuccessfully if the support of a codeword is erased. However, since the minimal size of the support set of codewords is the minimum weight of all non-zero codewords, it equals the minimum distance of the code. We can thus assume that for good codes these stopping sets are quite large and thus do not have a large probability of being completely erased. However, stopping sets can be in general very small and have high probability of full erasure. Thus, in order to generate a good code, small stopping sets should be avoided to reduce the change of a decoding failure.

There exist several procedures for constructing codes without small stopping sets. This can either be done during the construction of the code by avoiding small stopping sets, or by optimizing the code after it is generated by removing small stopping sets. One attempt of removing stopping sets is adding redundant rows to the parity-check matrix [19. This is equivalent with adding check nodes to the Tanner graph and connecting them with variable nodes. These redundant rows can for example be low weight redundant rows that eliminate a large number of small-sized stopping sets. The addition of these redundant rows are computationally inexpensive, but the code rate of the resulting LDPC codes will be reduced, since the number of rows in the parity-check matrix increases. However, it cannot guarantee that stopping sets will be disrupted.

Other approaches include using constructing techniques that prevent the formation of stopping sets, such as progressive edge growth (PEG) 20]. Moreover, graph covers can be used to remove stopping sets from existing constructions [21]. In 2007, Rosnes and Ytrehus 22] introduced an exhaustive tree search algorithm to find low weight stopping sets of LDPC codes. This algorithm can be used to remove stopping sets in existing codes.

While it is important to avoid stopping sets, it is not reasonable, and more importantly, necessary, to avoid or remove every stopping set in a code 19. Optimizing codes by removing all stopping sets can lead to impractical and complex code designs. The previously discussed methods to avoid stopping sets come at cost of the other properties of the code, such as the code length, the density of the code and even the capability of correcting errors [23]. Milenkovic, Soljanin and Whiting found that many stopping sets include small cycles. Hence, the probability of stopping sets is small in graphs without small cycles 24 .

### 4.5 Codes with cycles

The Belief Propagation (BP) decoder is a MAP decoder for codes whose Tanner graph does not contain cycles. This means that this decoder is exact on trees, i.e., graphs without cycles. This follows from the independence assumption that was made during the construction of the algorithm, where we assumed the independence of the neighbours of a node in the Tanner graph. Therefore, the probabilities could be separated

$$
\mathbb{P}\left(x \mid y_{1}, \ldots, y_{n}\right)=\mathbb{P}\left(x \mid y_{1}\right) \cdots \mathbb{P}\left(x \mid y_{n}\right)
$$

Since the neighbours of a node $v$ in a tree are only connected via a path through $v$, this node $v$ can assume that the information it gets from its different neighbours is independent. This exactness of the BP decoder can also be proved using factor graphs, as is done in 5 .

From this point of view, it would be advantageous to construct codes without cycles. For these codes we have a simple decoding algorithm that always finds the unique solution, if it exists. However, Etzion, Trachtenberg and Vardy 25 show that binary codes with cycle-free Tanner graphs necessarily have a small minimum distance. The next proposition, adjusted from [5], shows that for codes with a rate above a half, there are a significant number of codewords of weight 2 . This means that the minimum distance of this code is 2 and hence these codes will have a higher error probability.

Proposition 4.7. Let $C$ be a binary linear code of length $n$, dimension $k$ and rate $r>\frac{1}{2}$ that admits a binary Tanner graph that is a forest. Then $C$ contains at least $(2 r-1) n$ codewords of weight 2.

Proof. The Tanner graph has $n$ variable nodes and $n-k=n-r n=(1-r) n$ check nodes. The total number of nodes in $V$ is thus $n+(1-r) n=(2-r) n$. We know that a tree has exactly $|V|-1$ nodes and thus this Tanner graph has strictly less than $|V|=(2-r) n$ edges. Since each edge is connected to exactly one variable node, we have that the average degree $d_{a v}$ of the variable node is less than $2-r$. We call a node an internal node when it is not a leaf node, so each internal variable node has degree $\geq 2$. Suppose we have $x$ variable leaf nodes, then there are $n-x$ internal variable nodes and we can use the average degree to see that

$$
(2-r) n>n d_{a v} \geq 2 \cdot(n-x)+1 \cdot x=2 n-x
$$

and thus $x>n r$, which means that there are at least $n r$ variable nodes that are leaf nodes.
We now ask ourselves how many pairs of $n r$ leaf variable nodes can be made such that they are connected to the same check node. These pairs can generate a codeword of weight 2 by setting these variable nodes to 1 and the others to 0 . We claim there are $(2 r-1) n$ such pairs of variable leaf nodes. We consider two cases. First we assume that every check node is connected to at least one leaf variable node. Since $r>1 / 2$ we have more leaf variable nodes than check nodes. The remaining $n r-(1-r) n=(2 r-1) n$ leaf nodes must be connected to a check node that is already connected to a leaf node, so for every of these remaining leaf variable nodes we can make a pair with another leaf variable node. Therefore there are $(2 r-1) n$ such pairs.

In the second case we assume there are $a \geq 1$ check nodes that are not connected to a leaf variable node. We use the same argument as in the first case, now saying that there are $(1-r) n-a$ check nodes connected to leaf variable nodes. Thus, after counting one variable node per check node, we still have $n r-((1-r) n-a)=(2 r-1) n+a$ leaf variable nodes. These are all connected to a check node that is already connected to a leaf variable node so we can make at least $(2 r-1) n+a$ pairs.

In both cases $C$ contains at least $(2 r-1)$ codewords of weight 2 .

This proposition only covered the case of codes with $r>1 / 2$. For $r>2 / 3$ Kozlik 26] shows that the bound for the number of codewords of weight 2 can be extended to $\frac{r n(2 r-1)}{2(1-r)}$. For the more complicated case where $r \leq 1 / 2$, Etzion, Trachtenberg, and Vardy show that the minimum distance is upper bounded by $2 / r$ 25.

Despite the fact that the BP decoding algorithm works optimal on codes with cycle-free Tanner graphs, the class of binary codes that satisfy this property is not powerful enough to perform well. This implies that we need at least some cycles in the Tanner graph of our code. For smaller cycles, the dependence of the neighbours is bigger than for larger cycles, since the nodes are connected with a shorter path. Codes whose Tanner graph has no small cycles generally have a better performance [8]. The bigger the dependence, the more problems can arise. When the girth is large, the estimates for the values of the variable node are less dependent on the node's contribution. Since creating Tanner graphs with a large girth also reduces the number of stopping sets, we will analyse codes with large girth. We can adjust our BP decoder so that we can also us it on Tanner graphs with cycles.

Applying the BP algorithm, as it is, on general graphs with loops, leads to several problems. However, we can slightly adjust the algorithm and still use the, now called loopy, BP algorithm (LBP). The first problem that we encounter is that the initial messages as defined before are not enough to start the whole process. As seen in Section 4.1 the nodes in the cycle need extra information to send messages. LBP solves this by starting the process with random initial messages and iterate according to the regular BP updating rules. The aim is to reach a fixed point where the beliefs of the variable node lead to a codeword. The second problem is that we assumed earlier in the algorithm that neighbours of a node are independent. However, for nodes in a cycle we can no longer assume this. This problem is simply ignored in the LBP problem and we pretend as if the messages of the neighbours are independent. This could lead to invalid results, but in practice this is often not the case for graphs with a large girth. These graphs locally look like a tree and thus the problem of dependency is limited 27. In the next chapter we consider the construction of Tanner graphs with a large girth.

## 5 Construction of Tanner graphs for LDPC codes

The focus of this chapter will be on constructing LDPC codes. There is not 'one' method of constructing these codes as they can be created using various methods. The primary goals in code constructions are to achieve high decoding performance and to have an easy hardware implementation, meaning that it is essential that the encoding and decoding must be simple to implement. To construct a code we need to know its parameters, such as row and column weights, rate, girth and code length. The designing process of the code determines these parameters.

One way of constructing LDPC codes is via a graph-based construction. In this constructing is first the Tanner graph specified, and the the parity-check matrix is constructed based on this graph. Another method uses a matrix-based construction, where the code is directly constructed via the parity-check matrix. The choice of the construction method depends on the specific requirements and design criteria of the application. In this chapter we will also focus on the problem of deciding the existence of a graph for some given parameters as it is unknown whether there exist graphs with a specific set of parameters. This problem is exploded using graphicality tests.

### 5.1 Regular LDPC codes with a large girth

Chapter 4 discusses why graphs with a high girth are favorable. In this chapter we look into constructing these graphs without small cycles. We begin with addressing the construction of regular LDPC codes. Recall that regular LDPC codes have a fixed column and row weight in their parity-check matrix. Constructing regular LDPC codes can be done randomly, with unstructured connections between nodes in the Tanner graph or rows and columns in the parity-check matrix. LDPC codes can also be constructed using a more structured method, where there is a predefined way of connecting. Random constructions offer flexibility in design and construction and often have a good performance, but are harder to optimize and decoding can be difficult. On the other hand, structured constructions have a simple decoding algorithm and improved performance, but are less flexible because of their complex design. For both constructions we will delve into some of the methods for constructing graphs with a large girth.

Many algorithms for random construction are known. Note that the randomness in these algorithms is often simulated by a computer. Therefore, the connections are actually pseudo-random. With the introduction of LDPC codes, Gallager 2 also provided a construction of regular LDPC codes which is now called the 'Gallager construction'. He constructed a ( $l, r$ )-regular LDPC code of length $n$ and dimension $k$ by creating the $n-k \times n$ parity-check matrix $H$ that consists of $l$ smaller $\frac{n-k}{l} \times n$ submatrices $H_{1}, \ldots, H_{l}$. Each row of the submatrices contains $l$ 1's and each column a single 1. The matrix $H_{1}$ contains in the $i$ th row 1's in columns $(i-1) l+1$ to $i l$, for $1 \leq i \leq(n-k) / l$. The rest of the matrix consist of 0 's. $H_{2}, \ldots, H_{l}$ are generated by taking pseudo-random column permutations of $H_{1}$.

$$
H=\left[\begin{array}{c}
H_{1} \\
H_{2} \\
\vdots \\
H_{l}
\end{array}\right]
$$

There are no known methods yet to ensure that the code does not contain cycles of length 4 , but computer simulations can find good permutations to construct codes with a reliable performance.

Another popular type of randomized construction is the so-called 'Mackay construction' 28. MacKay developed random construction methods to produce sparse regular $(l, r)$-LDPC codes. Some of these algorithms are listed below.

- Matrix $H$ is generated by starting from an all-zero matrix and randomly flipping bits, not necessarily distinct.
- Matrix $H$ is generated by randomly creating weight $l$ columns.
- Matrix $H$ is generated with weight $l$ per column and uniform weight per row, and no two columns having overlap greater than 1.
- Matrix $H$ is further constrained so that its bipartite graph has large girth.

These algorithms were used to find codes of different length and rates with a desirable performance. They are also used as a basis for other constructing algorithms.

An example where the code is constructed via the Tanner graph is the bit-filling algorithm, first mentioned in 29]. This algorithm consist of different iterations, where in each iteration a variable node is added to a Tanner graph and connected to check nodes by adding new edges to the Tanner graph. These edges must not create any cycles of length $g-2$ or smaller. A test to enforce this constraint is given in 29 . While the algorithm is capable of generating codes with a high rate and a high girth, the resulting code may be not be easily implementable in hardware due to the inconsistent structure of row-column connections. More advanced algorithms, like the progressive edge-growth algorithm (PEG) 20] and quasi-cyclic construction [30] are also regularly used for constructing graphs with a large girth and are often a combination of randomized and structured constructions.

Sequential constructions are more structured, and often preferred over randomized constructions, since the performance of randomized constructions may vary depending on the chosen parameters and constraints, and the resulting codes may be harder to optimize for specific applications. Many methods for constructing structured LDPC codes can be found in the literature.

Bayati gives a method for randomly generating simple graphs without small cycles 31]. This was the first polynomial algorithm for this problem. Given any constants $k, \alpha \leq 1 / 2 k(k+3)$ and $m=O\left(n^{1+\alpha}\right)$, the algorithm generates an asymptotically uniform random graph with $n$ nodes, $m$ edges and girth larger than $k$. It does this by starting with an empty graph of $n$ nodes and adding edges between the nodes one by one. It samples from the set of all edges according to a probability distribution described in the article and it checks if adding this edges leads to a small cycle. If this happens, the algorithm samples another edge and tries this one. If there is no edge that satisfies this constraint, the algorithm stops and returns a failure. This challenge lies in designing the probability distribution such that a graph is chosen uniformly at random.

Also other topics within mathematics can be used for constructing LDPC code. A construction via finite geometry is presented in 32 . A finite geometry is defined by $n$ points and $J$ lines with the following properties: (1) Every line consists of $\rho$ points; (2) Every point is intersected by $\gamma$ lines; (3) two lines are either parallel (i.e., they have no point in common) or they intersect at one and only one point. A $J \times n$ matrix can be formed where the rows represent the $J$ lines and the columns the $n$ points of the finite geometry. A 1 in the matrix represents the intersection of a line and a point. If $\rho$ and $\gamma$ are small compared to $n$ and $J$, the matrix can be regarded as a LDPC matrix. The parameters $\gamma, \rho$ are then the column and row weights of the regular LDPC code. Property (3) ensures that there are no cycles of length 4, since this would mean that two different lines intersect two points. An example:

(a) Finite geometry with $J=6$, $n=4, \rho=2$ and $\gamma=3$.
$\left.\begin{array}{c} \\ l_{1} \\ l_{2} \\ l_{3} \\ l_{4} \\ l_{5} \\ l_{6}\end{array} \begin{array}{cccc}p_{1} & p_{2} & p_{3} & p_{4} \\ l_{6} & 1 & 0 & 0 \\ 0 & 0 & 1 & 1 \\ 1 & 0 & 1 & 0 \\ 0 & 1 & 0 & 1 \\ 0 & 1 & 1 & 0 \\ 1 & 0 & 0 & 1\end{array}\right]$
(b) Corresponding parity-check matrix

Unfortunately, it turns out that these codes always have girth 6 which is a limitation, since cycles of length six are still considered as small cycles.

These methods are only a small fraction of the attempts that are known for the construction of graphs with a large girth. For the remainder of the thesis we will focus on constructing LDPC codes via their Tanner graphs.
The constructions above are all constructions for regular LDPC codes. The Tanner graph of a regular LDPC code is a biregular graph. This is a bipartite graph $G=\left(V_{1} \cup V_{2}, E\right)$ for which every two nodes on the same side of the given partition have the same degree as each other. The parity-check matrix of a regular $(l, r)$-LDPC code has $l$ 1's in each column and $r$ 1's in each row. This means that the Tanner graph is biregular and all the variable nodes have degree $l$ and the check nodes degree $r$.

### 5.2 Irregular LDPC codes

After Gallager shared his work about LDPC codes, many efforts have been made to improve the performance of these LDPC codes. One remarkable contribution is the introduction of the irregular LDPC codes by Luby et al. in 1998 [9]. These codes allow irregular variable and check node degrees in their Tanner graph. Additionally, they show in their article that the performance of irregular codes are typically better than of regular LDPC codes. Irregular LDPC codes perform close to the Shannon capacity [33].

The following terminology and notation of irregular LDPC codes and their irregular degree distribution is adopted from 9. For convenience, we represent the degrees of the nodes in the Tanner graph of an irregular code in the following compact way. We display the degree distributions of both the variable and the check nodes. Let $\Lambda_{i}$ be the number of variable nodes of degree $i$ and $P_{i}$ the number of check nodes of degree $i$. The degree distributions of a code then is

$$
\Lambda(x)=\sum_{i=1}^{l_{\max }} \Lambda_{i} x^{i}
$$

$$
P(x)=\sum_{i=1}^{r_{\max }} P_{i} x^{i}
$$

We call this code a $(\Lambda(x), P(X))$-irregular LDPC code.
Example 5.1. The degree distributions of the [7, 4, 3]-Hamming code from Example 2.13 are

$$
\Lambda(x)=x^{3}+3 x^{2}+3 x, \quad P(x)=3 x^{4}
$$

Note that $\Lambda(1)$ is the number of variable nodes in the Tanner graph and thus the length of the code. $P(1)$ denotes the number of check nodes. The code rate can thus be expressed as

$$
r=1-\frac{\Lambda(1)}{P(1)}
$$

The number of edges can easily be expressed, since there are $i \Lambda_{i}$ edges attached to all variable nodes of degree $i$. The number of edges equals

$$
\sum_{i} i \Lambda_{i}=\Lambda^{\prime}(1), \quad \text { or equivalent } \quad \sum_{i} i P_{i}=P^{\prime}(1)
$$

For some applications it can be more convenient to use the normalized degree distribution. This gives the fraction of nodes that have a certain degree, instead of the exact number of nodes with this degree.

$$
L(x)=\frac{\Lambda(x)}{\Lambda(1)}, \quad R(x)=\frac{P(x)}{P(1)}
$$

Example 5.2. The normalized degree distributions of the $[7,4,3]$ Hamming code from Example 2.13 are

$$
L(x)=\frac{1}{7} x^{3}+\frac{3}{7} x^{2}+\frac{3}{7} x, \quad R(x)=x^{4}
$$

The ensemble of LDPC codes with degree distributions $\Lambda(x)$ and $P(x)$ is often depicted as $\operatorname{LDPC}(\Lambda(x), P(X))$.
Good degree distributions are non-trivial to find. These distributions will be determined during the design of the code and depend on the application. In 2001, a powerful code design, which is based on the degree distribution in a Tanner graph, was represented by Richardson, Shokrollahi and Urbanke [34]. Various techniques have been proposed to design good degree distribution. Richardson et al. 34 used density evolution to optimize the degree distribution. These concepts are beyond the scope of this thesis. Instead, we will turn to the problem of constructing Tanner graphs for codes with given degree distributions.

### 5.3 Degree sequences

In the last section we have shown that the performance of LDPC codes can be improved by using irregular codes. Irregular codes have degree distributions which regulate the degrees of the variable and check nodes in the Tanner graph of the code. In the following sections we discuss how we construct Tanner graphs for irregular codes, given their degree distributions. We try to construct Tanner graphs which have a large girth. We start with generalizing this problem. We look at degree sequences and try to find conditions on the existence of a graph with this degree sequence.

Definition 5.3 (Degree sequence). A sequence $\boldsymbol{d}=\left(d_{1}, \ldots, d_{n}\right)$ of non-negative integers is called a degree sequences of a graph $G$ if the nodes can be labeled $v_{1}, \ldots, v_{n}$ such that $\operatorname{deg}\left(v_{i}\right)=d_{i}$ for each $i$ with $1 \leq i \leq n$.

For convenience, we always order a degree sequences and write $\left(d_{1}, \ldots, d_{n}\right)$ such that $d_{1} \leq \cdots \leq d_{n}$. We may also assume that in general all degrees are non-zero, since nodes with degree 0 are isolated so they can be ignored.

Definition 5.4 (Graphical degree sequence). A degree sequence $\boldsymbol{d}=\left(d_{1}, \ldots, d_{n}\right)$ of non-negative integers is called graphical if it is the degree sequence for some graph. We say that a graph $G$ realizes $\boldsymbol{d}$ if $\boldsymbol{d}$ is the degree sequence of $G$.

If $\boldsymbol{d}$ is a graphical degree sequence, it clearly holds that all degrees are smaller than $n$, i.e., $d_{i} \leq n-1$. Moreover, the sum of the degrees $\sum_{i=1}^{n} d_{i}$ must be even. The question is if these conditions are enough. It turns out that for each degree sequence that satisfies these two conditions, there exists a graph that realizes this sequence. However, this graph can have loops or multiple edges between two nodes. Since we want to construct Tanner graphs without self-loops and double edges, we restrict ourselves to simple graphs. These are unweighted, undirected graphs containing no loops and no multiple edges. The question now becomes more difficult. For example, the sequence $\boldsymbol{d}=(3,3,1,1)$ can be realized by the following graph, but there exists no simple graphs that realizes this sequence.


The question if there exists a simple graph $G$ for a given degree sequence is more complicated. Therefore, from now on, the term graphical degree sequences is used for sequences that can be realized by a simple graph, but not by any graph. Fortunately, there are theorems that tells us necessary and sufficient conditions. The first one is a result independently found by both Havel 35 and Hakimi 36]. This theorem is later used by Erdős and Gallai to come up with a set of inequalities that have to be checked to see if a degree sequence is graphical or not 37.

Theorem 5.5 (Havel-Hakimi). A sequence of non-negative integers $\left(d_{1}, \ldots, d_{n}\right)$ with $d_{1} \geq d_{2} \geq \cdots \geq d_{n}$ and $n \geq 3$ is graphical if and only if the sequence

$$
\left(d_{2}-1, d_{3}-1, \ldots, d_{d_{1}}-1, d_{d_{1}+1}-1, d_{d_{1}+2} \ldots, d_{n}\right),
$$

i.e., the sequence we get when we delete the first element and then subtract 1 from the first $d_{1}$ elements, is graphical.

Theorem 5.6 (Erdős-Gallai). A sequence of positive integers ( $d_{1}, \ldots, d_{n}$ ) with $d_{1} \geq d_{2} \geq \ldots \geq d_{n}$ is graphical if and only if $\sum_{i=1}^{n} d_{i}$ is even and for each integer $k$ with $1 \leq k \leq n$ the following inequalities hold

$$
\sum_{i=1}^{k} d_{i} \leq k(k-1)+\sum_{i=k+1}^{n} \min \left(k, d_{i}\right) .
$$

This last theorem gives us a method where we have to check $n$ inequalities. Tripathi and Vijay 38 show that this number of inequalities can be even further reduced. Let $s$ be the largest integer such that $d_{s} \geq s$. Then it is enough to check the inequalities for every $k$ with $1 \leq k \leq s$. Furthermore, they prove that in case of multiple occurrences of numbers in the degree sequence, it suffices to check the inequality in Theorem 5.6 only at the end of each segment of duplicate values.

In some cases, there are more ways to see that a sequence is not graphical. We can for example directly see that the sequence $\boldsymbol{d}=(6,6,5,4,3,3,1)$ is not graphical, since $n=7, d_{1}=6$ and $d_{2}=6$. This means that $v_{1}$ and $v_{2}$ must be connected to all other nodes, which contradicts with $d_{7}=1$. In general the Erdős-Gallai theorem and the Havel-Hakimi theorem are the most common, and easiest, ways to test the validity of the graphicality.

The next problem we encounter is the construction of graphs that realize graphical degree sequences. Theorem 5.5 can be used to design an algorithm to construct such a graph. This algorithm can be described with the following steps.

1. Pick the node with the highest degree $\Delta$.
2. Connect this node to the next $\Delta$ nodes having highest degree. This node now has been exhausted. We now look at the truncated, residual sequence which we get after removing the first element and subtract 1 from all nodes it is attached to.
3. From this truncated sequence we again pick the node with the highest degree and connect it to the next the nodes with the highest residual degree. Repeat these steps until all nodes are exhausted.

Theorem 5.5 directly proves the correctness of this algorithm. If the algorithm fails in a step and cannot connect a node to the required other nodes, it means that the current truncated degree sequence is not graphical. Using several rounds of the Havel-Hakimi theorem, this would mean that the original sequence is not graphical, which gives a contradiction.

Example 5.7. We can use the algorithm to check if the degree sequence $\boldsymbol{d}=(4,4,3,3,2,2)$ is graphical. And if so, the algorithm can find a graph $G$ that realizes $\boldsymbol{d}$. We start with an empty graph $G$ with 6 nodes. The first step is to connect the node of degree 4 with the four nodes with the highest degree, in this case degrees 4, 3, 3 and 2.


The residual degree sequence is now, after reordering, $(3,2,2,2,1)$. This means that in the next step we connect the node with residual degree 3 to the three nodes with residual degree 2 . This results in the graph on the left. The residual degree sequence after this step is $(1,1,1,1)$, hence in the last two steps we connect two nodes of residual degree 1 to each other. This can for example lead to the final graph on the right which has $\boldsymbol{d}$ as degree sequence.


There are typically many different realizations for one graphical degree sequences. The sequence $(3,3,2,2,2,2,2,2)$ is graphical. The following graphs are examples of graphs, found using the Havel-Hakimi algorithm, that realize this sequence.


The algorithm can return multiple graphs that are not equivalent. Unfortunately, the algorithm is unable to return every graph, as it will never give the next graph as output, because there is no edge between the two nodes of highest degree 3 .


The question that arises now is how we can make all graphs realizing a graphical degree sequence $\boldsymbol{d}$. This can be done by swapping edges in a graph. Using this method we can turn a graph that can be constructed by the Havel-Hakimi algorithm to one that does not. For this edge swapping step we pick two distinct edges $(u, v)$ and $\left(u^{\prime}, v^{\prime}\right)$ and we swap these edges with the edges $\left(u, u^{\prime}\right)$ and $\left(v, v^{\prime}\right)$ or $\left(u, v^{\prime}\right)$ and $\left(v, u^{\prime}\right)$. Note that the degree sequence of the graph remains unchanged.


This idea of edge swapping is also used in the proof of the Havel-Hakimi theorem. An important study by Petersen shows that if we have two graphs $G_{1}$ and $G_{2}$ with the same degree sequence, there exist a sequence of edge swaps to turn the one in the other $[39]$. He also showed that the number of swaps is $O\left(\sum_{i} d_{i}\right)$. This theorem helps us to study properties of graphs realizing a certain degree sequence. Starting at a realization
of a degree sequence and randomly swapping edges will generate a random graph with the same degree sequence. By generating numerous random graphs and performing statistical analysis on the outcomes we can answer questions like 'What is the average diameter of a graph with this degree sequence?' or 'What is the average chromatic number of a graph with this degree sequences'. Despite the fact that it does not sample a graph uniformly at random (it samples a graph with probability proportional to the number of possible edge swaps), we can use the known bias to make the sampling more uniform.

For graphical degree sequences with an unique realization it would be senseless to do this edge swapping process, since there is only one graph that realizes the sequence. Hence, it is interesting to study the characteristics of the sequences which have an unique realization. Koren 40 found that sequences that lie on the convex polytope formed by the inequalities of Theorem 5.6 are exactly the sequences that have an unique realization. Moreover, Li proves in 41 that if $G$ realizes a sequence $\boldsymbol{d}, G$ is an unique realization if and only if for all nodes $v \in V$ any node adjacent to $v$ has a higher degree than any node that is not adjacent to $v$.

### 5.4 The bipartite degree realization problem

In order to construct LDPC codes, it is necessary to obtain Tanner graphs. These graphs need to have a bipartite structure. The bipartite realization problem asks whether there exist a bipartite graph that has a specific degree sequence, and if so, how to construct it. The general problem, where both the partition and the realizing graph need to be determined, is still not resolved 42. However, for the purpose of constructing Tanner graphs for LDPC codes, we focus on the the simpler variant of the problem. This variant, where the partition is given, has been answered over 60 years ago by Gale and Ryser [43] [44]. The Gale-Ryser theorem can be used to solve the bipartite degree realization problem in polynomial time. Let $\boldsymbol{a}$ and $\boldsymbol{b}$ be non-negative integer sequences, then the sequence pair $(\boldsymbol{a}, \boldsymbol{b})$ is said to be bigraphic if there exist some simple bipartite graph $G=\left(V_{1} \cup V_{2}, E\right)$ so that $\boldsymbol{a}$ represents the degrees of the nodes in $V_{1}$ and $\boldsymbol{b}$ the degree of nodes in $V_{2}$. We again say that this simple bipartite graph $G$ realizes the pair (a,b). Gale and Ryser gave the following necessary and sufficient conditions for a sequence pair to be bigraphic.

Theorem 5.8 (Gale-Ryser). A pair of sequences of non-negative integers $\left(a_{1}, \ldots, a_{p}\right)$ and $\left(b_{1}, \ldots, b_{q}\right)$ with $a_{1} \geq \cdots \geq a_{p}$ is bigraphic if and only if $\sum_{i}^{p} a_{i}=\sum_{i}^{q} b_{i}$ and the following inequality holds for $k$ with $1 \leq k \leq p$ :

$$
\sum_{i=1}^{k} a_{i} \leq \sum_{i=1}^{q} \min \left(b_{i}, k\right)
$$

Note that only sequence $\boldsymbol{a}$ is ordered, it is not necessary to order $\boldsymbol{b}$ as well.
For the construction of bipartite graphs realizing a given bigraphic sequence pair, we propose an algorithm that is based on the Havel-Hakimi algorithm. We will give a justification of the algorithm as well by proving the following algorithm. Note that the roles of $\boldsymbol{a}$ and $\boldsymbol{b}$ can be reversed.

Theorem 5.9. The pair of sequences $(\boldsymbol{a}, \boldsymbol{b})$ is bigraphic if and only if $\left(\boldsymbol{a}^{\prime}, \boldsymbol{b}^{\prime}\right)$ is bigraphic, where $\left(\boldsymbol{a}^{\prime}, \boldsymbol{b}^{\prime}\right)$ is obtained from $(\boldsymbol{a}, \boldsymbol{b})$ by deleting the largest element $\Delta$ from $\boldsymbol{b}$ and subtracting 1 from each of the $\Delta$ largest elements of $\boldsymbol{a}$.
In other words, when a pair of sequences of non-negative integers $\left(a_{1}, \ldots, a_{p}\right)$ and $\left(b_{1}, \ldots, b_{q}\right)$ is ordered, so that $a_{1} \geq \cdots \geq a_{p}$ and $b_{1} \geq \cdots \geq b_{q}$, then $(\boldsymbol{a}, \boldsymbol{b})$ is bigraphic if and only if the sequence pair $\left(\boldsymbol{a}^{\prime}, \boldsymbol{b}^{\prime}\right)$ with

$$
\boldsymbol{a}^{\prime}=\left(a_{1}-1, \ldots, a_{\Delta}-1, a_{\Delta+1}, \ldots, a_{p}\right) \quad \boldsymbol{b}^{\prime}=\left(b_{2}, \ldots, b_{q}\right)
$$

is bigraphic.
Proof. We start with the sufficiency condition. Given a bigraphic pair of sequences $\left(\boldsymbol{a}^{\prime}, \boldsymbol{b}^{\prime}\right)$, let $G^{\prime}=$ $\left(V_{1} \cup V_{2}, E\right)$ be a simple bipartite graph, such that $\boldsymbol{a}$ contains the degrees of $V_{1}$ and $\boldsymbol{b}$ the degrees of $V_{2}$. We construct the bipartite $G$ the realizes $(\boldsymbol{a}, \boldsymbol{b})$ by adding a node to $V_{2}$ that is adjacent to the nodes in $V_{1}$ that have degree $a_{1}-1, \ldots, a_{\Delta}-1$, as these are the $\Delta$ largest numbers in $\boldsymbol{a}^{\prime}$. This bipartite graph $G$ has $\boldsymbol{a}, \boldsymbol{b}$ as
degree sequences. Hence, the pair $(\boldsymbol{a}, \boldsymbol{b})$ is bigraphic.
To prove necessity, we start with a simple bipartite graph $G=\left(V_{1} \cup V_{2}, E\right)$ that realizes the pair ( $\boldsymbol{a}, \boldsymbol{b}$ ) and we produce a simple bipartite graph $G^{\prime}=\left(V_{1}^{\prime} \cup V_{2}^{\prime}, E\right)$ realizing the pair $\left(\boldsymbol{a}^{\prime}, \boldsymbol{b}^{\prime}\right)$. We may assume that both $\boldsymbol{a}$ and $\boldsymbol{b}$ have been arranged in non-increasing order. Let $v$ be a node of degree $\Delta$ in $V_{2}$ and let $X \subseteq V_{1}$ be a set of $\Delta$ nodes in $V_{1}$ having the desired degrees $a_{1}, \ldots, a_{\Delta}$. If the neighbours of $v$ are exactly the nodes in $X$, i.e., if $N(v)=X$, then we can delete $v$ to obtain $G^{\prime}$. Otherwise, there is a node in $X$ that is not in $N(v)$. Our approach is to adjust $G$ to increase $|N(v) \cap X|$, and this is achieved without changing any node degrees. By swapping edges we try to obtain $N(v)=X$. We choose $u \in X$ and $w \notin X$ so that $u \notin N(v)$ and $w \in N(v)$. Since $d(u) \geq d(w)$, there must be a node $x$ adjacent to $u$, but not to $w$. After swapping the edges $(v, w)$ and $(u, x)$ with the edges $(u, v)$ and $(w, x)$ node $w$ is now in both $N(v)$ and $x$ and thus this step leads to an increase of $|N(v) \cap X|$. The size of $N(v)$ and $X$ is both equal to $\Delta$, so this step is repeated until $N(v)=X$.


Figure 13: A part of a simple bipartite graph is showed to illustrate the edge swap procedure in the proof. The nodes in $X$ are indicated in red. We find nodes $u$ and $w$, so that $u$ is a neighbour of $v$ but not in $X$ and $w$ in $X$ but not a neighbour of $v$. We detect node $x$ as the neighbour in $V_{2}$ that is adjacent to $w$ but not to $u$. We now swap the edges as indicated. Node $u$ is replaced by $w$ in $N(v)$ and thus $|N(v) \cap X|$ is increased. We continue until $N(v)=X$.

Example 5.10. Let $(\boldsymbol{a}, \boldsymbol{b})$ be a pair of sequences, with $\boldsymbol{a}=(2,2,1,1,1)$ and $\boldsymbol{b}=(3,2,2)$. The theorem states that the pair $(\boldsymbol{a}, \boldsymbol{b})$ is bigraphic if and only if $\left(\boldsymbol{a}^{\prime}, \boldsymbol{b}^{\prime}\right)$ is graphical, where $\boldsymbol{a}^{\prime}=(1,1,1,1,0)$ and $\boldsymbol{b}^{\prime}=(2,2)$. The pair $(\boldsymbol{a}, \boldsymbol{b})$ is bigraphic. Let $G=\left(V_{1} \cup V_{2}, E\right)$ be a bipartite graph that realizes this sequence pair, with $V_{1}=\left\{v_{1}, v_{2}, v_{3}, v_{4}, v_{5}\right\}, V_{2}=\left\{c_{1}, c_{2}, c_{3}\right\}$ and $E=\left\{\left(v_{1}, c_{3}\right),\left(v_{2}, c_{1}\right),\left(v_{2}, c_{2}\right),\left(v_{3}, c_{3}\right),\left(v_{4}, c_{1}\right),\left(v_{4}, c_{2}\right),\left(v_{5}, c_{3}\right)\right\}$ as in the first graph of Figure 14. This bipartite graph realizes $(\boldsymbol{a}, \boldsymbol{b})$. To show that $\left(\boldsymbol{a}^{\prime}, \boldsymbol{b}^{\prime}\right)$ is also bigraphic, a bipartite graph $G^{\prime}$ is constructed as in the proof of Theorem 5.9.

Node $c_{3}$ is the only check node of degree $\Delta=3$ and $X=\left\{v_{2}, v_{3}, v_{4}\right\}$ is the set of variable nodes with degrees $2,2,1$, the $\Delta$ largest numbers in $V_{1}$. These nodes are indicated by red circles. It can be directly seen that $X \neq N(v)$, so some edge swaps need to be executed. We see that $v_{2} \in X$ is not a neighbour of $c_{3}$, while $v_{1} \notin X$ is. Thus we are going to swap edges attached to these nodes. Because $d\left(v_{2}\right)=2 \geq 1=d\left(v_{1}\right)$ we find check node $c_{1}$ which is adjacent to $v_{2}$, but not to $v_{1}$. Now we swap the edges $\left(v_{1}, c_{3}\right)$ and $\left(v_{2}, c_{1}\right)$ with $\left(v_{1}, c_{1}\right)$ and $\left(v_{2}, c_{3}\right)$ and this increases $\left|N\left(c_{3}\right) \cap X\right|$ from one to two. We can continue this process, now swapping edges $\left(v_{4}, c_{2}\right)$ and $\left(v_{5}, c_{3}\right)$ with $\left(v_{4}, c_{3}\right)$ and $\left(v_{5}, c_{2}\right)$. After this step $\left|N\left(c_{3}\right) \cap X\right|=3$ and thus $N\left(c_{3}\right)=X$. We can now obtain the simple bipartite $G^{\prime}$ that realizes $\left(\boldsymbol{a}^{\prime}, \boldsymbol{b}^{\prime}\right)$ by deleting check node $c_{3}$ and its adjacent edges.

The algorithm for constructing a simple bipartite graph that realizes a given bigraphic sequence pair follows immediately from Theorem 5.9. Observe that the roles of $\boldsymbol{a}$ and $\boldsymbol{b}$ can be reversed in the theorem. We can thus start with either connect one check node to its variable nodes, or conversely, with a variable node connecting it to check nodes. The algorithm is a greedy algorithm where the node with highest residual degree $\Delta$ is picked as either a variable node or a check node, and it is connected to the nodes on the other side with the highest $\Delta$ residual degrees. Theorem 5.9 proves the correctness of this algorithm.


Figure 14: Three simple bipartite graphs, all realizing the sequence pair $((2,2,1,1,1),(3,2,2))$. Using edge swaps we can modify the graph until $c_{3}$, the check node with the highest degree, is connected to the $d\left(c_{3}\right)=3$ variable nodes with the highest degree. We can use this final graph to show that also the sequence pair we get via Theorem 5.9 $((1,1,1,1,0),(2,2))$, is graphical. We do this by deleting check node $c_{3}$ with its attached edges, after which we have found the desired graph.

### 5.5 Forbidden connections

In this section we prove a slightly more generalized Hakimi-Havel theorem, which is largely formed from the work of (45], where they use this theorem to provide an algorithm to construct all simple graphs realizing a given graphical degree sequence $\boldsymbol{d}$. The theorem tells us how to check if a degree sequence is graphical if there are some 'forbidden edges' which are edges that are not allowed to exist in the graph. We will use this theorem to generate bipartite graphs with a large girth. Before presenting our main theorem, several definitions and observations are needed.

Definition 5.11. Let $A(i)$ be an increasingly ordered set of $d_{i}$ distinct nodes associated with node $i$ :

$$
A(i)=\left\{a_{k} \quad \mid \quad a_{k} \in V, \quad a_{k} \neq i, \quad \forall k, \quad 1 \leq k \leq d_{i}\right\} .
$$

This set $A(i)$ is called the adjacency set of $i$.
Definition 5.12. If for two adjacency sets $A(i)=\left\{\ldots, a_{k}, \ldots\right\}$ and $B(i)=\left\{\ldots, b_{k}, \ldots\right\}$ we have $a_{k} \leq b_{k}$ for all $1 \leq k \leq d_{i}$, we say that $A(i) \leq B(i)$.

Definition 5.13. Let $d_{1} \geq d_{2} \geq \cdots \geq d_{n} \geq 1$ be a graphical degree sequence, and let $A(i)$ be an adjacency set of node $i$. The degree sequence reduced by $A(i)$ is defined as

$$
\left.d_{k}^{\prime}\right|_{A(i)}= \begin{cases}d_{k}-1 & \text { if } k \in A(i) \\ d_{k} & \text { if } k \in[1, n] \backslash(A(i) \cup\{i\}) \\ 0 & \text { if } k=i .\end{cases}
$$

In other words, the reduced degree sequence $\left.\boldsymbol{d}^{\prime}\right|_{A(i)}$ is obtained after removing node $i$ together with all its edges from $G$.

It is not hard to see that if $\boldsymbol{d}$ is a non-increasing graphical sequence with $d_{j}>d_{k}, j, k \in\{1, \ldots, n\}$, we can move an edge that is attached to $d_{j}$ from $d_{j}$ to $d_{k}$ and thus the sequence $\left\{d_{1}, \ldots, d_{j}-1, \ldots, d_{k}+1, \ldots, d_{n}\right\}$ is also graphical but not necessarily in non-increasing order. This observation can be used to prove the following lemma.

Lemma 5.14. Let $\boldsymbol{d}=\left(d_{1}, d_{2}, \ldots, d_{n}\right)$, be a non-increasing graphical sequence, and let $A(i), B(i)$ be two adjacency sets for fixed node $i \in V$, such that $B(i) \leq A(i)$. If the degree sequence $\left.\boldsymbol{d}^{\prime}\right|_{A(i)}$ reduced by $A(i)$ is graphical, then the degree sequence $\left.\boldsymbol{d}^{\prime}\right|_{B(i)}$ reduced by $B(i)$ is also graphical.

Let $B^{m}(i)=\left\{b_{1}, \ldots, b_{m}, a_{m+1}, \ldots, a_{d_{i}}\right\}$, with induction on $m$ we can prove that the degree sequence reduced by $B^{m}(i)$ is graphical for every $1 \leq m \leq d_{i}$. This is based on the fact that if $b_{j}<a_{j}$, then the degree of node $b_{j}$ is larger than the degree of $a_{j}$, and thus we can move an edge from $b_{j}$ to $a_{j}$. This means that if the degree sequence reduced by $B^{j-1}(i)$ is graphical, then so is $B^{j}(i)$.

Definition 5.15. Let $\boldsymbol{d}=\left(d_{1}, d_{2}, \ldots, d_{n}\right)$ be a non-increasing graphical sequence and let $F(i)$ be a subset of $V$ for every $1 \leq i \leq d_{i}$. We define the leftmost adjacency set $L_{F}(i)$ of a node $i$ as the set containing the $d_{i}$ nodes with the largest degrees, that are not in a forbidden set $F(i)$.

Since $\boldsymbol{d}$ is non-increasing, the nodes in the leftmost adjacency set $L(i)$ are the first $d_{i}$ nodes in the sequence that are not in the forbidden set $F(i)$. The set $L(i)$ is called the leftmost adjacency set, because it follows from the definition that for every $Y(i)=\left\{y_{1}, \ldots, y_{d_{i}}\right\}$ disjoint from $F(i) \cup\{i\}$ we have that $L(i) \leq Y(i)$.

We can now give the main theorem.
Theorem 5.16. Let $\boldsymbol{d}=\left(d_{1}, \ldots, d_{n}\right)$ be a non-increasing graphical sequence. Let $i \in V$ be a fixed node, let $F(i)$ be a subset of $V$ and let $L_{F}(i)$ be the leftmost adjacency set of $i$. Then the degree sequence $\boldsymbol{d}=$ $\left(d_{1}, \ldots, d_{n}\right)$ can be realized by a simple graph $G(V, E)$ in which $(i, j) \notin E$, for all $j \in F(i)$, if and only if the degree sequence reduced by $L_{F}(i)$ is graphical.

Proof. One direction of this proof is straightforward. If the degree sequence reduced by $L_{F}(i)$ is graphical, we can add node $i$ and connect it with all nodes in $L_{F}(i)$. Since $L_{F}(i)$ and $F(i)$ are disjoint, this realizes a graphical realization of $\boldsymbol{d}$ in which there are no connections between node $i$ and any node in $F(i)$.

For the other side we assume that $\boldsymbol{d}$ is graphical with a graphical realization where there are no edges between $i$ and $F(i)$. We need to show that the sequence obtained from $\boldsymbol{d}$ by reduction via $L(i)$ is also graphical. Since $\boldsymbol{d}$ has a graphical representation $G$ without edges between $i$ and $F(i)$, the set $A(i)$, containing all nodes that are connected to node $i$ in $G$, is disjoint from $F(i)$. With our previous observation this means that $L(i) \leq A(i)$ and thus Lemma 5.14 states that the degree sequence reduced by $L(i)$ is graphical.

This is a generalized version of the Havel-Hakimi theorem, since we can take $F(i)=\emptyset$ for every $i \in V$, so that Theorem 5.16 is indentical to Theorem 5.5. The theorem can also be easily adjusted to bipartite graphs. To do so, some definitions have to be adjusted. The adjacency set $A(i)$ of a check node $v_{i}$ consist of variable nodes, and vice versa. Moreover, the leftmost adjacency set of a check node $i$ is the set containing the $b_{i}$ variable nodes with the highest degree, such that the variable nodes are not in $F(i)$ which is the set of forbidden connections. Furthermore, if $(\boldsymbol{a}, \boldsymbol{b})$ is a bigraphic sequence pair, and $A(i)$ a set of variable nodes, adjacent to a check node, the sequence pair reduced by $A(i)$ is now defined as $\left(\boldsymbol{a}^{\prime}{ }_{A(i)}, \boldsymbol{b}^{\prime}{ }_{A(i)}\right)$, with

$$
\left.a_{k}^{\prime}\right|_{A(i)}=\left\{\left.\begin{array}{ll}
a_{k}-1 & \text { if } k \in A(i) \\
a_{k} & \text { if } k \notin A(i)
\end{array} \quad b_{k}^{\prime}\right|_{A(i)}= \begin{cases}b_{k} & \text { if } k \neq i \\
0 & \text { if } k=i\end{cases}\right.
$$

The theorem for bipartite graphs can now be stated as following.
Theorem 5.17. Let $(\boldsymbol{a}, \boldsymbol{b})$ be a pair of degree sequences, with $\boldsymbol{a}=\left(a_{1}, \ldots, a_{p}\right)$ and $\boldsymbol{b}=\left(b_{1}, \ldots, b_{q}\right)$, both in non-increasing order. Let $i \in V_{2}$ be a fixed check node, let $F(i)$ be a subset of $V_{1}$ and let $L_{F}(i)$ be the leftmost adjacency set of $i$. Then the degree sequence pair $(a, b)$ can be realized by a simple bipartite graph $G\left(V_{1} \cup V_{2}, E\right)$ in which $(i, j) \notin E$, for all $j \in F(i)$, if and only if the degree sequence pair reduced by $L_{F}(i)$ is bigraphic.

Theorem 5.16 and Theorem 5.17 can be used to detect if certain edges are 'allowed' in a graph G. Assume that we have a graphical degree sequence $\boldsymbol{d}$. Instead of generating a graph that realizes $\boldsymbol{d}$ via the Havel-Hakimi algorithm, we can add a random edge and check with Theorem 5.16 or Theorem 5.17 if the resulting degree sequence still can be realized by a simple graph avoiding the forbidden connections. The set of forbidden connections consists of all the connections that are already made since there cannot be multiple edges between two nodes.

Instead of picking edges at random, we can use a more clever way of choosing these edges, such that small cycles are avoided. Section 5.6 will explore this idea. First, we clarify this concept with an example. To keep the idea as simple as possible we start with an example for a single graphical degree sequence. The concept for a sequence pair of bipartite graphs is similar, albeit less trivial.

Example 5.18. Consider the graphical sequence $\boldsymbol{d}=(2,2,1,1)$. This sequence can be realized by the following graph:


We will use Theorem 5.16 to see which edges are allowed in the construction. After the addition of each edge we need to check if the degree sequence is still graphical, taking into account that previous edges are forbidden connections. Assume we first add the edge $\left(v_{2}, v_{4}\right)$, we can check that the residual sequence $(1,1,1,1)$ is still graphical, even when the edge $\left(v_{2}, v_{4}\right)$ is a forbidden connection. We can thus safely keep this edge since it does not break the graphicality of $\boldsymbol{d}$. Next, we can add the edge between $v_{1}$ and $v_{3}$. Now, we check if the residual sequence $(1,1)$ is still graphical, considering the forbidden connections. Although the sequence itself is graphical, it cannot be realized, since an edge between $v_{2}$ and $v_{4}$ is needed. This means that adding the edge $\left(v_{1}, v_{3}\right)$ breaks the graphicality and thus we need to continue with another connection. If $v_{1}$ is connected to $v_{2}$ or $v_{3}$, we can finish the graph by connecting the other two nodes.

The theorem to check if the residual degree sequences are still graphical without the forbidden connections, can detect failure in an early stage. A naive approach would be to add random edges until either every node got the desired result or until loops or double edges arise. The problem with this approach is that complications appear only at the end of the process. With this theorem we are capable of catching these obstacles earlier. In Example 5.18 we see that the algorithm detects the problem in the second last step. However, when a graph is much larger, this procedure can save a lot of time by detecting the problem at the earliest time possible.

### 5.6 Constructing Tanner graphs with a large girth

Using the idea of forbidden edges of Section 5.5, we introduce an algorithm in this section which can be considered to be used for the construction of Tanner graphs with a large girth. We do not give a formal proof about the results of the algorithm, but instead give an intuition on why this algorithm is valuable.

Our algorithm is motivated by the following notion. The Havel-Hakimi algorithm for constructing bipartite graphs is a greedy algorithm, which leads to many connections between nodes with high degrees. This procedure can quickly lead to small cycles. Let $G=\left(V_{1} \cup V_{2}, E\right)$ be a Tanner graph, and suppose $v_{1}, v_{2}$ are the two variable nodes with the highest degrees in $V_{1}$ and $c_{1}, c_{2}$ are the two check nodes with the highest degree in $V_{2}$. It is not odd to assume that the degrees of $v_{1}, v_{2}$ and $c_{1}, c_{2}$ are strictly larger than other nodes in their vertex set. Assuming that $v_{1} \geq 2$, the Havel-Hakimi algorithm connects $v_{1}$ with the $d\left(v_{1}\right)$ nodes with the highest degree, which includes $c_{1}$ and $c_{2}$. Since the degrees of $c_{1}$ and $c_{2}$ were strictly bigger than the other nodes, they are still on top of the list with their residual degree. This means that if we need to connect $v_{2}$ to the $d\left(v_{2}\right)$ nodes with the highest degree it is again connected to $c_{1}$ and $c_{2}$ and this leads to a cycles of length four.

Instead of connecting high degree nodes to other high degree nodes, we suggest to distribute the edges better among the nodes. We could try to do this by studying the complement graph. The complement graph $G_{c}$ of a graph $G=(V, E)$ is defined on the same nodes, but with the complement of the edges, $G_{c}=(V,(V \times V) \backslash E)$. If there is a connection between two nodes $u, v$ in $G$, there is no connection is $G_{c}$ and vice versa. The idea is that if $G$ has small cycles, $G_{c}$ avoids these small cycles. Unfortunately, if high degree nodes are connected to other high degree nodes, this means that low degree nodes are also more likely to be connected to low degree nodes. These nodes have a high degree in the complement graph so we get a similar problem.

A more effective way would be to connect high degree nodes as much as possible to low degree nodes. This is how our algorithms operates. It starts with connecting high degree nodes in $V_{1}$ to low degree nodes $V_{2}$. We need to make sure that after every connection, the remaining degree sequences are still graphical, considering the forbidden connections. This is where we use Theorem 5.16 of Section 5.5 . Algorithm 3 summarizes our proposed algorithm.

```
Algorithm 3 Constructing large girth Tanner graphs for irregular LDPC codes
Input: A bigraphic pair \((\boldsymbol{a}, \boldsymbol{b})\) of degree sequences \(\boldsymbol{a}=\left(a_{1}, \ldots, a_{p}\right)\) and \(\boldsymbol{b}=\left(b_{1}, \ldots, b_{q}\right)\).
Output: A simple bipartite graph \(G=\left(V_{1} \cup V_{2}, E\right)\) that realizes the pair \((\boldsymbol{a}, \boldsymbol{b})\).
    Let \(G=\left(V_{1} \cup V_{2}, E\right)\) be a graph with \(p\) nodes in \(V_{1}, q\) nodes in \(V_{2}\) and \(E=\emptyset\).
    while \(\exists i \in\{1, \ldots, p\}\) so that \(a_{i} \neq 0\) do
        Bring \(\boldsymbol{a}\) and \(\boldsymbol{b}\) in non-increasing order.
        Connect in \(G\) the variable node \(v_{i}\) with the highest degree in \(V_{1}\) to the check node \(c_{j}\) which is not
    checked yet for \(v_{i}\), with the lowest, non-zero, degree in \(V_{2}\).
        Let \(A(i)\) be the set containing the \(a_{1}-1\) check nodes with the highest degrees, such that there are
    no forbidden connections, together with check node \(c_{j}\).
        Let \(\left(\boldsymbol{a}^{\prime}, \boldsymbol{b}^{\prime}\right)\) be the degree sequence pair reduced by \(A(i)\). Check with Theorem 5.8 if this sequence
    pair \(\left(\boldsymbol{a}^{\prime}, \boldsymbol{b}^{\prime}\right)\) is bigraphic, and thus if the connection between \(v_{i}\) and \(c_{j}\) is permitted.
        if \(\left(\boldsymbol{a}^{\prime}, \boldsymbol{b}^{\prime}\right)\) is bigraphic then
            Set \(a_{i}=a_{i}-1\) and \(b_{j}=b_{j}-1\). This is the residual degree sequence after connecting \(a_{i}\) to \(b_{j}\).
            Make \(\left(v_{i}, c_{j}\right)\) a forbidden connection.
        else
            Remove the connection between \(v_{i}\) and \(c_{j}\).
            Add check node \(c_{j}\) to the nodes that has been checked for variable node \(v_{i}\).
        end if
    end while
```

In this algorithm we connect the highest degree variable node to check nodes. We could have also reversed the sequences in the pair $(\boldsymbol{a}, \boldsymbol{b})$ such that the highest degree check node is connected to variable nodes. A combination of both is also possible. The question if the choice of picking either check nodes or variable nodes is important requires further investigation. Another opportunity to optimize this algorithm is to question if we need to check if every inequality of the Gale-Ryser theorem is needed or if some inequalities can be reduced, since similar inequalities could have been checked before. The optimizations of the inequalities as described in the note of Tripathi and Vijay 38 can help with this. For example, in this note, it is stated that we only need to check the first $s$ inequalities, where $s$ is the largest integer such that $d_{s} \geq s$. We observe that, after adding an edge, $s$ decreases and thus less inequalities need to be checked.

## 6 Conclusion

To conclude, this thesis has focused on exploring the benefits of large girth Tanner graphs in generating irregular low-density parity-check (LDPC) codes with excellent performance, approaching Shannon's limit. The initial part of the thesis reviewed the theoretical background of LDPC codes. We have studied the encoding and decoding processes of LDPC codes, together with their optimizations. The goals of the thesis was first of all to explore the reasoning behind the usage of Tanner graphs with a large girth. The answer lies in the Belief Propagation (BP) decoding algorithm. We have seen that the BP decoder is optimal on Tanner graphs that are a tree, but since codes whose Tanner graph is a tree have a small minimum distance, these codes are not used. The BP decoder is near-optimal for Tanner graphs with a large girth, since they locally look like a tree. Therefore, the BP decoder is in practice very functional on large girth Tanner graphs.

The second goal of the thesis included the construction of large girth Tanner graphs. Luby showed that irregular LDPC codes have an even better performance than regular LDPC codes [9]. We therefore focused on generating large girth Tanner graphs for irregular graphs. The degree distributions of a code serve as a compact way to view the degrees of the nodes in the Tanner graph. To be able to construct a code with a given degree distribution we first of all need to know if there exists graphs that could represent this code. And if there exist multiple representations, we need to find a Tanner graph representation with a large girth. The first question is answered in Section 5.3 via the Erdős-Gallai theorem and the Havel-Hakimi theorem. The Gale-Ryser theorem is used to check if the degree sequences of a bipartite graph are graphical. For the second question we proposed an algorithm in Section 5.6 that uses forbidden connections as used in another context by Kim [45]. We do not know how effective the algorithm is, because it is not tested yet. In further work it would be important to see how the algorithm performs in real-world applications. Additionally, the algorithm can be possibly improved via multiple questions, as they are discussed in Section 5.6 .

I hope this thesis will inspire further research in this exciting and rapidly growing field.
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