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Abstract

The objective is to implement a neural network based on previous models like the ResNet/
EfficientNet/ Vision Transformers in order to classify x-rays in three different sets of categories;
nine different body part categories, the presence or absence of an instrument, and the presence or
absence of a fracture. The datasets consists of 45000 x-rays from the nine different classes, labeled
by physicians, for the body part classification matter as well as for the instrument detection. A
hip X-ray dataset was used for fracture detection, consisting of 468 patients and also labeled by
physicians. The methods used to solve this task consist of the implementation of three different
neural networks, the use of transfer learning from the ImageNet dataset, and the fine-tuning of
the networks to fit them to our problems. The data underwent normalization and augmentation
for both datasets, as well as concatenation for the fracture dataset. After collecting the results,
the final model is chosen based on the metrics collected after the testing stage. The Results
show great performance for both problems that were trained on the larger dataset. The body
part classification problem was solved by the three models almost. Equally, the best model being
Efficient Net with a logarithmic loss of 0.1053 and a Cohen Kappa score of 0.9940. For instrument
detection, the best model was ResNet101, achieving an AUC of 0.99 with a 95 CI of 0.95-1. Finally,
in the proposed proof of concept for fracture detection, the results did not surpass the ones of a
professional radiologist, achieving a sensitivity of 0.86, a specificity of 1, and an AUC of 0.93.
In conclusion, the results show that the creation of an automated pipeline for the creation of
x-rays patient registries is possible and achievable with a low error rate; the main limitation is
the lack of labeled data to aid the creation of the given pipeline. Therefore the main challenge is
the collaboration of medical staff for the creation of an initial database that can help to complete
the work that is often overlooked and avoided. Enabling the expansion of scope for many possible
applications of Al in the medical field.

1 Introduction

Registries are referred to as systems that gather and store information, and patient registry is
focused on collecting, storing, and recording health-related data. The term “patient registry” is be-
ing used to distinguish registries aimed to advance the efficacy, safety, quality, and distribution of
healthcare services and products; however, currently, a uniform definition of the word is still lacking
|Gliklich et all 2018]. World Health Organization (WHO) has described patient registries as “a file
of documents containing uniform information about individual persons, collected systematically and
comprehensively, to serve a predetermined purpose.” |Brooke and Organization, [1974] The Agency
for Healthcare Research and Quality (AHRQ) has defined a patient registry as “an organized system
that uses observational study methods to collect uniform data (clinical and other) to evaluate specified
outcomes for a population defined by a particular disease, condition, or exposure, and that serves one
or more predetermined scientific, clinical, or policy purposes.” |Gliklich et al., 2018] Furthermore, the
registries were described as “an organized system for the collection, storage, retrieval, analysis, and
dissemination of information on individual persons who have either a particular disease, a condition
(e.g., a risk factor) that predisposes [them]| to the occurrence of a health-related event, or prior ex-
posure to substances (or circumstances) known or suspected to cause adverse health effects” by the
National Committee on Vital and Health Statistics |Gliklich RE, Dreyer NA, Leavy MB, editors.]. The
development of routine patient registries and the digitalization of health data can provide valuable in-
sights into various health-related topics, leading to improved evidence-based medicine and healthcare
quality. AHRQ has suggested a set of standards for developing patient registries [Gliklich RE, Dreyer
NA, Leavy MB, editors.]. Firstly, the data must be collected naturally, meaning that the care patients
receive should be determined by both physician and patient and not by the registry protocol. Sec-
ondly, the purposes of the registry must be defined before the data collection and analysis. Thirdly,
the parameters in focus must be specified and consistently defined. Fourthly, the data collection for
each patient must be carried out uniformly, regarding the type of data being collected and the fre-
quency. Fifthly, the data must be reflective of patients’ clinical status. Finally, at least one of the
elements of the data must be collected actively to meet the purpose of the registry (commonly being
collected from patients or physicians) rather than to be inferred from other sources (administration,
pharmacy database, etc.). However, these guidelines are flexible, and exceptions could be applied in
certain circumstances|Gliklich RE, Dreyer NA, Leavy MB, editors.).

A patient registry could be a robust implementation to monitor the course of the disease, evaluate
the effectiveness of medical interventions, find contributing factors to the prognosis of the disease and



quality of life, examine healthcare utilization, and determine the quality of care |Gliklich RE, Dreyer
NA, Leavy MB, editors.]. Patient registries could produce a real-time, actual picture of the burden of
the disease as well as therapeutic practices and outcomes of patients and provide valuable information
for different stakeholders. A physician could use the registry to assess whether the disease is being man-
aged according to evidence-based guidelines, pay attention to specific aspects of the disease that might
be overlooked, or compare themselves to their peers. Furthermore, a payer could use the information
gathered by registries to evaluate which procedures, devices, and pharmaceutical products have higher
effectiveness. Registry-based studies could also benefit pharmaceutical and medical device companies
by demonstrating the performance of a product, developing hypotheses, or identifying the patient pop-
ulation that the product could be helpful for them. The U.S. Food and Drug Administration (FDA)
has implied that “through the creation of registries, a sponsor can evaluate safety signals identified
from spontaneous case reports, literature reports, or other sources, and evaluate the factors that affect
the risk of adverse outcomes such as dose, the timing of exposure, or patient characteristics.” |Gliklich
RE, Dreyer NA, Leavy MB, editors.] Although the use of registries has been increasing during the past
few decades, the areas that have gained the most attention were cancer and cardiovascular diseases,
and thus the need for the development of registries in other fields, such as orthopedics, is still unmet.
The burden of musculoskeletal (MSK) disease is forecasted to rise in the future, and it is estimated that
the prevalence of arthritis among the adult population will be increased to 25% in the U.S. by 2030
[Magaway and Malangal [2022]. This increasing incidence and prevalence of MSK conditions might
have been affected by age and lifestyle [Oh et al. [2011]. Besides, MSK conditions could influence
the economy directly because of the costs expended on the treatment and indirectly because of the
loss of productivity [Woolf et all |2012]. Given the growing prevalence of MSK conditions and the
rising healthcare expenditure, a trend towards systematically collecting data in patient registries has
appeared [Magaway and Malangal 2022]. Different stakeholders need to gather adequate and appropri-
ate information to facilitate strategies for preventing and managing MSK diseases. The development
of computerized patient registries in orthopedics could achieve this.

Orthopedic registry platforms have primarily aimed to collect data on joint replacements and other
orthopedic surgical procedures. The International Society of Arthroplasty Registries (ISAR) is cur-
rently being conducted in 31 countries [Magaway and Malanga) 2022]. Several U.S. national registries
have also been utilized, such as the National Trauma Data Bank (NTDB), the Veterans Affairs and
American College of Surgeons National Surgical Quality Improvement Programs (NSQIPs), the Kaiser
Permanente National Total Joint Replacement Registry (TJRR), Function and Outcomes Research for
Comparative Effectiveness in Total Joint Replacement (FORCE-TJR), the American Joint Replace-
ment Registry (AJRR), the Musculoskeletal Tumor Registry (MsTR), the Shoulder and Elbow Registry
(SER), the American Spine Registry (ASR), and the Fracture and Trauma Registry (FTR)[Magaway
and Malanga, 2022]. The last five branches of the registry were started in 2017 by the American
Academic of Orthopedic Surgeons (AAOS), and our research group at Mass General Brigham is re-
sponsible for supplying data.

The need to collect patient data in the form of registries comes from the lack of standards and proce-
dures in many institutions, where all of the data is collected but appears to be easily untraceable when
needed for projects later. In many cases, data coming from the emergency room is not adequately
stored or labeled due to the lack of time, and this problem often extends to general clinicians. There-
fore the application of artificial intelligence to help with the automatization of these tasks can enable
a large number of projects in the future.

The application of artificial intelligence (AI) models has been increasing in both biomedical studies
and clinics, showing their potential to improve different aspects of medicine, from screening to treat-
ment|[Castiglioni et all |2021]. A growing body of evidence shows that using A.I. models to detect
and classify bone fractures could save a considerable amount of labor, time, and resources|Meena and
Royl, 2022]. The potential of Al-based technologies to monitor patients, identify disease clusters and
estimate the prognosis of disease has made us propose an Al-aided registry database with which the
clinical decision-making process could be improved drastically. Therefore, we question if creating an X-
ray registry based on Al models is possible, where the task of clustering the images in different classes
is done automatically. Based on the previous evidence, it should be possible to do, but testing it with
specific patient data is necessary to validate its real impact and confirm the theoretical approach.



2 Artificial intelligence in medicine

Artificial intelligence has been defined in many ways. Still, in simple terms, we could explain it as
the science branch that helps artifacts such as computers make intelligent decisions based on the input
received. This comes with a set of technologies that allows machines to simulate human intelligence.
In many cases, simple tasks that humans can develop can be hard to replicate in a machine, especially
those involving our senses, like understanding words or recognizing objects. The advantages and
disadvantages of AI in medicine have been highly discussed in previous review papers such as [Yu
et al) 2018] or [Rajpurkar et al. [2022], showing that AI is not only feasible but can bring numerous
advantages to several fields of medicine. Al would allow for personalized healthcare as well as improve
diagnosis and help physicians to accelerate their work.

2.1 Traditional machine learning

Traditional machine learning models require patient data to make predictions, including age, sex,

and previous diseases, but can also include test results, medication, or symptoms. The models can be
supervised to classify or predict certain diseases or conditions present in the patient. Still, they can
also be unsupervised to extract more specific features that are not visible at first.
These models are highly relying on statistics, making them closer to traditional approaches and usually
easier to understand. It is the most widespread branch of artificial intelligence since it can be helpful
in endless situations. As long as there is patient data, and some kind of prediction or classification
involved, there is always room to attempt to solve the problem in this fashion. Uses in medicine can
vary from prognosis to diagnosis or even insurance approval which, whether we want it or not, forms
a part of the medical world [Rajkomar et all |[2019]. In most cases, the machine learning models end
up as tools for clinicians, who always have the last saying on every decision.

2.2 Deep learning

Stepping aside from the classical models and by the hand of neural networks, more complex models
have emerged through the years; the complexity allows for the models to extract small details from
the data, but at the same time, they require larger amounts of information to extract these details.
This opened the path to exploring images through machine learning and deep learning.

Images play a distinguished role in many fields of health, and nowadays, they are obtained through
a wide range of varieties such as X-Ray, MRI, CT, or ultrasound as some of the multiple variations.
Using convolutional neural networks (CNNs)|Shin et al.|, 2016], many features can be extracted from
the data, helping to predict or classify elements like cancer cells or fractures.

The main focus will be on imaging techniques for the detection of lesions as well as classification
techniques in medicine. These tasks have been approached in many ways, from MRI to micro-CT,
showing the capability of developing a fully functioning algorithm to predict fractures|Roth et al.l
2016, |Chmelik et all [2018, |Zhou et al.,[2018, |[Liu et al., 2021] or conditions |[Farooq and Hafeez, 2020].
Many previous advances have shown good theoretical results but need to be generalized and put into
practice.

2.3 Computer vision

The main type of ML or DL used for computer vision and image data is CNNs. With the ad-
vance of technology and simultaneous increase in computational power, they have been popularized
once again after remaining inefficient with old computing capabilities. The recent availability of large-
scale annotated datasets has allowed advances as more accurate and generalizable models have been
developed|Shin et al., [2016]. The tasks that can be achieved through this technology are countless,
as well as the different possibilities within architectures [Chea and Mandell, [2020]. Just in medicine,
they have been increasingly used for lesion detection, classification, segmentation, and non-interpretive
tasks. Some specific uses stated by Pauley Chea et al. include cartilage segmentation, skeletal bone
age assessment, or automated quantification of osteoarthritis[Chea and Mandell, 2020].



2.3.1 Convolutional neutral networks

CNNs are a machine learning model that extracts features from an image, gathering those con-

sidered important and discarding the non-relevant ones. The output can vary from a classification
to a prediction or regression. Many architectures have developed through the years to achieve the
maximum potential for every specific problem. Some of the most important variations in health are
classic CNNs, U-Net, and GANSs.
As the most used structure for image processing, many variations and types of architectures originated
from it. The basic shape consists of a series of convolutional layers that apply filters to the pixel data
to extract the features from the desired image. Each filter will make the image smaller and extract
more relevant features. The last layer can vary depending on the purpose of the model, but mainly it
is a prediction of whether there is something in the image or if it belongs to a certain class. There are
already many algorithms that help find bone fractures and lesions in different types of medical images,
such as the one from Holger R. Roth et al. detecting fractures on spine CT where they achieved an
area-under-the-curve of 0.857 while marking the location of 55 displaced posterior-element fractures
in 18 trauma patients[Roth et al., 2016 or Jiri Chmelik et al. classifying difficult to define metastatic
spinal lesions on 3D CT data|Chmelik et al., 2018].

2.3.2 Classification

From the previously mentioned task, we will focus on classification, as this work aims to enable
the automatic classification of X-rays to enable a better way of dealing with the great amount of data
generated every day.

Aside from medicine, where it has numerous purposes|Kim et al.l [2019] [Litjens et al. [2017], many
innovative breakthroughs have been coming up in recent years in the classification task. Remarkable
issues include the creation of large datasets in common objects such as IMAGENET|Deng et al.|
2009, [Russakovsky et al. |2015]. This has allowed the appearance of many pre-trained models that
can be used in problems with smaller datasets. Some of the models that have made a difference in
the field include AlexNet, which in 2014 changed the way of looking at deep convolutional neural
networks|Krizhevsky, 2014], GoogleNet[Szegedy et al. [2014], ResNet[He et al.| [2015].

More recently, several new ways of approaching CNNs came to the scene, bringing different perspectives
and innovations in different niches. One of the main points in the newer methods is the efficiency in
the training for the deployment of models in small devices. EfficientNet has it on the name, and
MobileNet follows its steps to aim for an even smaller number of parameters|Howard et al.l [2017, Tan
and Le| [2020]. Finally, with the appearance of attention models and the spread of transformers from
natural language processing to the rest of the fields of Al, both have made their entrance into the field
of computer visionDosovitskiy et al.| [2021], Dai et al. [2021].

3 Model architecture

From the main classification architectures ResNet101, EfficientNet, and Vision transformer were
chosen to tackle the registry problem. The reason behind this decision was their performance on the
ImageNet dataset for both Efficient Net and the transformers as well as the standard benchmarking
purposes of ResNet101.

Another reason was the difference in architectures and purposes that these models entail, bringing
variety to the experiment and achieving a greater scope on the possible final model.

3.1 ResNetl01

Residual neural networks were designed in order to ease the process of training and learning of
deep neural networks. One of the main challenges in training deep neural networks was the problem
of vanishing gradients, where the gradients of the parameters with respect to the loss function become
very small as the data flows through the network, making it difficult to optimize the parameters using
gradient descent. This can be particularly problematic in very deep networks, where the gradients
can become so small that they effectively ”vanish” and the network is unable to learn. Unexpect-
edly, the gradient degradation is not caused by overfitting and adding more layers to the model lead



to higher training error, as reported in the paper by Christian Szegedy et al. ”Going deeper with
convolutions” [Szegedy et al., [2014]. To address this issue, the concept of ”residual connections” was
introduced, which allowed the gradients to bypass one or more layers in the network to learn even
when it is very deep[He et al.| [2015].

This type of architecture has been widely used in medicine for the classification of images, mainly in
the detection of diseases or conditions[Zhang et al. 2020, |[Farooq and Hafeez, 2020], and being one of
the most used models through all the fields, conforms a great benchmark tool. In many cases, smaller
models have been used such as ResNet18 or ResNet50[Zhang et al.l 2020, Farooq and Hafeez| [2020]
He et al. [2015]

3.2 EfficientNet

EfficientNet is a family of convolutional neural network (CNN) models developed by Google that
have achieved state-of-the-art accuracy on various image classification and object detection tasks while
being smaller and faster than many other models. The goal of EfficientNet is to improve the efficiency
of CNNs, which can be measured in terms of the number of parameters (weights and biases) in the
model, the amount of computation required during training and inference, and the number of bits
required to represent the model.

EfficientNet models are constructed using a compound scaling method, which scales the model’s di-
mensions (such as the width and depth of the network) and the resolution of the input images. By
scaling all of these factors together, the authors of EfficientNet were able to achieve better performance
with fewer parameters and less computation than other state-of-the-art models.

EfficientNet was introduced in a paper published in 2019 by Mingxing Tan and Quoc V. Le: "Effi-
cientNet: Rethinking Model Scaling for Convolutional Neural Networks.” [Tan and Le, |2020]. Since its
introduction, EfficientNet has been widely adopted and has achieved state-of-the-art results on various
tasks, including image classification on the ImageNet dataset, object detection on the COCO dataset,
and face recognition. It has also been used in several applications, such as image classification in
mobile devices and large-scale image search engines|[Howard et al.| 2017, [Dosovitskiy et al.| [2021].

3.3 Vision Transformer

Vision transformers are a type of neural network architecture that has recently gained popularity
in computer vision. They are based on the transformer architecture, originally developed for natural
language processing tasks such as machine translation and language modeling.

The transformer architecture is known for its ability to process sequential data in a parallelized manner,
using self-attention mechanisms to capture long-range dependencies in the input data. Its architec-
ture makes it particularly well-suited for tasks that require understanding context and relationships
between words or tokens in a sequence.

In computer vision, vision transformers have been used to perform a wide range of tasks, including
image classification, object detection, and segmentation[Atito et al. 2021, |[Paul and Chenl 2021]. They
have also been used for video recognition, visual question answering, and reasoning. The key concept is
the processing of image patches sequentially imitating sentence processing to achieve an understanding
of the input[Dosovitskiy et al.| [2021].

Several vision transformer models have been developed and shown to achieve state-of-the-art perfor-
mance on various tasks in computer vision. Some examples include ViT (Visual Transformer) by
Google Research, DeiT (Distilled Education-aware Image Transformer) by Facebook Al, and ResNet-
Transformers by Microsoft Research|Dosovitskiy et al., {2021} [Touvron et al, 2021, |Zhang et al.| [2021].

4 Data Analysis and Processing

Two datasets were used for the creation of our patient registry pipeline. The main one was the
body part dataset, allowing us to classify each X-ray into its body part and also to identify the presence
of an instrument in the X-ray. The second dataset was the hip fracture dataset, serving as a proof of
concept. Our pipeline’s final goal is to be able to classify the X-rays into a body part, the presence of
instruments, and the presence of a fracture. But due to the lack of fracture data, this had to be done
separately for the moment.



4.1 Body part data

The dataset for body part classification and instrument detection consists of a set of 51262 high-
quality X-rays from 9 different categories, as seen in table ankle, elbow, foot, hand, hip, knee,
shoulder, spine, and wrist. In each of the categories, the data is divided into two different categories,
Instrument vs. no instrument; in the instrument category, some element has been placed, such as nails,
screws, or prostheses. Some exclusion criteria were applied, removing images including body parts with
a great level of deformity, amputations, or operation room X-rays that include many pieces of material
such as scissors. The images were screened by both physicians and medical students to ensure that
every image corresponded to its category, both for body parts and the presence of instruments.

Body part | Instrument | No Instrument | Total
Ankle 915 5948 6863
Elbow 579 5157 5736

Foot 498 5960 6458
Hand 197 5323 5520
Hip 1426 2647 4073
Knee 1369 5002 6371
Shoulder 591 5038 5629
Spine 950 3755 4705
Wrist 523 5384 5907
Total 7048 44214 51262

Table 1: Summary of all the images present in the system.

All the images selected for the study were deidentified so that the identity of the patients could
remain private. As visible in the distribution, the categories are not too different in numbers, which
made it easier for division of data between train, test, and validation. After removing images that
were not useful, the final dataset was composed of 4320 images for testing, 8640 for validation, and
30240 for training.



Body part Instrument No Instrument | Body part Instrument No Instrument
Ankle Elbow
Foot Hand
Hip Knee
Shoulder Spine
Wrist

Figure 1: Sample of each category showing both hardware and no hardware images.

4.1.1 Class similarities

Some of the categories present similar cases of images. Due to this problem, medical professionals
revised the data to come to a consensus on how to divide overlapping categories.

Ankle vs. Foot. In the foot and ankle case, the main point was lateral views that included some

parts of the leg. For this problem, the chosen threshold was the fingers. If all of the fingertips are
visible in the X-ray, it will be considered a foot X-ray. Otherwise, it will belong to the ankle category.

Hand vs. Wrist. The consensus for this problem was similar to the previous one. If all fingertips

are included, the image will be classified as hand. On the contrary, an image that does not show the
fingertips and usually shows more parts of the arm will be the wrist.



Hip vs. Spine. This case presents more difficulties to separate. The spine category shows several
types of images, ranging from the head all the way to the sacrum, so the separation between frontal
or AP hip X-rays and a lower spine one is ambiguous. The final medical approach was to classify as
hip those images that show a complete view of the hip.

4.1.2 Processing

In the case of the body part classification, the data classes were sufficiently balanced to train the
models. Therefore the split was straightforward, and the data were divided randomly into three sets,
10% for testing, 20% for validation, and the remaining 70% for training.

On the contrary, in instrument detection, the distribution of the data was not even. The division
was 85% of the images without an instrument and only 15% with the presence of it. Therefore some
strategies were considered in order to balance the dataset. Finally, and in order to keep as much
information as possible, weighted random sampling provided by PyTorch was used to upsample the
minority class, with no instrument. For this task, an array was created with the probability of each
individual case to be selected by the training data loader.

To achieve a greater generalization of the models and better performance, data augmentation was
performed on the training dataset, generating more data points for the training phase. Simple methods
were used, random flip on the vertical axis and a random rotation of 90 degrees. Other methods, such
as cropping, were not viable since images would change the category if some parts were removed. The
training data was also used to extract the mean and std for the channels of the dataset. After this
was done, normalization was performed to standardize every image.

To ensure the correct input to the model, images were resized to 224x224. The choice was made
based on the architectures selected for the problem, the standard model input for the three models is
224x224, and the tasks were not complex enough to need more information.

4.2 Hip fracture data

The Hip fracture data were collected from a study based only on the detection of fractures in the
The exclusion criteria were 1) the presence of hardware, 2) missing one view, 3) having any artifacts
on the images, fractures in the shaft without any fracture in the proximal part, and lesions other
than fractures that change the normal texture of the bone including tumors, union deformities after
a previously detected fracture, cysts, masses, etc. Images were screened by three expert physicians
who were trained and familiar with the detection of hip fractures on radiographs. In cases where there
was a lack of consensus among the reviewers, patients’ records, including CT and/or MRI if available,
examinations, and reports from outside the center were screened to reassure the diagnosis. In total,
220 patients (440 radiographs) with proximal femoral fractures were detected and assigned to the case
group. From the same data source, 261 individuals (522 radiographs) who did not have any history of
fracture or trauma to the femur were assigned to the control group.

No fracture Fracture

Figure 2: Hip X-rays combining lateral and AP views.



4.2.1 Data preparation

The dataset comprised high-quality radiographs that were directly obtained from the data man-
agement software used in our institution (EPIC, Ver. 2021) in a .jpeg format. Data augmentation
was performed. This included a random rotation between —90 and 90 degrees and a random flip of the
image. The dataset had a total of 962 image sets (AP and Lateral combined) afterward. The outcome
of our algorithm was the detection of hip fracture; thus, it was a dichotomous outcome of yes/no
fracture. Our CNNs (convolutional neural networks) were trained using the combined views, AP, and
Lateral together, which could enable us to improve the accuracy of diagnosis compared to using only
one view in the training. The dataset was randomly split with a 70:20:10 ratio into a training set,
validation set, and test set, respectively.

Images were merged to contain both the AP view and lateral view. Before feeding the model with
the images, they were normalized following the training dataset mean and std and resized to (224,224).

To ensure that the model would fit the data, the input layer and the last layer were modified to
accept the size of the combined radiographs. The result was a dropout layer followed by a single-unit
dense layer to perform the classification, 1 for fracture and 0 for no fracture present in the radiograph.
The models were then trained on the training set of each of the combinations, using retrained weights
provided by Torchvision, and validated on the validation set. For this process, Adam Optimizer, with
a learning rate of 0.001, was used. The batch size was kept at 32, and the epochs were limited to 100
with no convergence stop before the 100 epochs. Finally, the performance was measured on the test
set, completely independent from the previous two training and validation sets.

5 Methods

For each of the three problems, the approach was the same; the three mentioned models were used
to tackle the challenges. The model’s weights were loaded from torchvision available weights from
ImageNet training. After that, the last layers were modified to fit each of the problems and models.
Finally, the models were retrained on the new data with a low learning rate to keep all the learned
information.

5.1 Body part classification

For the initial problem, which was classifying body part X-rays into 9 different classes, several
models were considered. The final decision was EfficientNet, ResNet, and Vision Transformers, entail-
ing different branches of computer vision architectures that have been proven to achieve outstanding
results in multi-class classification problems, such as in the ImageNet dataset. To implement these
models, the approach selected was transfer learning, and the framework was PyTorch, as torchvision
provides the weights for the three of them trained on IMAGENET. Pytorch also provides a CUDA
connection to make the training faster through the use of GPU.

5.1.1 Architecture modifications

The architecture of the models was modified to fit the 9-class classification, as mentioned before.
For ResNet 101, the last fully connected layer was substituted by a RelU layer, a Dropout layer, and
a fully connected linear layer with 9 classes. For the other two models, the same modules were added.
In the EfficientNet case, the classifier module was removed, and in the Vision transformer, it was the
heads. This way, we achieved a customized outcome for our specific challenges.

5.1.2 Training

For the training process, there are several aspects to have in mind; the optimizer selected was Adam,
and the learning rate is an important factor to take into account. As the models are already loaded
with ImageNet weights, we did not want to use a large learning rate, but since it is transfer learning
and not feature extraction, the weights still need to be modified. A learning rate scheduler was used

10



with several steps, starting at 2x10-5 and multiplying the learning rate by 0.5 after several milestones.
The batch size was set to 16, and the number of epochs was set to 100, which was a sufficient number
for convergence, but also a convergence threshold was established to avoid overtraining and overfitting
the model to the training set.

Finally, the loss function used was cross-entropy loss with a label smoothing of 0.1 to achieve better
performance and cover the small imbalances in the dataset. This method for training was used for the
three proposed models.

5.2 Instrument detection

The problem of instrument detection was more straightforward than the body part classification,
as it is a simple task without any type of conflict, whether there is or not. For this problem, tubes,
syringes, lines, intravenous (IV) lines, and casts are not considered instruments. On the other hand,
metallic hardware or instruments will be included in the positive category. Some examples include but
are not limited to prostheses, nails, screws, plates, spacers, or k-wire.

5.2.1 Model and training

Instrument detection can be categorized as a binary classification task. In this category, models
such as the previously used ones also tend to perform well. Therefore we decided to use the same three
models. The approach of transfer learning was the same as from the previous problem, keeping the
learning rate to a small number in order to not modify too much of the information learned in the
previous dataset. But in this case, the final classification was binary, so only two classes needed to be
predicted.

During the training, the approach was the same as the previous case for most of the parameters. The
batch size was 16, the maximum number of epochs was 100, and a convergence threshold was set to
avoid train-set overfitting. The learning rate was again 2x10-5 and multiplied by 0.5 every 10 epochs.
In this case, there was no label smoothing, but as in mentioned in the data analysis section, the data
was not balanced, and a weighted random sample had to be implemented in the training data loader.

5.3 Fracture detection

Finally, for fracture detection, only the model for Hip fracture was developed, serving as a place-
holder and proof of concept for the future steps in the project. The problem presented itself as a
binary classification but can be extended in the future to include several types of fractures in the
classification. Therefore, the models used were really similar to the previous ones.

5.3.1 Model and training

In this case, the input of the model was two images. To keep the proportion of the images, the
resize was done to 448x224. Therefore, the input layer of the models had to be modified. In the case
of the ViT, there was a problem when trying to set the input to the one mentioned, as the model
provided by torchvision would not allow for the change. Therefore, for the ViT, the input remained as
in the previous approaches, 224x224, and results are expected to be worse than in the cases of ResNet
and EfficientNet.

For the remainder of the process, the same approach as in instrument detection was used in every way.

5.4 App

To combine the functionalities of the three problems into one framework or tool, a web application
was developed using Django in Python. The main purpose was to showcase the results and allow the
potential user to test the 'model’.

The use of the app was developed to be easy for the end user, several images could be uploaded to the
application. The images were transformed and normalized following the training dataset distribution
and fed into the BPC model, yielding a result for the total of the images. When the body part class
is selected, the images are then processed for the detection of instruments.

Finally, for fracture detection, images can be uploaded by pairs conformed by a front and an
AP view. If this is the case, the images are joined into one and then processed to be fed into the
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corresponding fracture detection model. The only fracture detection model implemented is the hip,
with the possibility to include future developed models for the rest of the body parts, either for fracture
detection or any other purposes.

An alternative local application was also developed to organize folders by body part and the
presence of instruments. This app can be run through the terminal with Python, and a folder to
organize would be the input, and the application will organize the files in a different given folder.

6 Results

To perform tests on the different models, we need to differentiate the body part classification and
the instrument detection, which both were trained in a large dataset in comparison to the fracture
detection algorithm, which dataset was notably smaller, but also the difference between multi-class
classification and binary classification.

6.1 Body part classification

The results for the body part classification were similarly excellent for the three of the models,
achieving accuracies up to 99%. This is due to the fact that the body parts that were chosen to
classify present great differences in their anatomy. The classes that were closer in anatomy are clearly
the ones that presented more misclassifications. As seen in figures and [5| the class with the most
misclassifications for the three models is the ankle, where 8-10 images, 0.017%-0.021% of the ankle
images were classified as a foot. This was one of the main class similarities reported previously. As for
the other class similarities, the three models were capable of differentiating the classes with a maximum
of 3 misclassified images and only one in most cases.
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Figure 5: Vision transformer confusion matrix of body part classification.

To compare the models, calculating one vs. all ROC-AUC was intended, but it is almost impossible
to distinguish them as they are all too close to 1.00. Therefore to compare the models, other metrics
were selected to detect differences in an easier manner.

Model Logarithmic loss | Matthew’s correlation coefficient
ResNet101 0.1098 0.9937
EfficientNet 0.1053 0.9940
ViT 0.1097 0.9934

Table 2: Results of body part classification.

The metrics chosen in this case were Logarithmic loss, also referred to as cross-entropy loss. The
interesting side of this metric is its inherent use for probabilistic cases, which matches our scenario.
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The binary formula can be found ahead, but it can be extended for multiple classes:

The other metric included is Matthew’s correlation coefficient (MCC), which involves true positives,
true negatives, false positives, and false negatives. It is a symmetric measure unlike precision and recall
and ranges between -1 and 1, being 1 a perfect classifier. In our case, similarly to the AUC, it is close
to 1 but reassures the fact that the EfficientNet is the best model. Matthew’s correlation coefficient

Liog(y,p) = —(ylog(p) + (1 — y) log(1 — p))

formula is the following.

As seen in the table [2| the metrics are close to each other, but if we have to choose a model,
EfficientNet would be in the first place. It performs slightly better on both metrics, but we have to go

TP+«xTN —FPxFN

MCC =

/(TP + FP)(TP+ FN)(TN + FP)(TN + FN)

to the third decimal place in order to find the difference.

6.2 Instrument detection

Instrument detection is again a simple task for humans but can present some more difficulties for
the machine. The main reason behind this statement is the presence of miscellaneous elements in the
images, such as IV lines, tubes, syringes, or even rings in hand X-rays. This can generate confusion
as many of the mentioned items can appear in similar shapes or brightness as the items we want to

detect, such as nails, plates, or screws.
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better than ViT. The amount of data presented to learn and solve the problem was enough to solve
the task in a great way, and this allowed all of the models to learn well the differences between the
two desired classes.
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Figure 7: ResNet101 confusion matrix for instrument detection.
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Figure 8: Efficient Net confusion matrix for instrument detection.
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Model AUC Sensitivity | Specificity | Youden In. F1 Score Accuracy PPV NPV
ResNet 0.99 0.97 0.99 0.96 0.96 0.99 0.95 0.99
(0.97-0.99) | (0.96-0.98) | (0.99-0.99) | (0.95-0.97) | (0.95-0.97) | (0.99-0.99) | (0.94-0.97) | (0.97-1.00)
EffNet 0.99 0.97 0.99 0.96 0.95 0.99 0.94 0.99
(0.97-0.98) | (0.95-0.98) | (0.99-0.99) | (0.94-0.97) | (0.94-0.96) | (0.98-0.99) | (0.92-0.96) | (0.99-1.00)
ViT 0.99 0.95 0.99 0.94 0.94 0.98 0.93 0.99
(0.96-0.98) | (0.94-0.97) | (0.98-0.99) | (0.93-0.96) | (0.93-0.95) | (0.98-0.99) | (0.92-0.96) | (0.99-0.99)
Table 3: Results of the models in instrument detection.
After getting the results, we performed some analysis of the miss classified images. For the false
positives, in almost every case, some other miscellaneous element was present in the x-ray, while thin
screws or strange angles mostly covered the false negatives where the instrument was barely visible.
Some misclassifications were also detected, and the errors were divided into the main classes found.

Model Misslabeled | FP | FN | HighSatFP | SpineFP | KneeFP | SpineFN | FootHandFN | PoorQ
ResNet101 12-9 13 2 15 5 6 4 7 2
EfficientNet 14-8 13 4 5 7 3 5 11 2

ViT 14-10 13 8 3 4 2 15 14 4

Table 4: Missclassifications on instrument detection.

We can see in table [] that depending on the classifier, the errors were divided in different ways,
EfficientNet has an even distribution of the errors, making it the most reliable model when gener-
alizing for different scenarios. On the other side Vision transformer shows more problems detecting
instruments in spine X-rays and foot or hand X-rays. Finally, the ResNet has difficulties distinguishing
high-saturation images from instrument ones.

6.3 Fracture detection

The fracture detection problem is presented in the project as a potential pipeline application; hence
it is not supported by the same dataset or amount of data. This, in addition to the jump in complexity
from the other parts of the system, makes it the worst-performing section. Although this task’s per-
formance is lower than a professional radiologist’s, it is typically trained with just over 450 patients,
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making it too complex for the machine to learn in such a low amount of cases. It would be interesting
to investigate the accuracy of a novel radiologist with as little experience as 450 images would achieve
and compare it with the one our model achieves. Some studies have been carried on previously, show-
ing that postgraduate year physicians show a median accuracy of 0.70, a sensitivity of 0.58, and a
specificity of 0.82 for predicting hip fracture in X-rays. On the other hand, experienced physicians
such as orthopedic surgeons or radiologists show median accuracies of 0.94-0.96, median sensitivities
of 1.00-0.99, and median specificities of 0.87-0.94, respectively [Cheng et al., [2020]. The results of the
novice physicians show a great improvement when accompanied by the model. also shown in Duron
et al. study of 2021, Assessment of an AI Aid in Detection of Adult Appendicular Skeletal Fractures
by Emergency Physicians and Radiologists: A Multicenter Cross-sectional Diagnostic Study [Duron
et al.l [2021]

Our results show that there is room for improvement to reach the level of experienced physicians, but
also show the need for more images, as our model with a lower amount of training images outperformed
low-experience physicians.

Model AUC Sensitivity | Specificity | Youden Index | F1 Score Accuracy PPV NPV

Resnet101 0.93 0.86 1.00 0.86 0.92 0.94 1.00 0.90
(0.82-1.00) | (0.65-1.00) | (1.00-1.00) (0.65-1.00) (0.79-1.00) | (0.84-1.00) | (1.00-1.00) | (0.75-1.00)

EffNet 0.90 0.79 1.00 0.79 0.88 0.91 1.00 0.88
(0.77-1.00) | (0.65-1.00) | (1.00-1.00) (0.65-1.00) (0.75-1.00) | (0.78-1.00) | (1.00-1.00) | (0.81-1.00)

ViT 0.81 0.57 1.00 0.57 0.73 0.81 1.00 0.75
(0.65-0.91) | (0.41-0.82) | (1.00-1.00) (0.41-0.82) (0.52-0.90) | (0.67-0.94) | (1.00-1.00) | (0.57-0.91)

Table 5: Results of the models for hip fracture detection.

As seen in figures[I0JTT][12] and [I3|[T4][I5] the ViT model performs the worse out of the three proposed
methods, as mentioned in the [Model architecturd section. The input of this model had to be resized
to smaller dimensions than the other two due to the fixed architecture of the model provided by
torchvision. This causes information loss and therefore is one of the causes of the lower performance
in the model.
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Figure 10: ResNet101 ROC AUC for hip fracture detection.
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Figure 12: Vision transformer ROC AUC for hip fracture detection

Again, in the binary classification task of detecting a fracture, the ResNet101 performed the best
with an AUC of 0.93. It is important to note that the ResNet model never misclassified a real fracture,
which is the most important issue in medical problems such as this one, as missing a fracture could
potentially cause a worse scenario in the patients’ health. Although the ResNet presents itself as the
best performing model, it has to be mentioned that Efficient net achieved almost identical results, with
only one more error, in almost half of the epochs of training(45 vs. 87).
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It is visible from the results that the mistakes in the classification come when finding fractures,
as the specificities shown in the three tables are 1.00. The models tend to have problems finding the
fracture rather than confusing other features with a fracture. This problem can be solved by imputing
higher-resolution images into the pipeline instead of downsizing the images to 448x224. Still, also,
with the addition of extra x-rays, the models could improve, as 468 cases are barely enough to learn
for the computer.

7 Explainability

When it comes to explainability and interpretability, machine learning and especially deep learning
models indeed entail more complex problems than the classical models or statistical approaches. Even
more, as the models have evolved and improved, their complexity has increased too. This leads to a
clear trade-off between the performance of the models and our ability to explain and interpret them.
This would not be a problem in other fields, but in medicine, it is necessary to know how the decisions
are made, as the health and life of the patients are in our hands.

But what do we mean when we talk about interpretability and explainability? There have been
several papers trying to define these widely used concepts, especially in the field of medical technology.
However, they are vaguely understood. F. Doshi and B. Kim establishes the idea of interpretability
as ”the ability to explain or to present in understandable terms to a human”, while on the other side,
explainability can be defined as the ability to explain what the model does. This can vary depending
highly on the type of model or problem that it is being faced [Doshi-Velez and Kim), 2017]. In the
case of black box models, explainability has been addressed in many ways. M. Fox, D. Long, and D.
Magazzeni surveyed a wide variation of black-box models to "open” the box and understand every
model separately and to be used for similar approaches[Fox et al., |2017].

A different view on the problem has led to the development of algorithms that try to explain
the existing models. Although there are machine learning models such as decision trees or statistical
analysis that are easily interpreted, black box machine learning and deep learning are the best when
it comes to performance, and trying to explain them is not easy. Therefore models like saliency maps
or GRAD-Cam have been implemented.

Many methods have been reviewed by P. Linardatos et al. [Linardatos et al., 2020], but we will be
focusing on those which would be useful for the previously discussed models.

Several methods have been proposed to understand the complexities of machine learning, and the
most succeeding among those tend to be the ones that assign different values to the different inputs.
The gradient is a methodology that quantifies how an input dimension could change the output values
[Simonyan et all [2013]. Those methods were improved and used as a base for the forthcoming.
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Another type of validated method for CNN explanation is the Grad+CAM, coming from the gradients
and the class activation map that can produce visual explanations for the important areas in the model
choice[Selvaraju et al.| [2020].

In essence, the trust in the models by the physicians is key to the progress of Al in medicine. A
model or technology which is not understood can sometimes be overlooked as it is, thus, untrusted.
All these methods bring some clarity to the decision-making, which can bring the physicians together
to accept in an, easier way new technologies in healthcare.

After performing some analysis of the models developed, we can see as an example several images
and how they could come to help the decision-making, emphasizing the areas of the image that influence
the models’ decisions.

Figure 16: Saliency maps for hip fracture detection.

In figure the images show different examples of what the original images and the saliency maps
look like. This conforms to an essential part of the project’s next steps; it is already achievable and
can be used to speed the process and decision-making of physicians for those images that are not
clear which class they belong to. Therefore this tool could not only become a trust source for the
implementation of the automatic patient registry in hospital software but also a complementing tool
for many physicians, especially the inexperienced ones, to perform their daily tasks in a more accurate
manner.

Explaining what happens inside black box models such as neural networks is always complicated,
especially for non-technical audiences, and even for knowledgeable audiences, it can bring some concern
and lack of trust, depending on the input sources. Therefore, this topic must be addressed and could be
one of the potential improvements for patient registries, where each image is stored with its respective
”explanation” or heatmap of attention. This would help their quality assurance, becoming a second
check in selecting the category for every image.

8 Discussion

The study shows exceptional results in the three sections, achieving remarkable metrics, especially
in the body part classification task; no more than 30 images were misclassified in a 4320 image dataset,
which is insignificant in this context. The same conclusions can be extracted from the instrument
detection task, where the results were slightly worse, mainly due to the presence of miscellaneous
objects in the X-rays. Even though the physician’s selection process removed X-rays that were not
standard, different objects can be present in normal X-rays that can lead the model to incorrect
predictions. This step could be potentially added to the next stage of the pipeline, where undesirable
images are removed from the pipeline. This would be done in a similar fashion to the other problems.
The main limitation of this study is due to the origin of the dataset, as all of them are X-rays
standardized by the Massachusetts General Hospital system. Therefore, the model can be overfitted
to the dataset. Although being overfitted to the dataset provided by the hospital can seem like a
problem, it can be solved by externally validating the system with new data and adding this external
data to the training pipeline. The idea behind these models is to showcase the improvement that
current systems would undergo by adding intelligent autonomous systems like the one proposed.
Another possible downfall of the project is the thresholds established for the classification of each
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part, as mentioned in the similarities subsection Different institutions or countries can establish
different rules, creating a confusing data input for algorithms as the one developed. Therefore, it
would be necessary to reach a consensus on details like this. Nevertheless, this sometimes is close to
impossible, and, in this case, training the models according to the available data categories can be an
option. Adjusting to successful model categorizations would also work to take advantage of models
trained by larger institutions that have access to more data. On the other side, the potential is clear.
It is only left for institutions to implement and start using Deep Neural Networks to improve their
data pipeline and create patient registries to enable future studies.

Finally, the proof of concept for hip fracture detection shows one of the multiple extensions that
our algorithm could bring into the creation of patient registries. Creating endless opportunities and
improvements in how we see research and data access at the moment. It has also opened the door to
discussing whether it can be applied to different problems and challenges, given the great performance
of the models. The simplest next step would be identifying different conditions in the X-ray domain,
but why not take it further and test its functionality in the 3D spectrum? These models, including
specific variations to adapt to the input, are worth trying and implementing to detect several conditions
in images such as MRIs or CT scans.

Based on the performance of different algorithms, a different one could be implemented for each
classification task, for example, dividing the data into the well-known ICD codes, which nowadays serve
the purpose of looking for patient data, but if this could be automatized and become independent of
the willingness of physicians to annotate every single case, new patterns, and diseases could be studied
in the field of medicine.

After showing the feasibility of task automation, we can only conclude that the addition of the three
models now, but many in the future, to a single platform is necessary to keep making progress in a
field where in many cases, research fails due to lack of data, or data accessibility.

Other possible obstacles worth mentioning are the regulations in every country and the ethics behind
such products. It has to be treated as an aid to physicians to guarantee the best practice and research
possible, and minimum standards should be established to keep a high-quality health system. Approval
by the government is necessary, as well as for the institutions in which it will be implemented. This
can lead to a long process in many cases, especially with the low amount of regulations and trust in
Artificial Intelligence. Regardless of the drawbacks, Artificial Intelligence and, more specifically, Deep
Neural Networks have arrived in our times with the increase in computing power, and it is only in our
hands to use them to improve our life quality and power our research to make the most out of the
resources we have. A world with close to 8 billion people will keep creating data, and it is necessary
to use it in the best way possible, and this starts with having it well organized.
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10 Code and data availability

The source code for the project can be found here: https://github.com/joseacitores/MSC_
Registry
The data used for this project is confidential as it contains patient data owned by Massachusetts
General Brigham and cannot be disclosed.
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