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Abstract

One of the difficulties of artificially generating Mandarin Chinese text is the question of which
classifier - a linguistic unit obligatory in numeral expressions - to choose in a given context. Several
algorithms for classifier choice have recently been developed and assessed using a corpus-based eval-
uation. The best-scoring algorithm was a BERT classification model. However, evaluating classifiers
based on a corpus provides a conservative score: it classifies each non-matching classifier as incorrect,
while native speakers might acknowledge multiple different classifiers as a correct option. Since the
ultimate goal of NLG should be the generation of texts that are useful to humans, we decided to
perform a human evaluation in addition to the corpus-based one. We conducted two experiments; the
first was a standard NLG evaluation, and the second was a more linguistically motivated experiment
focusing on only true classifiers (a specific subset of Mandarin classifiers). We found that, according
to human readers, BERT consistently performs better than the other models, agreeing with the corpus-
based evaluation. However, we found no difference in the evaluation scores between BERT and the
human-produced sentences in the corpus. This is remarkable, because the corpus-based evaluation
suggests a large gap between BERT’s score and the corpus’ score. This result suggests human readers
are more accepting of variations in classifier choice than previously thought.
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1 Introduction

Classifier words, or simply classifiers, are linguistic units that are obligatory when a noun is modified
by a numeral. They are a common linguistic phenomenon in many East-Asian, Australian, African
and American languages [Allan, 1977]. In non-classifier languages such as English, uncountable (mass)
nouns need some measure word - a kind of classifier - in numeral expressions (e.g. “three drops of 0il”,
in which the measure word is “drops”). Countable (count) nouns can be modified by a numeral without
needing an additional element (e.g. “three pens”). In classifier languages, of which Mandarin Chinese
is a prime example, all nouns must be accompanied by a classifier in numeral expressions. Comparing
the phenomenon directly with English mass nouns, the construction of the numeral expression is
similar; in Mandarin san di you “three drops of 0il”, the classifier di jfi§ can be directly translated to
English “drops”. On the other hand, a direct comparison like this is not possible with English count
nouns; in Mandarin san zhi bi “three pens”, the classifier zhi 3 is obligatory, while such an element
does not exist in English.

Mandarin classifiers can roughly be divided into measure words (modifying nouns corresponding
to English mass nouns) and true classifiers (modifying nouns corresponding to English count nouns).
While measure words create a measure to quantify the noun, true classifiers only classify the noun.
Choosing the right classifier to use is not a straightforward task. For measure words, you need to know
the quantity of the entity you are talking about. The problem is different for choosing the right true
classifier. True classifiers often provide a semantic indication of the corresponding noun, where it is
important to note that a single classifier can be associated with multiple semantically distinct groups
of things. Simultaneously, multiple classifiers can often be paired with the same noun. This does not
change the noun’s meaning, but instead influences various other semantic qualities (e.g. politeness,
number, formality). To complicate true classifier choice even further, in some cases it is not clear why
one classifier is chosen over the other, or the classifier may even affect the meaning of the noun.

These are difficulties we encounter when we want to automatically generate Mandarin classifiers.
Multiple NLG models have been developed that generate Mandarin classifiers, the most recent ones
described in [Jarnfors, 2021]. Of these most recent models, one is an LSTM model, two models are
based on BERT, and another one is a transparent rule-based model. The performance of these models
has been assessed by a corpus-based evaluation in [Jarnfors, 2021], and by comparing the models’
results with those of human participants who performed the same task in [Chen, 2022]. Based on these
evaluations, the models seem to perform quite well. However, an evaluation of the models’ performance
carried out by human judges is preferable, to account for possible difficulties with automatic evaluation
(e.g. a corpus saying that a classifier choice is wrong because it did not get a match, while humans
would think it is perfectly fine). Additionally, it is not certain how important the choice of true
classifiers is to human readers.

Therefore, we will subject these algorithms to a new evaluation based on human judgement. We
propose two experiments:

1. a standard human evaluation of the performance of the models by [Jarnfors, 2021];

2. and a second one to explore the more linguistic question of the importance of true classifier
choice.

The first experiment looks at the choices made by the algorithms RULE. LSTM, and BERT (the rule-
based model, LSTM model, and BERT -classification model from [Jarnfors, 2021], respectively). We
decided to use these three because BERT performed best in the corpus-based evaluation and LSTM
performed second best. For RULE, we want to see whether native speakers agree with the corpus-based
evaluation, or if they are more lenient with RULE’s choices.

The second experiment focuses on only true classifiers, with an additional distinction between a
randomly chosen dataset and a dataset only containing infrequent classifiers. For this experiment,
we look at the choices made by RULE and BERT, the same algorithms from the previous experiment,

IHenceforth referred to as “Mandarin”, unless specified otherwise.



and GE, a model that always chooses the general classifier ge /]\E We selected these models because
RULE performed remarkably well with only true classifiers in the corpus-based evaluation and BERT
performed best of all algorithms. For GE, we want to test how native speakers perceive the use of ge
A~ regardless of context.

For both experiments, participants are presented with sentences containing a classifier, either the
one present in the corpus or chosen by one of the algorithms. They judge the sentences based on
Clarity (“this sentence is clear”) and Fluency (“this sentence was written by a native speaker”), using
a seven-point Likert scale.

For the first experiment, we answer two questions:

o How does the corpus-based evaluation of the models RULE, LSTM, and BERT compare to the human
evaluation?

e Are BERT’s classifier choices rated as more fluent than the choices made by RULE and LSTM?

For the second experiment, we want to know how the classifier choices by the models CORPUS, GE,
RULE, and BERT compare to each other, both with frequent and infrequent head nouns. The two specific
questions we answer are:

e Given that BERT performs better than the other models, are its chosen classifiers in the first
group (random) rated as more fluent compared to the second group (infrequent)?

o How does the choice of the general classifier ge />~ compare to the choices by CORPUS, RULE, and
BERT?

2 Classifiers in Mandarin Chinese

Classifiers are linguistic units that occur in numeral expressions (i.e. a larger unit that consists of a
noun modified by a numeral). In typical classifier languages, such as Mandarin, the classifier is an
obligatory word in a numeral expression. The word order is fixed; the classifier follows the numeral
and precedes the noun [Zhang, 2013].

(1) a. Yaoyao kanjian-le san di you.
Yaoyao see-PRF  three CL oil

‘“Yaoyao saw three drops of oil’

b. Yaoyao kanjian-le san zhi bi.
Yaoyao see-PRF  three CL pen

“Yaoyao saw three pens.
Ezample from [Zhang, 2013, Chapter 1, p. Z]E

Looking at example @, comparing the Mandarin numeral expression with the English one seems
clear. Because “0il” is a mass noun in English, it needs a measure word to express how much oil is
being talked about. The classifier di i can be directly translated to English “drops”. On the other
hand, in example [LH, there does not seem to be a direct English translation in this context for zhi
%. “Pen” is a count noun in non-classifier languages such as English, which means it does not need
a measure word in order to be grammatical. Here lies the distinction with classifier languages, where
classifiers are always required in numeral expressions.

2The true classifier ge 4~ can be seen as a general classifier, meaning it can be paired with almost any head noun.
Section provides more details on the distinctive use of ge /.

3 Abbreviations used in glosses:
PRF = perfect aspect
CL = classifier



2.1 Categorisation and semantic qualities of classifiers

There are roughly two distinct groups of classifiers in Mandarin: measure words, which modify
nouns that roughly correspond to mass nouns in non-classifier languages, such as in example [Laj; and
true classifierst, such as in example [lh. Where the mass-count distinction happens at the noun level
in English, it happens at the classifier level in Mandarin: measure words create a measure to quantify
the noun, true classifiers only classify the noun [Cheng and Sybesma, 199§].

True classifiers are not assigned randomly to a noun. A classifier often provides a semantic indica-
tion for the upcoming head noun, as in example [LH, where zhi 3 can be translated as the indication
for “stick-like object”, or in example P, where tiao £% refers to rope-like things:

(2) a. yi tiao she
one CL snake
“a snake”
b. yi tiao he
one CL river
“a river”
c. yi tiao jie
one CL street

“a street”
Ezample from [Zhang, 2007, p. 46]

This semantic indication is not a given one-on-one relationship between a classifier and the nouns
it pairs with. In the case of tiao 2%, it can also be used as a classifier for clothing items that one’s
legs are put through [Zhang, 2007]. A classifier can be associated with multiple semantically distinct
groups of things.

One notable aspect of true classifiers is that different classifiers can be used with a head noun,
without changing the noun’s meaning. Instead, the classifier choice influences other semantic qualities
(e.g. distinctions between formal-informal, educated-uneducated, written-colloquial) [Zhang, 2007].
For example:

(3) a. yi ge yang
one CL sheep

b. yi zhi yang

one CL sheep

c. yi tou yang

one CL sheep

“a sheep”
Ezxample from [Zhang, 2007, p. 53]

All sentences in example E have the same referential meaning, but there is a difference in formality.
In B4, the general classifier ge /> indicates more colloquial language use, while in and the
classifiers zhi [ (indicating animals) and tou 3k (indicating domesticated animals) indicate a more
formal use.

Both true classifiers and measure words can add more explicit information than the previously
mentioned semantic qualities. Looking first at measure words, this is recognisable for English speakers:

4Within the linguistic literature, there are multiple labels for these groups of classifiers. Measure words can for
example also be called mass classifiers, mass-noun classifiers, mensural classifiers or massifiers, while true classifiers can
also be called count classifiers, count-noun classifiers or sortal classifiers. To keep consistency with [Jérnfors, 2021, I
will use the terms measure words and true classifiers to refer to these two groups.



(4) yi bei kafei /yi ting kafei
one cup coffee / one can coffee

“a cup of coffee” / “a can of coffee”
Ezample from [Jdrnfors, 2021, p. 5]

The measure words bei $f “cup” and ting W “can” in example @ are two distinct containers that
contain different quantities of coffee. When looking at true classifiers, these can also add more explicit
information. Take, for example:

(5) a. yi ge laoshi /yi wei laoshi
one CL teacher / one CL.POL teacher
“a teacher”
b. yi geren /yi qun ren
one CL person / one CL.PL person

“a person” / “a_group of people”
Ezxample from [Jarnfors, 2021, p. 5

In example @, the difference between ge 4~ and wei {if is politeness; while ge 4 is a neutral
classifier, the use of wei {V/ indicates a polite register. In example ph, the difference between ge 4~ and
qun #f is number; ge -~ indicates an individual, while qun #f is an indicator of plurality, denoting a
group [Jéarnfors, 2021].

2.2 True classifiers: the general classifier ge 4~

Within the true classifiers, the classifier ge 4~ is a special case. Unlike other true classifiers, ge /|~ does
not provide a semantic indication of the head noun [Zhang, 2013]. Besides nouns for which ge 4~ is the
default classifier (e.g. ren A “person”), it can be used in the place of other true classifiers as a more
general classifier. This use of ge 4~ as a general classifier has been observed both in child language
acquisition and language loss; it is the first classifier children learn and use in all contexts before using
other classifiers, and it is the classifier aphasic patients often fall back to when they cannot access
the right true classifier [Cheng and Sybesma, 2015]. Besides situations concerning language loss and
acquisition, the use of ge /> as a general classifier has been observed in informally spoken language;
even though native speakers are taught to use a specific classifier in a large variety of cases, when
observing everyday language use, both children and adults tend to use ge /> instead of the “right”
specific classifier [Erbaugh, 1986].

2.3 Difficulties when choosing classifiers

There are many instances in which choosing the right classifier can be difficult for non-native speak-
ers. Besides more obvious differences between classifiers, like quantity, differences can get as subtle
as indicating formality. To complicate this further, classifier choice may sometimes be completely
arbitrary, where it is difficult to determine what exactly the differences between classifiers are for a
given noun are [Zhang, 2013]. The relationship between classifiers and nouns can sometimes even be
reversed when a particular isolated noun has multiple meanings; instead of the classifier only conveying
information about semantic qualities as discussed in section R.1|, the classifier can play a deciding role
in determining the meaning of the noun [Zhang, 2007].

5 Abbreviations used in glosses:
POL = polite register
PL = plural



3 Models for classifier choice

3.1 What is NLG?

Natural Language Generation (NLG) is a subfield of Natural Language Processing (NLP), which is
in turn a subfield of Artificial Intelligence (AI). NLG is concerned with the automatic production of
understandable texts in natural (i.e. human) languages [Reiter and Dale, 1997]. There are many ap-
plications of NLG, using methods like text-to-text generation, in which already existing texts are taken
as input to produce a new text (e.g. machine translation, summarisation to make texts more concise,
simplification to make complex texts more accessible, and automatic text correction), or data-to-text
generation, in which algorithms use non-linguistic data to produce readable texts (e.g. producing news
reports, sports reports, weather and financial reports, and summaries of patient information from
medical data) [Gatt and Krahmer, 2018]. Perhaps the best known NLG application at the moment is
ChatGPTE.

Many NLG applications can be classified as practical NLG, invested in creating practical applica-
tions, tools to aid writers and to produce texts that otherwise would not have been written. The main
goal of these programs is to produce useful texts. On the other hand is theoretical NLG, in which NLG
is used to gain understanding and produce theories of linguistic phenomena. Here, the main goal is to
mimic and understand human language use as closely as possible [Van Deemter, 2016].

In any case, evaluating how well a model performs for its intended use is important. There are
several ways in which NLG models can be evaluated: by automatic metrics requiring no training,
machine learning metrics, and human evaluation metrics. Every method has its own advantages
and disadvantages, for example, in terms of speed, cost, suitability for the task, and repeatability
[Celikyilmaz et al., 2021

In this thesis, we focus on two different evaluation methods; a non-trained automatic methodB
and a human-centric method®. We will compare these methods using models that generate Mandarin
classifiers. Additionally, the experiments in this thesis approach the more theoretical side of NLG;
instead of only focusing on generating classifiers (e.g. for applications like machine translation), we
will look at how computational models can also be used to attempt learning about native speakers’
perception of classifier choice in written text.

3.2 Classifier generation

We believe classifier selection to be a non-trivial task: choosing the appropriate classifier depends highly
on context (as discussed in section P]). Approaches based on looking up a noun in e.g. dictionaries to
find the appropriate classifier are questionable, as multiple classifiers can be associated with a single
noun; which classifier fits best is based on context. This is why the use of algorithms, preferably
a model that takes context into account, would be more suitable than a look-up-based approach.
Additionally, knowledge of native speakers’ perception of chosen classifiers can help determine which
model would be best to use if we want to achieve generated text that reads as if written by a native
speaker.

3.2.1 Earlier generation of classifiers

Over the years, there have been multiple approaches to the automatic generation of classifiers in
Mandarin. Following the overview of [Jarnfors, 2021], the earliest approach mentioned is the use of
Support Vector Machines (SVM) trained to assign classifiers to nouns [Guo and Zhong, 2005]. In 2008,
there has been a study exploring a statistical model that generates classifiers for English-to-Chinese
statistical machine translation [Zhang et al., 2008]. Another approach has been the implementation
of a database of semantic features of classifiers and their associated nouns [Gao, 2011]. Two other

6ChatGPT is an NLG model developed by OpenAl. More information: https://openai.com/blog/chatgpt#OpenAl.
7 Accuracy; further discussed in section @
80ur experiments; further discussed in section H
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studies made use of an already existing database: a study from 2012 using a bilingual Chinese-English
WordnetH, to generate classifiers based on semantic hierarchies [Wen et al., 2012]; and a 2016 study
using the Chinese Open Wordnet [Da Costa et al., 2016].

In 2017, [Peinelt et al., 2017)] proposed a different approach. Arguing that classifier choice is highly
contextual, they constructed a large-scale corpus, the ChineseClassifierDataset (CCD)E to train
context-aware machine learning models. They implemented three baseline models, based on some
of the previously mentioned studies: an algorithm that always chooses the general classifier ge /~; an
algorithm that assigns the classifier that most frequently occurred together with a head noun during
training (unseen head nouns get assigned ge /~); and an algorithm that assigns classifiers using the
Chinese Open Wordnet (again, unseen head nouns get assigned ge ). After these baselines, they
implemented three machine learning models (SVM, Logistic Regression, and bidirectional LSTME).
Their best-scoring model, the LSTM, seems to be the most sophisticated in the sense that it outper-
forms all baselines and it requires neither manual feature engineering nor extensive pre-processing.

3.2.2 Models in [Jarnfors, 2021

The 2021 Master’s thesis by Jani Jarnfors, [Jarnfors, 2021, builds further upon the approach by
[Peinelt et al., 2017]. With Peinelt et al. providing the most promising results thus far, this allowed
for making comparisons and gaining more insight into their results.

As in Peinelt et al., the CCD was used as the dataset for generating classifiers. Four models were
used to produce classifiers:

o Rule-based model, RULE, similar to the one in [Peinelt et al., 2017]. This relatively simple
algorithm looks only at the head noun in a given sentence. The algorithms works as follows:

1. Given a head noun, assign the most frequent classifier associated with it in the training
data.

2. If two or more classifiers are equally frequent, one of the classifiers is randomly assigned.

3. If the head noun does not appear in the training data, then the general classifier ge 4~ is
assigned.

o LSTM model, LSTV, similar to the one in [Peinelt et al., 2017]. This is a bidirectional LSTM
model, framed as a multi-class classification task with 172 classes=3. The hidden representation
of the last time step is used to make predictions.

e Two BERTE models. Since BERT’s release in 2018, it has produced state-of-the-art results in
results on multiple NLP tasks [Devlin et al., 2018]. Various implementations are available, and
BERT’s performance depends on_how the model has been trained. For both BERT implemen-
tations, the bert-base-chinesef? version has been used.

— BERT masked-language model, MLM. As the original BERT is based on a masked-
language model, MLM predicts classifiers without fine-tuning on the task of classifier selection.

— BERT classification model, BERT. This model demonstrates the classic use of BERT.
Here, BERT is fine-tuned on the CCD as a multi-class classification task with 172 classes.

9Based on WordNet), a large lexical English database often used in natural language processing [Fellbaum, 2005].

10The ChineseClassifierDataset (CCD) is based on three publicly available POS (parts of speech) tagged Chinese
corpora: the Lancaster Corpus of Mandarin Chinese, the UCLA Corpus of Written Chinese and the Leiden Weibo
Corpus. The CCD is publicly available: https://github.com/wuningxi/ChineseClassifierDataset.

"Tong Short-Term Memory [Hochreiter and Schmidhuber, 1997].

12A total of 172 classes, as the final dataset contained 172 distinct classifiers.

13Bidirectional Encoder Representations from Transformers [Devlin et al., 201§]

Mhttps: //huggingface.co/bert-base-chinese
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3.3 Evaluation of existing models

After implementing the four models in [Jarnfors, 2021], an automatic corpus-based evaluation was
carried out. Additional to accuracy, the metrics used to evaluate the models were precision, recall,
and F1, both macro-averaged and weighted-averaged. However, since the focus in [Jarnfors, 2021] lies
on the accuracy scores, we will focus on those results in this section.

Model RULE LSTM MLM BERT Frequency

Whole Dataset 61.90 7044 62.23 81.71 136221
True Classifiers 7830 80.57 68.70 87.81 85917
Dual Classifiers 29.91 40.12 47.29 65.19 10817
Measure Words 2247  37.69 36.99 61.51 11317
Not in List 3998 64.35 58.35 T7.56 28170

Figure 1: Table 2 from [Jarnfors, 2021, p. 28]. Accuracy results for all four models (RULE, LSTM, MLM,
BERT). Results are on the whole dataset (top row) and several categories of classifiers. The highest
accuracy is boldfaced, while the second highest is underlined. Important: we found different accuracy
scores for the whole dataset: 61.73% for RULE and 73.86% for LSTM. We use these updated values in
this thesis.

Accuracy results for all models are displayed in Figure ﬂ After re-implementing RULE and LSTM for
our experiments, we found differences in accuracy scores for the whole dataset; 61.73% for RULE and
73.86% for LSTM. In the remainder of this thesis, we use these updated valuesE.

Overall, the BERT classification model outperforms all other models, with an accuracy score of
81.71%. The second best model is LSTM, with a score of 73.86%. RULE scores lowest with 61.73%, a
result comparable with MLM. All models score considerably better with only true classifiers than the
other classifier categories. When looking at only true classifiers, it is noteworthy that the accuracy
RULE (78.30%) seems comparable to LSTM (80.57%) and comes closer to BERT’s result (87.81%) than
in the other classifier categories.

3.3.1 Speaker experiments in [Chen, 2022]

To examine the difficulty of the task of choosing classifiers, [Chen, 2022] has conducted two experiments
with human participants who had to perform the same task as the algorithms. The first experiment
used randomly sampled sentences from the CCD and had participants choose a classifier for each
sampled sentence. Surprisingly, the accuracy of the human participants (70.97%) seemed to be lower
than that of BERT, closer to the LSTM’s performance. For the second experiment, participants performed
the same task. The difference was that in this experiment, instead of randomly sampled CCD sentences,
only sentences containing infrequent classifiers were used. In this case, accuracy dropped to 41.82%.
These results come with the caveat that the human speakers, as opposed to the algorithms, are possibly
not familiar with the kind of language used in the CCD and have not trained for the task with similar
sentences. However, from these results, it can still be concluded that the performance of the models
seems promising. In terms of accuracy score, human speakers are not coming close to full accuracy
when compared to the corpus. They do not seem to perform noticeably better than BERT when
performing the same task. Additionally, besides the low accuracy score in the second experiment,
agreement between participants was notably lower than in the first experiment. Since BERT had a
comparably low accuracy score, it can be concluded that classifier selection is a non-trivial task, both
for algorithms and native speakers.

5 Due to time constraints, we did not compute accuracy scores for RULE and LSTM’s individual classifier categories (i.e.
true classifiers, dual classifiers, measure words, and not in list). We will not perform inferential statistics on or draw
important conclusions from the non-updated accuracy scores.
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4 Human evaluation of classifier choice

4.1 Evaluation in NLG

It is important to keep in mind that the evaluation of the algorithms’ results in [Jarnfors, 2021 and the
human participants’ results in [Chen, 2022] has only been done with a corpus. In an automatic corpus-
based evaluation, the generated text and the target text in a corpus are compared. The resulting score
indicates the similarity between these texts. There are benefits to using corpora for evaluating gener-
ated text; they are fast, cheap, and widely used [Celikyilmaz et al., 2021}, providing a straightforward
way to compare models. However, there are drawbacks too: there is much variability to how much
human judgements and automatic evaluation metrics correlate [Gatt and Krahmer, 2018]. Ultimately,
the goal of NLG should be to generate texts that are useful to humans. If people perceive a generated
text differently than the automatic evaluation score reflects, it can be argued that the automatic metric
is less suitable for assessing the performance of an algorithm. Additionally, comparing generated text
directly to a target text provides a conservative evaluation approach; there is only one target in the
corpus, and if the generated text does not exactly match, the metric classifies it as “wrong”. However,
in many cases it could be possible to use multiple different words to express the same message while
still being an acceptable text to native speakers. Returning to the context of Mandarin classifiers, it
could be possible to use multiple different classifiers within the same context. The corpus-based eval-
uation would classify every non-matching classifier as incorrect, while native speakers might disagree
with this evaluation and say it is correct.

To get a better understanding of the performance of the models, it would be preferable to conduct
a human evaluation to eliminate possible limitations of a corpus-based evaluation (e.g. the corpus
suggesting a classifier choice is not correct because it does not occur in the corpus, while native
speakers would say it is correct).

4.2 Research questions and hypotheses

Before stating the research questions and hypotheses, it would be helpful to briefly introduce the two
experiments. This provides context to better understand the questions we ask.
We will conduct two experiments:

e Experiment 1: We conduct a “traditional” or standard human NLG evaluation of the models in
[Jéirnfors, 2021)), with the goal of comparing the automatic and human evaluations to each other.
We take a random selection of sentences from the corpus, containing all classifiers (i.e. true
classifiers, dual classifiers, and measure words). We compare the choices made by three models

in [Jarnfors, 2021]:

1. RULE: the classifier chosen by the rule-based model.
2. LSTM: the classifier chosen by the bi-directional LSTM.
3. BERT: the classifier chosen by the BERT classification model.

o Experiment 2: Additionally to Experiment 1, we want to examine classifier choice for true clas-
sifiers (so when there is a choice between ge /> and more specific classifiers). We know that
sometimes various algorithms make different classifiers choices compared to the corpus and each
other. However, we do not know to what extent these differing choices matter to human readers.
Classifier choice is a difficult task, especially in “worst-case scenarios”, where the models en-
counter infrequent head nouns that only rarely occur in training data if they occur at all. That
is why we additionally want to compare classifier choice with random classifiers in the target
text® to classifier choice with infrequent classifiers in the target text. Therefore, we create two
groups of sentences: one group with random classifiers, in which the sentences are randomly

16We decided on using randomly selected sentences to simulate “natural” language use, i.e. mostly frequent classifiers
while sometimes encountering more infrequent classifiers.
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selected, and a second group with infrequent classifiers, in which the sentences are selected based
on the frequency of specific classifiers in the corpus. The classifier choices are made by three
models:

1. GE: always choose ge I~
2. RULE: the classifier chosen by the rule-based model in [Jarnfors, 2021
3. BERT: the classifier chosen by the BERT classification model in [J&rnfors, 2021].

As a baseline, our participants in both experiments also judge CORPUS, the classifier as it appears
in the CCD. For both experiments, we will primarily be looking at Fluency, as we expect this to show
more variation in answers than Clarity (from the intuition that a given utterance can be clear while it
simultaneously is obvious that a native speaker did not write it).

4.2.1 Experiment 1: research questions and hypotheses

The two research questions concerning the first experiment are:

o How does the corpus-based evaluation of the models RULE, LSTM, and BERT compare to the human
evaluation?

e Are BERT’s classifier choices rated as more fluent than the choices made by RULE and LSTM?

In [Jarnfors, 2021], the metric used to score the algorithms was accuracy. This means that on the
sentence level, the generated classifier either matched with the one in the corpus, or it did not match.
We take this as a starting point to make expectations about our data: we will divide our data into one
group containing all Likert scores for generated classifiers that match with the one in the corpus, and
the other group containing all Likert scores for generated classifiers that did not match with the one
in the corpus.

This leads to our hypothesis for the first question:

1. The values in the first group (the chosen classifier matches with the corpus) are higher than those
in the second group (the chosen classifier does not match with the corpus).

Additionally, we have two hypotheses concerning BERT:
2. BERT is more fluent than RULE.

3. BERT is more fluent than LSTM.

4.2.2 Experiment 2: research questions and hypotheses

The broad research question for the second experiment is:

o How do the classifier choices by the models CORPUS, GE, RULE, and BERT compare to each other,
both with frequent and infrequent head nouns?

More specifically, we ask:

e Given that BERT performs better than the other models, are its chosen classifiers in the first
group (random) rated as more fluent compared to the second group (infrequent)?

o How does the choice of the general classifier ge /> compare to the choices by CORPUS, RULE, and
BERT?
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We have five hypotheses (where hypotheses 2 to 5 are concerned only with the random group):
1. BERT random is more fluent than BERT infrequent.
GE is less fluent than CORPUS.

GE is less fluent than RULE.

Ll

BERT is more fluent than GE.

5. BERT is more fluent than RULE.

5 Experiment 1: Standard NLG evaluation

5.1 Constructing the dataset

We used the CCD as our starting point for collecting the sentences. Both [Jarnfors, 2021] and
[Chen, 2022], which this research builds upon, used the same corpus. Because this experiment aims to
be a traditional NLG evaluation, we randomly selected 200 sentences. We did not use filters, and all
categories of classifiers were included.

For each of these 200 sentences, we list four classifiers; one from the corpus, and three generated
by algorithms:

e CORPUS: The classifier as it appears in that specific sentence in the CCD.

o RULE: The classifier generated by the rule-based model in [Jérnfors, 2021]: given a head noun,
assign the classifier most frequently associated with it in the training data; if at least two classifiers
are equally frequent, one of them is randomly assigned; if the head noun is not present in the
training data, assign the general classifier ge />.

e LSTM: The classifier generated by the LSTM model in [Jarnfors, 2021].

o BERT: The classifier generated by the BERT classification model in [Jarnfors, 2021].

After generating four classifiers for every sentence, we have a dataset containing 800 items.

It would not be useful or efficient for the participants to rate the exact same sentence twice.
Therefore, we removed duplicates of those items from the dataset for which two or more algorithms
provide identical classifier choices (i.e. when given a sentence, if two out of four choices are identical,
we remove one of the identical sentences; similarly, if three out of four choices are identical, we remove
two of those sentences; and if all four choices are identical, we remove three of those sentences). An
example is given in Figure P

After removing identical items, we have a final dataset containing 321 items: 112 items for which
there was only one choice (112 sentences); 120 items for which there were two choices (60 sentences);
69 items for which there were three choices (23 sentences); and 20 items for which there were four
choices (5 sentences). The full dataset can be found in Appendix |A.

5.2 Experiment design

The experiment is conducted online, using Qualtrics Survey Software - UUE. Participants could par-
take at a time and place of their choosing. We have set the default language to Chinese (simplified),
to ensure participants who do not understand English can read the messages provided by Qualtrics
itself (e.g. when the program warns the participant that a question is not answered yet). All other
text (i.e. everything we have written) is provided in both Chinese and English. The questionnaire

17Qualtrics is an online survey tool for setting up and distributing questionnaires, and collecting and analysing data.
It is available in general via https://www.qualtrics.com, and for UU staff and students via survey.uu.nl.
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Sentence-id Sentence Head noun Chosen classifier Algorithm

5037 B7+—R, 8FNEERILALELRE HBEEF R CORPUS
s037 BT+ . BMNEESILABERE ¥EF ® RULE

s037 BT+, 8XNEEFILASBERE #@EF K LSTM

s037 BT+ 8RNEEFILASELRE HEF KX BERT
Sentence-id Sentence Head noun Chosen classifier Algorithm
5037 ET7+—R, 8RXRNEEFILATERE ¥EF X CORPUS
5037 BT +—R, SMNEEsLASERE ¥Es & RULE

5037 BT +—R.BRANEEFILAHELRE ¥EEF R LSTM, BERT

Figure 2: An example of how we removed identical items. The upper table shows the four items
generated for sentence s037. LSTM and BERT chose the same classifier; instead of showing this exact
item twice, we only have to show it once to the participants to get their judgement for both models.
CORPUS and RULE have a different classifier, so we keep those items as is. After removing the duplicate
item, the upper table can be compacted into the lower table.

starts with a page containing general information about the experiment, ensuring participants can give
their informed consent for participating. The second page contains a series of personal questions for
statistics research. Then follows the experiment section.

In the experiment section, participants see one sentence item at a time. Because this concerns
intuitive language use, it was important to get answers as intuitively as possible within the constraints
of this questionnaire design. Therefore, we did not provide the possibility to return to previous sen-
tences, to ensure the participants could not retroactively change their answers. To make the generated
classifier easily identifiable, it has been highlighted (i.e. boldfaced and coloured blue). For every
classifier choice, the participants answered two statements:

e CLARITY: This sentence is clear. X/4]iE#157E5M .
o FLUENCY: This sentence was written by a native speaker. X3 &3 @ 5 BHEH S .

The participants answered the questions on a 7-point Likert scale, with the following options: strongly
disagree JEH AN[E & disagree AN[A] & ; somewhat disagree K [A]E; neither agree nor disagree ANff
7E; somewhat agree f /5 [F] & ; agree [6]&; strongly agree JE# A =.

Our dataset consists of 321 sentence items, which we deemed too much to ask from each of our
individual participants. To present each participant with a more reasonable number of items, we
divided the dataset into four groups, consisting of 82-83 items each. This was done manually, to
ensure every group contained roughly the same amount of variation in classifier choices (as determined
by the algorithms’ classifier choices) and minimise differences. For each group, the order of the items
was randomised. After randomisation, we made sure no sentence item directly followed a variation
of the same sentence, to decrease the possibility that participants base their answers on the previous
one. Each group of items was incorporated into a separate version of the experiment, producing four
versions of the experiment.
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7 +—R B8FNEESILABELRS

FETE e

= TRER Neither ~ B=REE FEER
Strongly NEIS Somewhat agree nor Somewhat EE Strongly
disagree Disagree disagree disagree agree Agree agree

XAERIKIEH.

ﬁis sentje;mﬁe is clear. O O O O O O O
XAERERIEFEE

51,

This sentence was O O O O O O O

written by a native
speaker.

Figure 3: Display of how the sentences were presented to the participants. The model-chosen classifier
is boldfaced and highlighted in blue.

5.2.1 Pilot

Before finalising the experiments, we conducted a pilot. This pilot was performed with the dataset
from Experiment 2559. Sentence items from Experiment 2’s group 1 were used, minus the classifiers
generated by BERT (we first wanted feedback on the survey length, to ensure the experiment with only
three models would not already be too long before adding the fourth one). We invited staff from Harbin
Institute of Technology and Utrecht University (all native speakers of Mandarin) to participate in the
pilot. We have mainly received feedback on being unable to return to the previous question, having no
way to know how many questions are left, and some sentences looking strange. We addressed the first
two pieces of feedback by adding an explanation in the introduction that it is not possible to return
to the previous questions, and adding a progress bar. As for the feedback on some strange-looking
sentences; the CCD is partly based on data collected from social media, in which language can be
used differently (more informally) from how it is written in e.g. books or news articles. Since these
sentences are understandable, represent colloquial language use, and form a relatively large part of the
corpus, we decided to keep all sentences.

5.3 Participants

A total of 8 participants completed the experiment, 3 female and 5 male, with ages ranging from 25
to 62 years (M = 36.0, SD = 12.0). All participants had university backgrounds: three participants
had backgrounds in computer science, two in management, one in psychology, one in media, and one
in statistics. The native language of all participants is Mandarin Chinese. Regarding languages learnt
later in life, 7 participants report they know English, and one of them knows some Japanese. All

18We used the dataset from Experiment 2 because, due to some limitations, this experiment was finalised before
Experiment 1. Because the design for both experiments is almost identical, excluding the datasets, performing a pilot
only once would provide us with enough feedback for both.
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participants had given their informed consent before participating in the experiment.
The participants were divided over the four versions of the experiment; each version was completed
by two participants.

5.4 Overview gathered results

For analysing the data, we use assigned numbers to represent the participants’ answers:
1. strongly disagree JE A [F] &
2. disagree A [a]
3. somewhat disagree A A[A]E
4. neither agree nor disagree AHfiE
5. somewhat agree # 5 [7] &
6. agree [f] =
7. strongly agree JE%; [F] &

The frequency of answers is given in Tables ﬂ and E and visually represented in Figures @ and B

’ Experiment 1 - Clarity ‘

model 1 2 3 4 5 6 7 total
CORPUS 36 34 23 18 60 110 119 400
RULE 58 46 30 20 61 95 90 400
LSTM 48 39 29 19 55 112 98 400
BERT 40 33 26 19 59 110 113 400

Table 1: The frequency of answers concerning Clarity.

’ Experiment 1 - Fluency

model 1 2 3 4 5 6 7 total
CORPUS 39 33 28 29 58 102 111 400
RULE 63 49 28 38 51 87 84 400
LSTM 49 44 26 33 56 99 93 400
BERT 41 36 21 34 59 101 108 400

Table 2: The frequency of answers concerning Fluency.
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Figure 4: Graphs showing the frequency of Likert scores concerning Clarity for CORPUS (top left), RULE
(top right), LSTM (bottom left), and BERT (bottom right).
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Figure 5: Graphs showing the frequency of Likert scores concerning Fluency for CORPUS (top left),
RULE (top right), LSTM (bottom left), and BERT (bottom right).
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5.5 Statistical analysis

There have been several studies in which automatic evaluations have been compared to human evalua-
tions. Likert scale data has been compared to automatic evaluations in e.g. [Stent et al., 2005] (using
the means of Likert scores (and also normalising them to the range [0,1]) and compare those to five
automatic evaluation metrics for two sets of paraphrases, using Spearman’s p), [Reiter and Belz, 2009)
(using the means of Likert scores to compare expert and non-expert judgements using Pearson’s r;
and comparing the means of the human evaluations to the scores of five automatic evaluation metrics
for six algorithms that generate weather forecasts, again using Pearson’s r), and [Belz et al., 2010]
(using the means of Likert scores (for individual text evaluation) and compare those to six automatic
evaluation metrics for eight systems, using Pearson’s 7). There are many similar analyses we could
base ours on. However, in these papers, the data has been analysed using the mean, which is a para-
metric method. Because data from Likert scales is ordinal®, we are hesitant to use this for our own
experiment. Preferably, we wanted to find a non-parametric way to do our analysis.

It did not prove easy to find other literature comparing Likert scores to accuracy results in a
non-parametric way. One paper in which the data is analysed using non-parametric methods is
[Elliott and Keller, 2014]. In this paper, the authors examined the correlation between human judge-
ments and automatic evaluation metrics on textual image descriptions. The human judgements were
measured using Likert scales, while the automatic evaluations were provided by BLEU (unigram and
smoothed), ROUGE, TER, and Meteor. Correlations between the human judgements and automatic
evaluation metrics were estimated at the sentence level (i.e. for each image description, the Likert
score was compared to the automatic score from one of the metrics) using Spearman’s p. Because
this analysis uses only non-parametric measures, it provides an interesting example of how to look for
correlations in Likert data.

However, like the other studies mentioned previously, their automatic evaluation metrics use quan-
titative data. In contrast, our automatic evaluation is categorical (i.e. there either is a match with
the corpus or there is not). This means it would not be insightful to look further into a correlation
(especially since, at the sentence level, there either is a match or not, while at the higher level (i.e.
the overall accuracy scores per model), we would only have four data points - one accuracy score per
model). Since the accuracy scores are categorical, we can better make use of them by splitting our
data into two groups and comparing them to each other.

5.5.1 Mood’s Median Test

At the sentence-level, the corpus-based evaluation is categorical. This is a good starting point for us to
divide the data from RULE, LSTM, and BERT into two groups: one where the generated classifier matched
with the corpus, and one where the generated classifier did not match with the corpus. We look at
Fluency only, because we have the intuition that a given utterance can be clear while it simultaneously
is obvious that a native speaker did not write it. The distribution of answers per group is shown in
Figure E

The data is not paired, and, as shown in Figure E, the distributions of the groups are not similar in
shape. Instead of randomly choosing a point to split the data and compare distributions, the median
seems like a clearer point of interest. Therefore, we chose to use Mood’s Median Test, to look at the
difference in the distribution of answers above and below the median.

19We treat Likert scales as ordinal, because you cannot, for example, compare the distance between “somewhat
disagree”-“neither agree nor disagree” to the distance between “agree”-“strongly agree”.

”_4
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Figure 6: Answer count of classifiers that match with the corpus (top graph, N = 884) and classifiers
that do not match with the corpus (bottom graph, N = 316).

| | Less than or equal to median | Greater than median | Total |
Corpus match 408 476 884
No corpus match 220 96 316
Total 628 572 1200

Table 3: Frequencies of classifiers that match with the corpus and classifiers that do not match with
the corpus, compared to the overall median 5.

In SPSS, we performed Mood’s Median Test. The Grand Median (i.e. the overall median of all
data combined) is 5. Table B shows the frequency of answers below or equal to the median and answers
above the median for both groups. The difference in distribution between the two groups is visualised

in Figure ﬂ The last part of Mood’s Median Test consists of a Chi-Squared Test, which gives us the
following result:
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Independent-Samples Median Test
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Likert Score

No match Match

Corpus Match

Figure 7: The difference in distribution between classifiers that match with the corpus and classifiers
that do not match with the corpus, compared to the overall median 5.

e \2(1,N = 1200) = 53.33,p < .001, with effect sizeld ¢ = 21

We can conclude that there is a difference between generated classifiers that match the corpus and
generated classifiers that do not match the corpus.

5.5.2 BERT compared to RULE and LSTM

We had two hypotheses concerning BERT and how it compares to the other two algorithms. We look at
the Fluency scores. For each sentence that was selected from the CCD, we tested the chosen classifier
for each model. Because we did this, we can for each sentence directly compare the classifiers (because
for each sentence, a single participant judged all four chosen classifiers). To test these two hypotheses,
we use the Wilcoxon Signed-Rank Test, because this is a non-parametric test for paired data:

e BERT is more fluent than RULE: p < .001, with effect sizeEI r=.31.
e BERT is more fluent than LSTM: p < .001, with effect size r = .19.

BERT is indeed_judged as more fluent than the other two algorithms. We interpret these results
further in section Ellr

20To calculate the effect size for Mood’s Median Test, and subsequently in section for the other Chi-Squared

Tests, we use ¢. This value is calculated using the x2 value with the formula ¢ = XWZ, where N is the total sample

size [Fritz et_al., 2012]. The effect size ¢ can be interpreted as: .10 is a small effect, .30 is a medium effect, and .50 is a
large effect [Cohen, 1988, pp. 224-225].

216 calculate the effect size for Wilcoxon’s Signed-Rank Test, and subsequently for Experiment 2’s Wilcoxon’s Signed-
Rank and Mann-Whitney U Tests (section .5), we use the r as proposed in [Cohen, 1988]. This value is calculated
using the formula r = ﬁ, where z is the z-value and N is the number of pairs (Wilcoxon’s Signed-Rank) or the total

sample size (Mann-Whitney U). The effect size r can be interpreted as: .10 is a small effect, .30 is a medium effect, and
.50 is a large effect [Cohen, 1988, pp. 79-80].
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5.5.3 Post hoc analysis: Chi-Squared Tests at different cut-off points

After doing Mood’s Median test, we thought it interesting to also look at the frequency distribution
at different cut-off points on the Likert scale. Would we still find significant differences if we split the
data at points that are more conservative or more liberal than the median? Again, we only look at
Fluency scores. The relative distributions are shown in Figure §. We performed the x? test to compare
the distributions.

Frequency distribution at 1 Frequency distribution at 2

No corpus match No corpus match

Corpus match Corpus match

0% 20% 40% 60% 80% 100% 0% 20% 40% 60% 80% 100%
Hlessthanorequaltol MGreaterthanl Hlessthanorequalto2 M Greater than 2
Frequency distribution at 3 Frequency distribution at 4

No corpus match No corpus match

Corpus match Corpus match

0% 20% 40% 60% 80% 100% 0% 20% 40% 60% 80% 100%
M less than orequalto3 M Greater than 3 Hlessthanorequalto4 M Greater than 4
Frequency distribution at 5 (median) Frequency distribution at 6

No corpus match No corpus match

Corpus match Corpus match

0% 20% 40% 60% 80% 100% 0% 20% 40% 60% 80% 100%

Hlessthanorequalto5 MGreaterthan5 Hlessthanorequalto6 M Greater than 6

Figure 8: Differences in distribution between classifiers that match with the corpus and classifiers that
do not match with the corpus, at all cut-off points. The distribution at 5, the median, is visualised for
completeness; we performed no post hoc Chi-Squared Test for this point because we already performed
Mood’s Median Test.
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e When we put the cut-off point at lower or equal to 1, the Chi-Square Test shows there is a
significant difference, x?(1, N = 1200) = 12.11,p < .001, with effect size ¢ = .10.

e When we put the cut-off point at lower or equal to 2, the Chi-Square Test shows there is a
significant difference, x?(1, N = 1200) = 43.65,p < .001, with effect size ¢ = .19.

e When we put the cut-off point at lower or equal to 3, the Chi-Square Test shows there is a
significant difference, x?(1, N = 1200) = 59.92,p < .001, with effect size ¢ = .22.

e When we put the cut-off point at lower or equal to 4, the Chi-Square Test shows there is a
significant difference, x?(1, N = 1200) = 79.85, p < .001, with effect size ¢ = .26.

e When we put the cut-off point at lower or equal to 6, the Chi-Square Test shows there is a
significant difference, x?(1, N = 1200) = 38.05, p < .001, with effect size ¢ = .18.

Considering a Bonferroni correction, to account for the use of five separate Chi-Sqaured Tests,
the resulting p-values are still so small that distributions between the groups differ significantly at all
cut-off points, with non-negligible effect sizes. Since a difference is shown for all Likert values instead
of only the median, this gives us stronger indications of a difference between generated classifiers that
match the corpus and generated classifiers that do not match the corpus.

Using the results from Mood’s Median Tests and these post hoc tests, we answer the research
question in the Discussion, section .

5.5.4 Post hoc analysis: Correlation between Clarity and Fluency

To get@a better feel for the data, we took the means of the Likert scores for all models, as shown in
Table Y.

model Clarity Fluency Corpus-based
CORPUS 5.095 4.960 100.00

RULE 4.563 4.405 61.73

LSTM 4.805 4.680 73.86

BERT 5.015 4.923 81.71

Table 4: In the columns for Clarity and Fluency, the means of Likert scores are shown. In the column
for the corpus-based evaluation, the accuracy scores are shown (i.e. the percentage of generated
classifiers that matches the one present in the corpus).

The first thing that we noticed were the similarities between Clarity and Fluency. As these values
already seemed quite similar when looking at the raw data in section .4, we decided to look closer into
this. We used Spearman’s Rank Correlation to compare Clarity and Fluency on the sentence level:

e We found a very strong positive correlation, p(1598) = .90, p < .001.

We interpret this result further in section in the Discussion.

5.5.5 Post hoc analysis: Differences between individual models

Looking again at Table @, the other thing we noticed were the near identical values between CORPUS
and BERT in the human experiment for both Clarity and Fluency. This was not something we had
expected, especially since the gap between CORPUS and BERT is relatively large in the corpus-based
evaluation. We decided to compare BERT to the corpus and the other models to explore the (lack of)
differences we notice in the table. We use Wilcoxon’s Signed-Rank Test, as this is a non-parametric
test that works with paired data:

25



e C(larity - CORPUS and BERT: p = .065, with effect size r = .09.

e Fluency - CORPUS and BERT: p = .480, with effect size r = .04.

Clarity - RULE and BERT: p < .001, with effect size r = .30.
e Clarity - LSTM and BERT: p < .001, with effect size r = .19.

We interpret these results further in section in the Discussion.

6 Experiment 2: True classifiers

Given the outputs by various algorithms, is the choice between classifiers important to human readers
of Mandarin? For this experiment, we want to examine those sentences in which there is a genuine
choice between ge /|~ and more specific classifiers. To that extent, it is important to only look at true
classifiers (as ge 4~ can only be used in these cases).

We know from previous evaluations that various algorithms make different choices compared to
both the corpus and each other. However, we do not know to what extent these differences matter to
human readers, or if they matter to them at all. We will be looking at the classifier choices provided
by the corpus and the three algorithms GE, RULE, and BERT, because:

e CORPUS: Since the sentences in the corpus are produced by humans, they can function as a
baseline for the choices made by the algorithms.

e GE: In this first experiment, we also specifically look at infrequent classifiers. We want to know
people’s opinions on the use of ge /|~ in these contexts.

e BERT: Of the four algorithms provided and tested by [Jarnfors, 2021}, BERT seems to be per-
forming best. Since it also in some cases seems to perform the task better then humans, we want
to know how people evaluate BERT’s choices compared to the classifiers in the corpus.

e RULE: This rule-based algorithm had a relatively high accuracy in predicting true classifiers, given
that it is such a computationally simple algorithm compared to the other ones in [Jérnfors, 2021].
Since it is so simple, we mainly want to compare people’s opinions on RULE’s choices to those
of BERT, which is a far more complex algorithm.

We want our participants to see the context around the classifiers, which means we show them
the sentences as they appear in the corpus (for each algorithm, we only change the classifier if it is
different from the one in the corpus). Our dataset consists of 200 sentences: 100 sentences that were
randomly selected, to approximate “normal” language use, and 100 sentences including some of the
most infrequent classifiers. The inclusion of infrequent classifiers is important because in these cases
it will be harder for the algorithms to make a choice (since the algorithm has rarely or never seen the
classifier before).

6.1 Constructing the dataset

Similar to Experiment 1, we used the CCD as our starting point for collecting the sentences. For
constructing our own dataset, we started by following the same methodology as the human experiment
in [Chen, 2022]. Our dataset consists of two groups of sentences:

1. For the first group, sentences were randomly selected from the CCD. Each sentence was manually
filtered to make sure we only include true classifiers and exclude noised. Using this method, we
collected 100 sentences in the first group.

22«Noise” in the context of our experiments means “sentences that are not intelligible and sentences in which a word
was, given its context, wrongly tagged as classifier”.
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2. For the second group, we wanted to cover infrequent classifiers, to include how human participants
would judge cases in which the algorithms would have more difficulty predicting the classifier.
We selected classifiers which appeared less than 500 times in the CCD. For each classifier that
met this criterion, we randomly selected three sentences. Just like for the first group, these
were manually filtered to only include true classifiers and exclude noise. Using this method, we
collected 100 sentences in the second group.

Combining these two groups results in a dataset containing 200 sentences. For each of these
sentences, we list four classifiers; one from the corpus, and three generated by algorithms:

e CORPUS: The classifier as it appears in that specific sentence in the CCD.
e GE: Always assign the general classifier ge 4.

o RULE: The classifier generated by the rule-based model in [Jérnfors, 2021]: given a head noun,
assign the classifier most frequently associated with it in the training data; if at least two classifiers
are equally frequent, one of them is randomly assigned; if the head noun is not present in the
training data, assign the general classifier ge />.

o BERT: The classifier gencrated by the BERT classification model in [Jérnfors, 2021].

After generating four classifiers for every sentence, we have a dataset containing 800 items.

Because it would not be efficient for the participants to rate the exact same sentence twice, we
removed identical items using the same method as in Experiment 1 (i.e. when given a sentence, if two
out of four choices are identical, we remove one of the identical sentences; similarly, if three out of four
choices are identical, we remove two of those sentences; and if all four choices are identical, we remove
three of those sentences. An example is given in Figure ).

Sentence-id Sentence Head noun Chosen classifier Algorithm

r0o1 ERNREE R IRE — - HFha &2 < (s CORPUS

roo1 ERNRERRRZE — M HFhaRD? x4 ™ GE

roo1 ENKERRZE —HHFhoRD-? x4 a3 RULE

roo1 ENXRERRZE — 4 FhRY? x4 (a3 BERT

Sentence-id Sentence Head noun Chosen classifier Algorithm

roo1 A9 ) B R IRE — TR R < {aa CORPUS, RULE, BERT
roo1 R RIERBRSE — M Fm &2 x4 ~ GE

Figure 9: An example of how we removed identical items. The upper table shows the four items
generated for sentence r001. Because RULE and BERT chose the same classifier as CORPUS, we only have
to show this item once to the participants to get their judgement for these models. GE chose a different
classifier, so we keep that item as is. After removing these duplicate items, the upper table can be
compacted into the lower table.

After removing identical items, we have a final dataset containing 403 items: 63 items for which
there was only one choice (63 sentences); 160 items for which there were two choices (80 sentences);
144 items for which there were three choices (48 sentences); and 36 items for which there were four
choices (9 sentences). The full dataset can be found in Appendix [B|.

6.2 Experiment design

The experiment is conducted online, using Qualtrics Survey Software - UU@. Participants could par-
take at a time and place of their choosing. We have set the default language to Chinese (simplified),

23Qualtrics is an online survey tool for setting up and distributing questionnaires, and collecting and analysing data.
It is available in general via https://www.qualtrics.com, and for UU staff and students via survey.uu.nl
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to ensure participants who do not understand English can read the messages provided by Qualtrics
itself (e.g. when the program warns the participant that a question is not answered yet). All other
text (i.e. everything we have written) is provided in both Chinese and English. The questionnaire
starts with a page containing general information about the experiment, ensuring participants can give
their informed consent for participating. The second page contains a series of personal questions for
statistics research. Then follows the experiment section.

0% 100%

It Y &IE B 1R iRE — 5 HMFfm /¥ 2

EERE THE
= AAEE  Neither HREAR FERE
Strongly AEE Somewhat agree nor Somewhat Bl Strongly
disagree  Disagree disagree disagree agree Agree agree
REERA. O O O O O o O

This sentence is clear.
XOEEEEEGEE

ﬁﬁigosentence was O O O O O O O

written by a native
speaker.

Figure 10: Display of how the sentences were presented to the participants. The model-chosen classifier
is boldfaced and highlighted in blue.

In the experiment section, participants see one sentence item at a time. Because this concerns
intuitive language use, it was important to get answers as intuitively as possible within the constraints
of this questionnaire design. Therefore, we did not provide the possibility to return to previous sen-
tences, to ensure the participants could not retroactively change their answers. To make the generated
classifier easily identifiable, it has been highlighted (i.e. boldfaced and coloured blue). For every
classifier choice, the participants answered two statements:

e CLARITY: This sentence is clear. X/4]iE #1575 M .
o FLUENCY: This sentence was written by a native speaker. X & HiGFEZE SN .

The participants answered the questions on a 7-point Likert scale, with the following options: strongly
disagree JEH AN[E & disagree AN[A] & ; somewhat disagree K [A]&; neither agree nor disagree ANff
7E; somewhat agree 5 /5 [6]&; agree [6]&; strongly agree JEH A =.

Our dataset consists of 403 sentence items, which we deemed too much to ask from each of our
individual participants. To present each participant with a more reasonable number of items, we
divided the dataset into five groups, consisting of 80-81 items each. This was done manually, to ensure
every group contained roughly the same amount of variation in classifier choices (as determined by
the algorithms’ classifier choices) and minimise differences. For each group, the order of the items
was randomised. After randomisation, we made sure no sentence item directly followed a variation
of the same sentence, to decrease the possibility that participants base their answers on the previous
one. Each group of items was incorporated into a separate version of the experiment, producing five
versions of the experiment.
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6.3 Participants

A total of 29 participants completed the experiment, 6 female and 23 male, with ages ranging from 18
to 31 years (M = 21.9, SD = 2.1). All participants were students from Harbin Institute of Technology;
11 Bachelor’s students, 15 Master’s students, and 3 PhD candidates. Of the 29 participants, 27 had a
study background in computer science and 2 had other technical backgrounds. The native language of
all participants is Mandarin Chinese, with two participants having an additional native language (one
Cantonese, the other Sichuanese). Regarding languages learnt later in life, 26 participants know at
least some English, one knows Sichuanese, and one knows some Japanese. All participants had given
their informed consent before participating in the experiment.

The participants were divided over the five versions of the experiment. Version 1 was completed
by six participants; version 2 was completed by six participants; version 3 was completed by five
participants; version 4 was completed by five participants; and version 5 was completed by seven
participants.

6.4 Overview gathered results
For analysing the data, we use assigned numbers to represent the participants’ answers:
1. strongly disagree JEHA[A] =
2. disagree AS[H| &
3. somewhat disagree A K [6] &
4. neither agree nor disagree AHfiE
5. somewhat agree f fi [/ &
6. agree A&
7. strongly agree JEH A&

The frequency of answers is given in Tables H to B and visually represented in Figures @ to @

’ Experiment 2 - Clarity - random ‘

model 1 2 3 4 5 6 7 total
CORPUS 27 24 42 23 76 175 221 588
GE 43 37 46 23 78 173 188 588
RULE 38 30 47 22 69 180 202 588
BERT 30 26 42 25 75 173 217 588

Table 5: The frequency of answers concerning Clarity for the random group.

’ Experiment 2 - Fluency - random

model 1 2 3 4 5 6 7 total
CORPUS 40 35 42 25 65 159 222 588
GE 65 o1 53 29 o1 152 187 588
RULE 61 35 46 21 60 162 203 588
BERT 45 36 45 27 61 162 212 588

Table 6: The frequency of answers concerning Fluency for the random group.
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Experiment 2 - Clarity - infrequent |

model 1 2 3 4 5 6 7 total
CORPUS 26 28 42 27 69 185 196 573
GE 42 62 61 42 81 182 103 573
RULE 44 45 62 35 74 169 144 573
BERT 26 25 42 39 73 182 186 573

Table 7: The frequency of answers concerning Clarity for the infrequent group.

Experiment 2 - Fluency - infrequent |

model 1 2 3 4 5 6 7 total
CORPUS 28 43 53 36 66 147 200 573
GE 77 97 83 53 70 109 84 573
RULE 69 75 68 50 54 121 136 573
BERT 33 49 51 51 61 151 177 573
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Table 8: The frequency of answers concerning Fluency for the infrequent group.
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Figure 11: Graphs showing the frequency of Likert scores concerning Clarity in the random group for
CORPUS (top left), GE (top right), RULE (bottom left), and BERT (bottom right).
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Figure 12: Graphs showing the frequency of Likert scores concerning Fluency in the random group for
CORPUS (top left), GE (top right), RULE (bottom left), and BERT (bottom right).
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Figure 13: Graphs showing the frequency of Likert scores concerning Clarity in the infrequent group
for CORPUS (top left), GE (top right), RULE (bottom left), and BERT (bottom right).
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Figure 14: Graphs showing the frequency of Likert scores concerning Fluency in the infrequent group
for CORPUS (top left), GE (top right), RULE (bottom left), and BERT (bottom right).
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6.5 Statistical analysis

After obtaining the data, we tested the five hypotheses. Because all hypotheses are about the Fluency
dataset, we use a Bonferroni correction to adjust the significance threshold to .010. We do this to
reduce the probability of false positives (i.e. a hypothesis possibly being confirmed by accident). For
the first hypothesis (BERT random compared to BERT infrequent), we use the Mann-Whitney U Test, as
this is a non-parametric test for comparing independent data. For the other four hypotheses, we can
directly compare the classifiers scores for each sentence. Therefore, we use the Wilcoxon Signed-Rank
Test, a non-parametric test for paired data. These are the results:

1. BERT random is more fluent than BERT infrequent: p = .043, with effect size r = .06.
2. GE is less fluent than CORPUS: p < .001, with effect size r = .30.

3. GE is less fluent than RULE: p < .001, with effect size r = .14.

4. BERT is more fluent than GE: p < .001, with effect size r = .25.

5. BERT is more fluent than RULE: p = .012, with effect size r = .10.

We could not find a significant difference between BERT random and BERT infrequent. The result
of .043 does not get near the threshold of .010. The performance of BERT with the infrequent group is
better than we expected. Using ge |~ in every context clearly seems to be regarded as less fluent than
using a classifier chosen by human speakers (i.e. CORPUS) and the other models. The fluency of RULE
and BERT differs much less; the result of .012 was not significant and we cannot assume a difference.
As RULE is a rule-based algorithm working with just three rules, it performs relatively well compared
to the machine learning results of BERT. We interpret these results further in section .

6.5.1 Post-hoc analysis: Correlation between Clarity and Fluency

In the previous experiment, we found a very strong correlation between Clarity and Fluency (see
section E) Because the raw data for this second experiment shows comparable similarities, we
are curious to see if we can also find such a correlation here. We used Spearman’s Rank Correlation
to compare Clarity and Fluency on the sentence level for both the random group and the infrequent

group:
o For the random group, we found a strong positive correlation, p(2350) = .85, p < .001.

o For the infrequent group, we found a strong positive correlation, p(2290) = .81, p < .001.

We interpret these results further in section in the Discussion.

6.5.2 Post-hoc analysis: Differences between CORPUS and BERT

In the previous experiment, we could not find a difference between the noticeably similar results by
CORPUS and BERT. We are curious whether CORPUS and BERT show these similarities in this experiment
too. Therefore, we use Wilcoxon’s Signed-Rank Test to compare these two models:

e Clarity - random group - CORPUS and BERT: p = .063, with effect size r = .08.

e Fluency - random group - CORPUS and BERT: p = .011, with effect size » = .10.

e Clarity - infrequent group - CORPUS and BERT: p = .366, with effect size r = .04.
e Fluency - infrequent group - CORPUS and BERT: p = .017, with effect size r = .10.

We interpret these results further in section in the Discussion.
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7 Discussion

In this section, we summarise the experiments, interpret the results, and discuss other findings and
ideas for future research.

7.1 Answering the research questions

We return to the research questions presented in section @ and answer them using the analyses
presented in section for Experiment 1, and section for Experiment 2.

7.1.1 Experiment 1: Standard NLG evaluation

First, we presented our standard NLG evaluation, in which all classifiers were included (i.e. true
classifiers, dual classifiers, and measure words). We were building upon [Jérnfors, 2021] by adding a
human evaluation to the already existing corpus-based evaluation. Our research questions are:

e How does the corpus-based evaluation of the models RULE, LSTM, and BERT compare to the human
evaluation?

e Are BERT’s classifier choices rated as more fluent than the choices made by RULE and LSTM?

Because the corpus-based accuracy results are binary on the sentence level (i.e. a chosen classifier
either matches with the corpus or it does not), we divided the data into two groups, and followed with
the hypothesis:

1. The values in the first group (the chosen classifier matches with the corpus) are higher than those
in the second group (the chosen classifier does not match with the corpus).

Additionally, we had two hypotheses concerning BERT:
2. BERT is more fluent than RULE.

3. BERT is more fluent than LSTM.

To test the first hypothesis, comparing the first and second groups, we used Mood’s Median Test.
The difference was highly significant (p < .001), with a small-medium effect size (¢ = .21). From this,
we conclude our hypothesis can be confirmed. After performing Mood’s Median Test, we got curious
about whether this difference would also show at other cutoff points than the median. So, post hoc,
we conducted five consecutive Chi-Squared Tests at the remaining Likert values (i.e. at 1, 2, 3, 4, and
6, since 5 was the median value). All five tests showed high significance (p < .001), with effect sizes of
¢ = .10, ¢ = .19, ¢ = .22, ¢ = .26, and ¢ = .18 for cutoff points 1, 2, 3, 4, and 6, respectively. These
post hoc results provide additional support for the difference between the first and second groups and
the confirmation of the hypothesis.

In the corpus-based evaluation, the number of matches with the corpus determines the accuracy
score; more matches with the corpus means a higher accuracy score. Returning to the research question,
we can conclude that it is also the case for human evaluation that chosen classifiers that match with
the classifier in the corpus are valued higher than classifiers that do not match with the corpus. The
corpus-based and human evaluations seem to be at least somewhat comparable in this regard.

However, after some additional post hoc testing, we could not find significant differences between
CORPUS and BERT. Human evaluators could be more lenient than corpus-based scores when classifiers
do not match the corpus. This difference between the automatic and human evaluations can indicate
the use of accuracy as an evaluation metric could be flawed, at least if we want to know a generated
text’s a’ability to human readers. The post hoc tests and their results are discussed further in
section [7.2.2
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To test the second and third hypotheses, we used Wilcoxon’s Signed-Rank Test. Comparing BERT
and RULE, we found a highly significant difference (p < .001) with a medium effect size (r = .31).
Likewise, when comparing BERT and LSTM we found a highly significant difference (p < .001) with a
small-medium effect size (r = .19). We can conclude that BERT’s classifier choices are regarded as more
fluent than those made by the other algorithms.

7.1.2 Experiment 2: True classifiers

After the first experiment, we present a more linguistically motivated experiment in which we focus on
true classifiers only. From the previous experiment, we keep the algorithms RULE and BERT, since in the
automatic evaluation, RULE performed notably better with only true classifiers, and BERT outperformed
all other models. Additionally, we look at a new model, GE, which only assigns the general classifier
ge ~. We did this because this more general classifier would be acceptable as a substitution for all
other true classifiers (as observed in child language acquisition, aphasic language loss, and informal
everyday language use, discussed in section ). We were interested in how readers would rate the
use of this classifier. Furthermore, we were interested in the difference between two groups of true
classifiers: randomly sampled classifiers (to imitate a more “natural” use of language, in which a
majority of sentences uses frequent classifiers like ge 4~) and infrequent classifiers (because those
reduce the possibility that the classifier has been seen before in training data, which could provide
difficulties for some algorithms). We stated our broad research question as:

e How do the classifier choices by the models CORPUS, GE, RULE, and BERT compare to each other,
both with frequent and infrequent head nouns?

We divide this question into two more specific sub-questions:

e Given that BERT performs better than the other models, are its chosen classifiers in the first
group (random) rated as more fluent compared to the second group (infrequent)?

o How does the choice of the general classifier ge /I~ compare to the choices by CORPUS, RULE, and
BERT?

We had five hypotheses (where hypotheses 2 to 5 are concerned only with the random group):
1. BERT random is more fluent than BERT infrequent.

2. GE is less fluent than CORPUS.

3. GE is less fluent than RULE.

4. BERT is more fluent than GE.

5. BERT is more fluent than RULE.

For testing the first hypothesis, we used the Mann-Whitney U Test. We did not find a significant
difference (p = .043), with a very small effect size (r = .06). We expected BERT to perform better
with the higher amount of training data in the random group. However, we did not find a difference
in fluency between the two groups. Therefore, to answer the first sub-question, we can say BERT does
not seem to perform better with the first group compared to the second group. It seems that BERT
performs better than we expected with only little training data.

For testing hypotheses 2 to 5, we used Wilcoxon’s Signed-Rank Test. Looking at the hypotheses
that concern ge 4>, we find a highly significant difference (p < .001) with medium effect size (r = .30)
when comparing GE with CORPUS (hypothesis 2), a highly significant difference (p < .001) with small
effect size (r = .14) when comparing GE with RULE (hypothesis 3), and a highly significant difference
(p < .001) with small-medium effect size (r = .25) when comparing GE with BERT (hypothesis 4). For
the second sub-question, we can say the use of ge |~ in all contexts is perceived as less fluent compared
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to the choices made by both native speakers and the algorithms RULE and BERT. Looking at only effect
size, the differences between GE on the one hand and CORPUS and BERT on the other are more prominent
than the difference between GE and RULE. It could be that RULE chooses the general classifier slightly
more compared to native speakers and BERT, which would be a possible explanation for this difference
in effect size.

For our last hypothesis concerning RULE and BERT, we do not find a significant difference (p = .012)
and a small effect size (r = .10). Considering RULE is a simple rule-based algorithm, it performs better
than we expected compared to the state-of-the-art algorithm BERT. It seems that, compared to CORPUS
and BERT, RULE is more suitable for choosing true classifiers than we initially thought.

7.2 Other findings: Post hoc analyses

During and after data collection, multiple questions arose about our findings. Most notably, we were
curious about the, to us, unexpected similarities between Clarity and Fluency and between CORPUS
and BERT. Therefore, we performed multiple additional post hoc tests, as presented in section for
Experiment 1, and section for Experiment 2. In the following section, we interpret the results.

7.2.1 Clarity and Fluency

The first thing we noticed was that, in both experiments, the results for Clarity and Fluency seemed
similar. Before analysing the data, we expected Clarity to be judged higher than Fluency. Our
reasoning was that the use of a given classifier could be clear, even though it would not be the
classifier a native speaker would use (compare this to a Mandarin L2 learner who does not use the
most appropriate classifier in a given context; a native speaker would in many cases still understand
what the Mandarin learner was trying to convey).

Because the Clarity and Fluency results seemed so similar, we conducted some post hoc tests to
look for a correlation in both experiments. We used Spearman’s Rank Correlation to compare the
Likert values on the sentence level. The comparison for Experiment 1 showed a significant (p < .001)
strongly positive correlation (p = .90) between Clarity and Fluency. Similarly, for Experiment 2,
both the random group and the infrequent group showed a significant (p < .001) strongly positive
correlation (p = .85 for the random group, p = .81 for the infrequent group).

There are two main reasons we can imagine that explain this Clarity-Fluency correlation:

e One or both concepts were not interpreted as we intended. It is a known problem within NLG
evaluation when employing questionnaires to gauge participants’ opinions; many different ap-
proaches and terms are used to describe the qualities of a text (which could be difficult to interpret
for the participants, and are sometimes even vague to researchers themselves), and standardised
methodology and terminology are still absent within the field [Howcroft et al., 2020]. There is
the additional complexity of conducting experiments with laypeople; we aimed to explain these
concepts with a short and understandable statement (This sentence is clear. X/H)i% iR
Wi. for Clarity, and This sentence was written by a native speaker. X/f)iH & i H1EES
i), for Fluency). Still, we cannot be certain that a layperson interprets these statements in
the same manner as someone familiar with NLG text evaluation. Participants could have been
overthinking what it means for (part of) a sentence to be cleared.

o Alternatively, these concepts may influence each other more than we initially realised. Maybe it
is the case that the Fluency of a given phrase contributes to its Clarity. Considering participants
saw the classifiers not only within the noun phrase, but were given the context of a full sentence,
a wrongly selected classifier could result in the meaning of the sentence becoming less clear.

24j.e. Tt could have been the case that most classifier choices were perfectly clear. However, because we ask the Clarity

rating for each sentence, participants could have interpreted “clear” in an unusual manner to ensure they had variation
in their answers.

37



It is worth noting that these correlations apply only within the context of the two experiments we
conducted; this could be either an issue with how the concepts of Clarity and Fluency were defined and
interpreted, or it could be a correlation possibly within the context of classifier selection in Mandarin&.
We do not know if this correlation is applicable within a broader context of NLG.

7.2.2 Corpus classifiers and BERT’s results

BERT has yielded interesting results in both experiments, especially compared to CORPUS. In the first
experiment, while BERT was evaluated significantly better compared to RULE and LSTM (p < .001 in
all cases; medium effect sizes compared to RULE Clarity (r = .30) and Fluency (r = .31), and small-
medium effect sizes compared to LSTM Clarity (r = .19) and Fluency (r = .19)), when we compare BERT
to CORPUS we do not find a significant difference (p = .065, r = .09 for Clarity and p = .480, r = .04
for Fluency). In the second experiment, we similarly find no significant differences and (very) small
effect sizes between BERT and CORPUS (p = .063, r = .08 for Clarity in the random group; p = .011,
r = .10 for Fluency in the random group; p = .366, r = .04 for Clarity in the infrequent group; and
p=.017, r = .10 for Fluency in the infrequent group).

Looking back at the corpus-based accuracy results presented in Table H, BERT had an accuracy score
of 81.71%, while CORPUS has an accuracy score of 100% (as should be expected). Since we could not
find meaningful differences between the classifiers used by native speakers in CORPUS and the classifiers
chosen by BERT in our human evaluations, this seems to support the classic argument against using
automatic metrics alone: if a classifier does not match with the corpus, it does not necessarily mean
native speakers interpret it as “wrong”. The classifier choice does not seem to matter as much to
readers as the corpus-based accuracy scores suggest.

7.3 Limitations & future research

In this section, we share the ideas that arose while working on the experiments. Some came about as
a result of curiosity after analysing the data, while others result from limitations we encountered. In
all cases, we could unfortunately not look into them further because of time constraints.

To follow up on our human evaluation, a task-based experiment would provide some interesting
additional information. Participants would be shown phrases containing a classifier chosen by an algo-
rithm, and afterwards, reaction times are compared to see whether there are any differences between
algorithms. This could be done both for the standard NLG evaluation and the evaluation focussing
on true classifiers. For example, in Experiment 2, we found GE to be rated as less fluent than CORPUS,
RULE, and BERT. In a task-based experiment, participants would be presented with a (part of a) sen-
tence containing a true classifier - either ge > or a specific one. The participants are asked a question
about the text they are presented with; their task is to answer as quickly as possible. If it is indeed
the case that ge /|~ is rated lower than more specific classifiers, we would expect the reaction times for
GE to be longer than those for CORPUS, RULE, and BERT.

Looking at the strong correlation between Clarity and Fluency in both experiments, it is imaginable
that these concepts influence each other. Possibly, they are more intertwined in the context of Mandarin
classifiers. It would be interesting to examine whether readers only distinguish between Clarity and
Fluency in specific situations. To do this, we could return to our gathered data and focus on the
sentences in which the scores for Clarity and Fluency diverged the most. Examining the chosen
classifiers and their context, maybe a pattern could be found.

For the overall evaluation, we found significant differences between some models, and no significant
differences between others. In both experiments, we did not find a significant difference between CORPUS
and BERT. We are curious about what can be found if we focus on the level of individual classifiers.

25With the knowledge we have after conducting the experiments, we are unsure if it was a good idea to include Clarity.
We can imagine it is possible to be confused about the meaning of a sentence when a wrong measure word is selected, but
especially in Experiment 2, using a distinct true classifier should not have caused noticeable issues with understanding
the meaning of a phrase.
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We would start by looking at one specific classifier: where does this classifier appear in the corpus? If
we have found those places, we look at the classifier choices made by BERT: if BERT’s classifier does not
match with CORPUS, what classifier did BERT choose? We move from one classifier to the next; perhaps
there is a pattern to certain classifiers that are confused often, or a pattern to contexts which tend to
have more “flexibility” in classifier choice.

Lastly, we address some feedback about our analyses. We had assumed independence in our
observations, which is reflected in the statistical tests we used. However, it could be argued that
this assumption was not entirely justified; individual participants only judged part of the sentences,
while simultaneously, individual sentences were only judged by part of the participants. This makes the
data dependent; results could be affected by unaccounted-for differences between groups of participants,
between groups of sentences, or both. If we were to account for this dependency in our data, we would
have to perform some multilevel analysis. We could not do this due to time constraints, but if, at some
point, we have the time, we could look further into analysing the data in this way.

8 Conclusions

In this thesis, we have subjected a number of algorithms that generate Mandarin classifiers to a new
evaluation based on human judgement. This human-based evaluation is meant as an addition to the
previous corpus-based approach. To achieve this new evaluation, we conducted two experiments in
which we compared participants’ judgement of classifiers chosen by various models.

For the first experiment, we created a dataset from 200 randomly chosen sentences from the CCD
corpus (Appendix |A[). This was a standard human NLG evaluation, where participants evaluated
classifiers generated by the models RULE and LSTM as described in [Peinelt et al., 2017], and BERT from
[Jarnfors, 2021).

For the second experiment, we created a_dataset from 100 random classifiers and 100 infrequent
classifiers from the CCD corpus (Appendix E) Participants evaluated only true classifiers generated
by the models GE, RULE, and BERT.

Firstly, concerning the algorithms, we have learned that human and corpus-based evaluations
showed similar results between models. When all classifiers are evaluated, BERT consistently scores
higher than the other models. When looking at true classifiers only, BERT performs just as well with
infrequent classifiers as with random classifiers, suggesting it can achieve good results with only little
training data. Remaining within the context of true classifiers, RULE performs very well for such a
simple algorithm; we did not find a difference comparing its results to those of BERT.

Notably, classifiers from the corpus (i.e. sentences produced by humans) were not evaluated higher
than those generated by BERT under all circumstances. Within the context of this corpus, BERT showed
a human-like performance.

Additionally, we can conclude something about evaluation: the similar results between CORPUS and
BERT showed that an automatic evaluation based on accuracy does not exactly resemble how readers
perceived the fluency of the sentences. If we want to explore how well a text will be perceived by
human readers, it is a good idea not to rely on automatic evaluation metrics alone.

Lastly, given the corpus-based evaluation, we did not expect RULE to perform on par with BERT
with true classifiers. Readers seemed to be more accepting of variations in classifier choice than the
corpus-based evaluation made us believe.
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Appendices

A Dataset Experiment 1

We used these sentences to create our dataset for Experiment 1. The column Sentence contains the
sentence as it appears in the CCD. The location of the classifiers is indicated with <CL>. The

column Head noun contains the head noun of the noun phrase the classifier belongs to.

The

column CORPUS contains the classifier as it appears in the CCD. The columns RULE, LSTM, and

BERT contain the classifiers chosen by the respective models.

https://github.com/AmberdeBruijn/Thesis-datasets.

This data can also be found here:
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B Dataset Experiment 2

B.1 Random classifiers

We used these sentences to create our random dataset for Experiment 2. The column Sentence
contains the sentence as it appears in the CCD. The location of the classifiers is indicated with
<CL>. The column Head noun contains the head noun of the noun phrase the classifier belongs
to. The column CORPUS contains the classifier as it appears in the CCD. The columns GE, RULE,
and BERT contain the classifiers chosen by the respective models. This data can also be found here:

https://github.com/AmberdeBruijn/Thesis-datasets.

Sentence Head noun | CORPUS | GE | RULE | BERT
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B.2 Infrequent classifiers

We used these sentences to create our infrequent dataset for Experiment 2. The column Sentence
contains the sentence as it appears in the CCD. The location of the classifiers is indicated with
<CL>. The column Head noun contains the head noun of the noun phrase the classifier belongs
to. The column CORPUS contains the classifier as it appears in the CCD. The columns GE, RULE,
and BERT contain the classifiers chosen by the respective models. This data can also be found here:

https://github.com/AmberdeBruijn/Thesis-datasets.
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C Statistical analyses

This Appendix states the settings and/or calculations with which we acquired our results. We used
IBM SPSS Statistics for Windows (Version 28) and Microsoft Excel (Microsoft Office 365) to perform
our statistical analyses. For each test, we specify which program was used.

C.1 Chi-Squared Test
The Chi-Squared Test was used to test:

o Post hoc Experiment 1: adding to Mood’s Median Test (sections and )

Calculations for the Chi-Squared Tests were performed in Microsoft Excel (Microsoft Office 365). For
each cut-off point (i.e. 1, 2, 3, 4, and 6), we created a 2x2 contingency table; one containing the
observed frequencies, the other containing the expected frequencies. We then calculated the p-value
using the CHISQ.TEST function. From this p-value, for completeness, we computed the x2 value using
the function CHISQ.INV.RT, with the p-value and the degrees of freedom (which is 1 in all cases because
we used 2x2 contingency tables) as its parameters.

C.2 Mann-Whitney U Test
The Mann-Whitney U Test was used to test:

o Experiment 2: Hypothesis 1 (sections @ and )

Calculations for the Mann-Whitney U Test were performed in IBM SPSS Statistics for Windows
(Version 28). We made two variables: one nominal variable indicating if a value belongs to the random
or the infrequent group, and one ordinal variable representing the participants’ answers. On every row,
each first cell denoted the group, and each second cell contained one value from 1 to 7, corresponding
to the answer given by a participant for a given classifier. To analyse the data, we selected Analyze —
Nonparametric Tests — Independent Samples. In Fields, we selected the nominal variable containing
the random-infrequent groups as Groups and the ordinal variable containing the Likert scores as Test
Fields. In Settings, we selected the test Mann-Whitney U (2 samples) and for the test options we
select a significance level of 0.01 and a confidence interval of 99.0.

C.3 Mood’s Median Test

Mood’s Median Test was used to test:

o Experiment 1: Hypothesis 1 (sections and )
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Calculations for Mood’s Median Test were performed in IBM SPSS Statistics for Windows (Version 28).
We made two variables: one nominal variable indicating if a given classifier occurred in the corpus, and
one ordinal variable representing the participants’ answers. On every row, each first cell denoted the
corpus match. Each second cell contained one value from 1 to 7, corresponding to the answer given by
a participant for a given classifier. To analyse the data, we selected Analyze — Nonparametric Tests
— Independent Samples. In Fields, we selected the nominal variable containing the corpus match
distinction as Groups and the ordinal variable containing the Likert scores as Test Fields. In Settings,
we selected the test Median test (k samples) and for the test options we select a significance level of
0.01 and a confidence interval of 99.0.

C.4 Spearman’s Rank Correlation

Spearman’s Rank Correlation was used to test:

o Post hoc Experiment 1: Clarity and Fluency (sections and )
o Post hoc Experiment 2: Clarity and Fluency (sections and )

Calculations for Spearman’s Rank Correlation were performed in IBM SPSS Statistics for Windows
(Version 28). For each test, we compared two ordinal variables, Clarity and Fluency. Each cell
contained one value from 1 to 7, corresponding to the answer given by a participant. Values sharing a
row are the Clarity and Fluency scores provided by the same participant for the same classifier within
the same context. To analyse the data, we selected Analyze — Correlate — Bivariate. We then selected
the two relevant fields we wanted to test. Under Correlation Coefficients we selected Spearman and
make it two-tailed.

C.5 Wilcoxon’s Signed-Rank Test

Wilcoxon’s Signed-Rank Test was used to test:
o Experiment 1: Hypotheses 2 and 3 (sections and )

o Experiment 2: Hypotheses 2 to 5 (sections @ and )

o Post hoc Experiment 1: differences between individual models, focus on CORPUS and BERT (sec-
tions and [(22 .

« Post hoc Experiment 2: differences between CORPUS and BERT (sections and )

=

Calculations for Wilcoxon’s Signed-Rank Test were performed in IBM SPSS Statistics for Windows
(Version 28). For each test, we compared two ordinal variables. Each cell contained one value from 1
to 7, corresponding to the answer given by a participant for a given classifier. Values on the same row
are all provided by the same participant in the same context. To analyse the data, we selected Analyze
— Nonparametric Tests — Related Samples. We then selected the two relevant fields we wanted to
test. In Settings, we selected the test Wilcozon matched-pair signed-rank (2 samples) and for the test
options we select a significance level of 0.01 and a confidence interval of 99.0.
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