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Abstract

In case of large disturbances in public transportation networks, there often is little inform-
ation available for central dispatching. Moreover, high frequency systems may use decentral
dispatching. We consider a local dispatching strategy, where a cyclic order is assigned to the
lines. This order determines which route the next vehicle to depart will take and the timetable
determines when this will be.

It has been proved this system stabilises to the normal schedule, when all lines are operated
with the same frequency. When looking at arbitrary frequencies, deciding whether a timetable
can be operated with a certain number of vehicles is NP-complete in the strong sense.

The goal of this thesis is to consider variations, e.g. star networks or frequencies that are
multiples of each other and see if these are NP-complete as well or if we can prove stabilisation
results. In case of stabilisation we would also like to know how fast it stabilises. Finally we will
consider the stabilised situation to see if we can deduce properties for the stabilised system.
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1 Introduction

1.1 Problem description

When large disturbances happen in public transit networks, often essential information is unavail-
able at the central dispatcher. Because of this routes may be cancelled even though crew and
material are available. Decentralised dispatching strategies might be a solution to this problem.

In [10] Van Lieshout et al. propose such a local dispatching strategy. In this paper every end
station is considered separately and has the same strategy, namely assigning the next bus to arrive
to the route that has last been assigned to. It then departs on the scheduled departure time or
immediately if this has already passed. This policy makes sure every route is operated the same
number of times. When a line is scheduled to depart, but no vehicles are available the entire
schedule is updated, i.e. when a vehicle does become available it departs immediately and the next
departure is based on the actual departure time, instead of the originally planned time.

In this thesis we will consider extensions to this paper. Van Lieshout et al. showed in [10] that
the system stabilises in polynomial time when all lines have the same frequency. With arbitrary
frequencies the stabilisation is not guaranteed to happen in polynomial time, unless P = NP , as
was proved by Van Lieshout in [8].

We will consider the situation where frequencies are multiples of each other. Also, bus networks
often are star-shaped. So we will research if the problem is solvable in polynomial time on path
and star networks. Finally, we will look into the properties of a stabilised network. We will support
and extend the theoretical results with simulation results.

2 Literature

Van Lieshout et al introduced a policy in [10] for decentral vehicle dispatching based on the rotor-
router model. We start with some background in public transport scheduling, then we will consider
the rotor-router model and known results for it and finally we will give an overview of aforemen-
tioned article.

Planning for public transportation is usually done in four steps. The first step is to make a line
plan, then add the timetable, subsequently plan the material and finally plan the personnel. For
this decentral approach only the line plan remains, all other plans are discarded and decisions are
made per end station based on the information available there.

2.1 Rotor-router model

The rotor-router model finds its origin in physics, where it was studied as a self-organising system
in [7] by Priezzhev et al. The rotor-router model can be seen as a deterministic version of a random
walk. We have a graph where each vertex has a pointer to one of its outgoing edges and a cyclic
order on all of the outgoing edges. Then we place an agent somewhere on this graph. In each
step the agent arrives at a vertex and then moves from this vertex along the direction stored in its
pointer, after that the pointer is updated to the next edge in the cyclic order.

Priezzhev et al showed in [7] that for undirected graphs, where the undirected edges are treated
as two directed edges in opposite direction the agent will eventually walk an Euler circuit that is
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repeated forever.

Yanovski et al. extended this in [12] to a multiple agents problem in the context of patrolling
a network. They proved that for one agent the Euler cycle is reached within time O(|E|D), where
E is the set of edges and D is the diameter of the graph. As an Euler cycle is reached, every edge
is revisited in a period of |E|. For the multi agent case the similar result reads that for any edge
u → v that was visited at time t, it must be revisited at least once again until time t + |E| + 1 by
some agent.

The results so far do not say anything about the ratio between the most and least frequently
visited edges yet. For k agents it is shown that the difference in traversals between any two edges
u1 → v and v → u2 is no more than k + 1 at any moment in time. The number of traversals for
a vertex is defined as the minimum amount of traversals of any of its outgoing edges. With this
definition, the result can be extended to any pair of vertices u, v to a difference that is no more
than d(u, v)(k + 1), where d(u, v) denotes the length of the shortest path between u and v.

They also bound the blanket time, the first time at which the ratio between the number of
traversals for any two edges does not exceed two, introduced by Winkler and Zuckerman in [11] for

random walks. For k agents, at time t ≥ 2(1 + 1
k )|E|D, for edges e1, e2 it holds that zt(e1)

zt(e2)
≤ 2.

Here zt(e) is the number of traversals for edge e until time t.
As the number of states for the algorithm is finite and the difference in traversals between edges

cannot grow arbitrarily large, the system must enter a periodic motion. The length of this period

must be a multiple of |E|
k , but there are no theoretical results for when this periodic motion is

entered.

Chalopin et al. further investigate the behaviour of the rotor-router system towards stabilisation
for multiple agents in [3]. Showing that for k agents the system stabilises in polynomial time, but
the duration of the periodic motion can be superpolynomial in the number of edges.

Finally Dereniowski et al. show in [5] that the cover time, that is the time it takes until all
edges are traversed, with k agents is at least Θ(log k) times shorter than the time with one agent.
For a star graph G with n nodes they bound the cover time tc for k ≤ n agents by tc ≤ 2⌈n

k ⌉ for
any initialisation of the rotor and any initial positions of the agents.

2.2 A self-organizing policy for vehicle dispatching in public transit sys-
tems with multiple lines

In this paper [10] Van Lieshout et al. propose a policy for dispatching public transit vehicles in
case of large disruptions in the system. This work follows on [9] and [4]. They propose a decentral-
ised approach so not all information needs to be available at the main dispatcher, as that is often
the case for large disruptions. The disadvantage of this decentralised approach is that passengers
cannot rely on a schedule anymore.

Self-organising policies for public transit systems have been studied before, by Bartholdi and
Eisenstein [2], Liang et al. [6] and Zhang and Lo [13] but only for single line systems to prevent bus
bunching. Bartholdi and Eisenstein introduced a policy where vehicles are delayed by an amount
that depends on the headway to the next vehicle and proved the headways equalise, no matter
the initial position of the vehicles. Liang et al. proposed a policy where both the headway to
the previous and the headway to the next vehicle are considered and showed this leads to faster
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equalisation of the headways. Zhang and Lo showed that for stochastic travel times the headway
variance will eventually be limited.

Argote-Cabanero et al. have studied multiline systems in [1] but do not consider the possibility
of dynamically assigning vehicles to lines.

The policy proposed by Van Lieshout et al. determines at each end station (we do not consider
the intermediate stations) for each vehicle that arrives, what line it will operate next and at what
time. All outgoing lines for the station have been added to a cyclic order and each time a bus
arrives, it is assigned to the next line in this cyclic order. All lines have a headway, the desired time
between two consecutive trips of that line. The departure time is set to be the previous departure
time of the line plus the target headway or the current time if that has already passed.

As the policy from Van Lieshout et al. has many similarities to the rotor-router model, results
are based on results from the rotor-router literature. However, the original rotor-router model does
not allow waiting, so results do need to be adapted.

The results are based on the assumption that all lines have the same headway. For k the number
of vehicles used in the system and k∗ the minimum required number of vehicles, Van Lieshout shows
that headways for all lines stabilise to the target headway H if enough vehicles are available and
to an average headway of k∗

k H if not. The maximum headway in the second case is bounded by
H+(k∗−k)H. If the driving time of all lines is equal to the headways as well, the situation becomes
even more similar to the rotor-router system, in that case the time before the system stabilises is
O(|L|2DH).

In [8] Van Lieshout shows that for arbitrary line frequencies determining the minimum number
of vehicles required, can be reduced to 3-partition, so unless P = NP there will not be a guarantee
that the system stabilises in polynomial time.

3 Preliminaries

3.1 Definitions

We will start by introducing most of the notation that is used throughout this article. If possible
we comply with the notation introduced by Van Lieshout et al. in [10].

A public transit network is represented by a directed graph G = (S,L), where S is the set of
terminal stations and L is the set of lines, going from one station in S to another. The intermediate
stations do not interfere with our algorithm and are therefore not included in the network. We as-
sume G to be a connected and symmetric, as it is not connected all components may be considered
separate networks and by symmetric we mean that is for every line (s → s′) ∈ L, the line (s′ → s)
is also an element of L.

For every line l = (s, s′) ∈ L the time between departure at s and arrival at s′ is referred to as
the travel time, which is denoted by tl. The travel time may be asymmetric, i.e. t(s,s′) ̸= t(s′,s). For
every line we have a target headway, that is a desired time between two consecutive departures of
this line. If we have a general target headway for every line in the network we will denote this by
H. If we have a target headway for a specific line l this is denoted by hl. We assume all travel times
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and headways are integer, if they are not we can scale the problem so they become integer. For the
sets of lines starting and terminating at a station s ∈ S we respectively use δ+(s) and δ−(s). So
δ+(s) =

∑
l∈L(s) fl where L(s) = {(a, b) ∈ L | a = s}.

As we will look into situation where not all lines have the same frequency, we introduce a fre-
quency for every line, denoted by fl. Frequencies should have integer values, but just like with
travel times we can go from fractional values to integer values by scaling. Opposed to the travel
times, we do assume the frequencies to be symmetric.

We denote the minimum required number of vehicles by k∗. There is a fixed number of vehicles
available in the system, which we will denote by k. For the case where all lines are driven with the
same frequency it holds that

k∗ =

⌈
Σl∈Ltl
H

⌉
.

We consider the system in iterations, where we can see the iterations as the discrete moments
in time where events happen. We can do this as all travel times and headways have integer values.
We can set the duration of one iteration to the greatest common divisor of all travel times and
headways. The events can either be arrivals or departures of vehicles or both as a vehicle may
depart immediately when it arrives.

3.2 Cover and stabilisation time

We would like to analyse how long it takes for the system to stabilise, but before we can do that,
we define what a stable state is and how we count how long it takes until we reach this.

Definition 3.1 (Stable state (Van Lieshout et al. [10])). We call a state Vt stable if there exists
t′ > t such that Vt′ = Vt.

Definition 3.2 (Stabilisation time). The stabilisation time is the number of iterations it takes
until the first time we reach a stable state, a state that is part of a periodic motion, so the first
state that is repeated.

Another concept that we will use to find the stabilisation time, is the cover time:

Definition 3.3 (Cover time). The cover time of a system is the maximum number of iterations
from some configuration to visit all nodes at least once.

Finally we need to know when two states are considered equal. Note that a state is fully defined
by:

• The number of vehicles per station, denoted by vs for station s.

• The position of the rotor (for every node, in a star only the centre node is relevant). For a
station s we can denote this by Rs

s′ if the next vehicle from s should depart to s′.

• The last departure times for each line, denoted by dl for a line l.

If all of these are equal, the states induce the same periodic motion, so we call them equal.
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3.3 Potential function and anti-vehicles

To help us derive a bound on the stabilisation time from the cover time, we use the concept of
anti-vehicles as introduced by Van Lieshout et al. in [10]. In this section we consider networks
where the travel time is equal for all edges. Let this travel time also be equal to the headway H so
we can consider the system in iterations of duration H.

Potential function
For a formal definition let us start by introducing the charge of a station and a potential function
based on this charge. Let is(m) be the number of vehicles at station s after iteration m. Now we
can define the charge of a station s after iteration m as Cs(m) = is(m) − deg(s). Note that the
number of incoming lines equals the number of outgoing lines for every station s ∈ S so the degree
can be either the in- or the out-degree. A station can now be in three situations, positively charged
if Cs(m) > 0, negatively charged if Cs(m) < 0 or neutral otherwise.

In the situation where we have k = k∗ = |L|, the number of vehicles equals the number of lines,
this makes the total charge over the network 0.

In every iteration min{is(m),deg(s)} vehicles leave station s, and at most deg(s) vehicles arrive
at this station. So if we have a positively charged station, the charge can never increase. This gives
us the following options for a station to switch between states: positive → neutral ↔ negative.

Based on this charge we can define a potential function Φ(m) as the sum of positive charges,
Φ(m) =

∑
s∈S:Cs(m)>0 Cs(m). As for all stations we know the positive charge cannot increase, we

know it holds that Φ(m) ≥ Φ(m + 1).

The system has stabilised if and only if is(m) = deg(s)∀s ∈ S. If the potential function Φ(m)
reaches 0, we know that is(m) ≤ deg(s)∀s ∈ S and as the total number of vehicles equals the total
number of lines, we can conclude that then is(m) = deg(s)∀s ∈ S.

Anti-vehicles
Now we can define anti-vehicles as the carriers of negative charge over a network. That is, whenever
a line is not traversed by a vehicle in some iteration, we can see this as the line being traversed by
an anti-vehicle.

Suppose no vehicle traverses the line from station s to station s′ in some iteration j. Then in
this iteration at station s less than deg(s) vehicles depart, increasing the charge of this station. At
the destination station s′ no vehicle arrives, decreasing the amount of vehicles and thus the charge
there. So we can see this as the negative charge being moved from s to s′ by the anti-vehicle.

It does not have to be that the charge of station s increases after iteration j as it may be that an
anti-vehicle arrives at s from another station. When a anti-vehicle arrives at a positively charged
station, the charge here is decreased making a negative charge disappear from the network and
decreasing the potential function Φ. Note that an anti-vehicle can only depart from a negatively
charged station, as from a positively charged station t exactly deg(t) vehicles depart.

3.4 Bounding stabilisation time

We know that once the potential function reaches 0, we have a stabilised situation, so we are inter-
ested in how quickly the potential function decreases. Suppose at some point we have some charge
Φ(m) = p after iteration m, then we have p anti-vehicles in our network. These anti-vehicles travel
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through the network according to the same policy as the normal vehicles but with the cyclic order
reversed at every station.

If we have the cover time for a network with p vehicles, we know that the potential function
decreases at least once during this cover time. Call the cover time for p vehicles cp. Then as the
potential function can decrease at most p times, the stabilisation time is bound by Σp

j=1cp.

4 Policies

In this section we will discuss possible policies we can use to locally dispatch vehicles and why
we chose to focus on one of these policies in this document. We start by discussing the options
for single frequency networks and then discuss two extensions to the chosen policy for multiple
frequency networks.

We have considered the following policies to use as a local dispatching strategy. As we have
to make a choice for our policy in two dimensions, line assignment and choice of departure time,
where for every dimension we have two options, there are four policies to consider. Not all of them
are interesting as we will see shortly. Our options are the following:

• STAT: Static: whenever a vehicles arrives at a station s after departing from station s′, it
gets assigned a departure on the line s → s′ with a time that is based on our timing strategy.

• DYN: Dynamic: whenever a vehicles arrives at a station s after departing from another
station s′, it is assigned to the next line in some predefined order at station s. In our case
this will be the next in the cyclic order of the lines each station has. It may be assigned to
s → s′, but also to another line s → s′′.

• ASAP: As soon as possible: upon arrival of a vehicle at a station, it departs immediately on
the next line that gets assigned to the vehicle.

• SYNC: Synchronised: when a vehicle gets assigned a line s → s′, the last departure time
of that line is checked. If this is h(s,s′) or more time ago, the vehicle departs immediately.
Otherwise it waits till this time has past and leaves then.

These policies can be divided into pairs, where we have to choose one of each pair for a total
description of the policy we are considering. The pairs are:

• STAT or DYN for what line gets assigned to the vehicle.

• ASAP or SYNC for when the vehicle has to depart.

The STAT policies can be seen as single line systems. Our goal is to find properties of multiple
frequency systems so that makes STAT a less interesting policy. So we will focus on the DYN
policies.

We know from the work by Van Lieshout in [10] that DYN-SYNC stabilises in polynomial time
for the situation where all headways are equal. Let us consider DYN-ASAP, in this case vehicles
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never wait at a station. In the very simple example where we have 2 stations with 2 lines, one in
each direction with a travel time of 30 minutes in both directions and a headway of 15 minutes.
Now suppose we have 2 vehicles in both stations at the start. Then we would like for one of these
vehicles to leave at both stations and the other to leave after 15 minutes. In that case all headways
are made. But in the ASAP system, both vehicles will leave at the same time, causing a periodic
motion where 2 vehicles drive at the same time, every 30 minutes. This is a stable situation as
the state is repeated in a periodic motion, but it in most cases not the desired situation as the
headways are not made. For this reason we have decided to focus on SYNC policies.

Now we have an extra choice to make if there are multiple frequencies involved. What will we
adhere more to, the time or the rotor order? We will first discuss the time based case (TIME). In
this case vehicles are assigned to a line based on the earliest desired departure time. An advantage
of this system is that perturbations one line do not immediately cascade onto the other lines. A
possible disadvantage may be that in case of delays (or a shortage of vehicles) the frequencies are
not adhered to. I.e. if one line should be driven twice per hour, and another once per hour but
only one vehicle arrives every hour, then whenever the half-hour line departs, the single frequency
line has departed an hour ago, so its next desired departure time is now. This is smaller than the
next desired departure time of the double frequency line, which is in half an hour. So both lines
are driven the same amount of times. Let us illustrate this with a concrete example:

Suppose we have a network with three stations, s, s′ and s′′, one vehicles and two bidirectional
lines s → s′, s → s′′, s′ → s and s′′ → s, where for any of these lines the travel time is 30 minutes.
This network is drawn in Figure 1. We want the line (s, s′) to depart every 60 minutes and the line
(s, s′′) to depart every 30 minutes, so f(s,s′) = 1 and f(s,s′′) = 2. The only vehicle starts at station
s. In Table 1 the events from this example and the desired departure times can be found.

s’ s s”

30 min 30 min

once per hour twice per hour

Figure 1: The example network

We can see here that s → s′ and s → s′′ are served alternatingly, resulting in both lines being
operated once every two hours even though based on frequency the line s → s′′ should be operated
twice as many times.

One of the primary results obtained by Van Lieshout et al. in [10] is a bound on the difference
between how many times two lines have been driven in total. For a double frequency line, the
equivalent would be bounding the difference between twice the single frequency line and the double
frequency line, as we want the double frequency line to drive twice as many times. But as we can
see in the previous example this may grow arbitrary large. That is why we consider the rotor based
approach where this result does hold, as we will see later.
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Timestamp Event Next s → s′ Next s′ → s Next s → s′′ Next s′′ → s
8:00 Departure s → s′′ 8:00 8:00 8:30 8:00
8:30 Arrival at s′′ 8:00 8:00 8:30 8:00
8:30 Departure s′′ → s 8:00 8:00 8:30 9:00
9:00 Arrival at s 8:00 8:00 8:30 9:00
9:00 Departure s → s′ 10:00 8:00 8:30 9:00
9:30 Arrival at s′ 10:00 8:00 8:30 9:00
9:30 Departure s′ → s 10:00 10:30 8:30 9:00
10:00 Arrival at s 10:00 10:30 8:30 9:00
10:00 Departure s → s′′ 10:00 10:30 10:30 9:00
10:30 Arrival at s′′ 10:00 10:30 10:30 9:00
10:30 Departure s′′ → s 10:00 10:30 10:30 11:00
11:00 Arrival at s 10:00 10:30 10:30 11:00
11:00 Departure s → s′ 12:00 10:30 10:30 11:00
11:30 Arrival at s′ 12:00 10:30 10:30 11:00
11:30 Departure s′ → s 12:00 12:30 10:30 11:00
12:00 Arrival at s 12:00 12:30 10:30 11:00
12:00 Departure s → s′′ 12:00 12:30 12:30 11:00

Table 1: Time based example

Let us look at the rotor based policy (RR). We will start by discussing how we model the higher
frequency lines in this case. Note that we will still use one base value for both frequencies and
travel time. We will call this base value H. Where a line with frequency 1 has a headway H and
the travel times are multiples of H

fx
, where fx = lcmF , with F the set of all frequencies that appear

in the system. The headway of a line is directly connected to the frequency. Consider a line l2 with
frequency fl2 , where fl2 ∈ N, then the headway for l2 is H

fl2
.

We can now consider the system in iterations of H
fx

time units. Every event will happen at a

time that is a multiple of H
fx

So if a vehicle departs in iteration i, over a line that has travel time

k ·H for some k ∈ N it will arrive (and may also depart again) in iteration i + k · fx. Suppose we
have H = 60 minutes, in a network with three lines, that have frequencies 2, 3 and 4. Then we will
consider the system in iterations of 5 minutes, and the headways for the lines will be 30, 20 and 15
minutes respectively.

Now we can model the rotor in a station where a higher frequency line departs as a cyclic order
that contains a line with frequency f , f times. Note that the order in which the lines are added to
the cyclic order does influence the behaviour of the system. We will see this in more detail later.

A higher frequency line l, with frequency fl now needs to depart after its predecessor in the rotor
order, but also at least H

fl
after previous departure of this line. So the next departure is updated

for the next appearance of line l in the rotor order. When the actual departure time for this next
departure of l is known, the next appearance of l after that in the rotor order is updated et cetera.

We will illustrate this with an example in the same system as for the previous policy, that can
be found in Figure 1. So suppose we have a network with three stations, s, s′ and s′′ and two
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bidirectional lines s → s′, s → s′′, s′ → s and s′′ → s, where for any of these lines the travel time is
30 minutes. We want the line (s, s′) to depart every 60 minutes and the line (s, s′′) to depart every
30 minutes, so f(s,s′) = 1 and f(s,s′′) = 2. There is only one vehicle in the network, which starts at
station s.

s”

s”

s’

s

Figure 2: Rotor for the rotor based example

The rotor for this case will contain two edges to s′′ and one edge to s′, as illustrated in 2. The
arrow indicates the starting position of the rotor. With every departure the rotor moves one node
in clockwise order. In Table 2 the events from this example and the desired departure times can be
found.

In this case every three hours the line s → s′′ is served twice, while the line s → s′ is served
once. So the system adheres to the frequencies we have given the lines.

Adding higher frequency lines more often to the cyclic order and then using this order to decide
which lines will be operated, allows us to derive results about the total number of times certain
line have been driven up to some time. We still know for all outgoing edges of a node that the
difference in the number of times they are traversed is bounded if we include the frequency. The
question that we still need to answer is how to order the edges, and does this make a difference?

Suppose we have a station s which has lines to three other stations, a, b and c. The line s → a
has frequency 4, the line s → b has frequency 2 and the line s → c has frequency 1, then we can
order these in different ways, as is shown in Figure 3. In section 7 we will consider different rotor
configurations for star graphs.

Concluding, in the SYNC-DYN case for multiple frequency systems we have to make a choice
in how we prioritise the assignment of vehicles. The options we have are:

• RR: Rotor based: when multiple lines have their last departure more than their headway in
the past, the next line that will be served is selected based on the rotor order.

• TIME: Time based: when multiple lines have their last departure more than their headway
in the past, the next line that will be served is selected based on for what line this happened
earliest. Note that this is only relevant in multiple frequency systems as otherwise the rotor
order will always be the same as the time based order. Ties can be broken by using the rotor
order.
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Timestamp Event Next s → s′ Next s′ → s Next s → s′′ Next s′′ → s
8:00 Departure s → s′′ 8:00 8:00 8:30 8:00
8:30 Arrival at s′′ 8:00 8:00 8:30 8:00
8:30 Departure s′′ → s 8:00 8:00 8:30 9:00
9:00 Arrival at s 8:00 8:00 8:30 9:00
9:00 Departure s → s′ 10:00 8:00 8:30 9:00
9:30 Arrival at s′ 10:00 8:00 8:30 9:00
9:30 Departure s′ → s 10:00 10:30 8:30 9:00
10:00 Arrival at s 10:00 10:30 8:30 9:00
10:00 Departure s → s′′ 10:00 10:30 10:30 9:00
10:30 Arrival at s′′ 10:00 10:30 10:30 9:00
10:30 Departure s′′ → s 10:00 10:30 10:30 11:00
11:00 Arrival at s 10:00 10:30 10:30 11:00
11:00 Departure s → s′′ 10:00 10:30 11:30 11:00
11:30 Arrival at s′′ 10:00 10:30 11:30 11:00
11:30 Departure s′′ → s 10:00 10:30 11:30 12:00
12:00 Arrival at s 10:00 10:30 11:30 12:00
12:00 Departure s → s′ 13:00 10:30 11:30 12:00
12:30 Arrival at s′ 13:00 10:30 11:30 12:00
12:30 Departure s′ → s 13:00 13:30 11:30 12:00
13:00 Arrival at s 10:00 13:30 11:30 12:00
13:00 Departure s → s′′ 13:00 13:30 13:30 12:00

Table 2: Rotor based example
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Figure 3: Examples of different rotor orders for the same network.

As the RR policy gives us more insight in how many times a certain line has been driven, we choose
to continue with this policy, so from now on we will be using the SYNC-DYN-RR policy unless
indicated otherwise.
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5 Multiple frequency networks

Some of the intermediate results obtained by Van Lieshout et al. in [10] can be shown to still hold
in the case where not all lines have the same frequency. In this section we will discuss these results.
Let g(s → s′) denote the number of departures of line s → s′ ∈ L up to time t.

As the lines are served in a round robin fashion which takes the frequencies into account we
can see that for any pair of lines s → s′ and s → s′′ originating at the same station it holds that
|fs→s′′ · g(s → s′) − fs→s′ · g(s → s′′)| ≤ max{fs→s′ , fs→s′′}. As it may be that one of the pair has
already had all its departures of the current cycle and the other still needs all of them. Note that
in many cases this bound can be tighter if we ’nicely’ spread the lines in the cyclic order.

Let S1,S2 be a partition of the set of stations S. Then it still holds that a vehicle cannot cross
from S1 to S2 twice without crossing back, so we have that |g(S1 → S2) − g(S2 → S1)| ≤ k

Lemma 5.1. For every line s → s′ ∈ L, it holds that |g(s → s′) − g(s′ → s)| ≤ k · fs→s′ .

Proof. We define g(s) = min{ g(s→s′)
fs→s′

|s → s′ ∈ δ+(s)} for a station s ∈ S, denoting the minimum

number of departures for any line leaving s scaled by the frequency of the line. As the lines are
served in round-robin fashion and by scaling with the frequency all lines are served once per round,

we have that 0 ≤ g(s→s′)
fs→s′

− g(s) ≤ 1.

Now suppose the lemma is not true, i.e. there exists a pair of opposite lines s → s′ and s′ → s

with g(s→s′)
fs→s′

= j and g(s′→s)
fs′→s

≤ j − k − 1. Note that fs→s′ = fs′→s as frequencies are symmetric.

By definition, it holds that g(s) ≥ j − 1 and g(s′) ≤ j − k − 1. If we now consider the partition
S1,S2 where S1 = {s ∈ S|g(s) ≥ j − k} and S2 = {s ∈ S|g(s) ≤ j − k − 1}. We have s ∈ S1 and
s′ ∈ S2. Let the set of lines starting in S1 and ending in S2 be M . We know the flow from s to s′

is j · fs→s′ and for all other lines from S1 to S2 the flow is at least j − k times the frequency of the
line. We find that

g(S1 → S2) ≥ Σl∈Mfl(j − k) + j · fs→s′ .

We can also bound the flow from S2 to S1 by

g(S2 → S1) ≤ Σl∈Mfl(j − k) + (j − k − 1) · fs→s′ .

Therefore it follows that

g(S1 → S2) − g(S2 → S1) ≥ (k + 1)fs→s′ .

And as frequencies are at least 1 this contradicts our previous observation. So by contradiction the
lemma must be true.

Theorem 5.2. For two lines s1 → s′1, s2 → s′2 ∈ L, it holds at any time that |g(s1 → s′1)− g(s2 →
s′2)| ≤ (lines(s′1, s2) + 1)(fmax + 1). Where by lines(u, v) we denote the minimum number of edges
that has to be traversed to get from u to v and where fmax is the maximum frequency that appears
in the system.

Proof. The proof from Van Lieshout et al. in [10] still holds with the adapted result from lemma
5.1.
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Lemma 5.3. After a certain finite time, the system enters a periodic motion. In every cycle, every
line is performed the same number of times.

Proof. As the system can still only be in a finite number of states and as by the adapted version of
Theorem 5.2 the number of times two lines are served cannot differ too much, the proof from Van
Lieshout et al. in [10] for Lemma 4 still holds here.

6 Path networks

In this section we will consider networks which consist of n vertices which we can order v1, . . . , vn and
n−1 bidirectional edges such that there is an edges between vertices vi and vi+1 for i = 1, . . . , n−1.

Figure 4: A path graph of length 4.

6.1 Theoretical bounds

We already knew from Van Lieshout et al. in [10] that the general bound on the single frequency
system where all headways and travel times equal H is O(|L2|DH) time for stabilisation. As in the
case of a path both L = O(n) and D = O(n), we can see this as O(n3) for cases where H = 1.

As the last anti-vehicle can take O(n2) iterations before arriving at a positively charged station,
we know that for path graphs stabilisation will take Ω(n2) iterations.

6.2 Simulation results

We have ran some simulations for path graphs of different lengths to see how long it takes for them
to reach a stable state if all vehicles start in one end node. For a path graph of size n where all
edges have travel time 1, there are 2n − 2 vehicles in the network. The results can be found in
Figure 5.

The stable situation for path graphs has two vehicles in all nodes except for the end nodes,
there only is one vehicle. All edges are driven each iteration. From Figure 5 we cannot conclude
anything more than we already had from the theoretical results.

7 Star networks

A star graph is a graph with one central node surrounded by all other nodes. We will call the
central node the centre node and the other nodes end nodes. These end nodes only have one ad-
jacent (bidirectional) edge connecting them to the centre. Star graphs are very relevant to public
transportation as public transport networks often are (similar to) stars as this can be seen as a all
lines departing from a central station.

We will start by considering the rotor-router procedure on star graphs. After that we will extend
this with more conditions and give a cover time and stabilisation time where we have found those.
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Figure 5: Number of iterations until stable state for path graphs.

For every station in our graph we have a rotor order, which is a cyclic order of all lines departing
from that station. If we have the cyclic order fixed we can call all possible rotor positions 1 to∑

s′∈δ+(s) fs′ for station s as we add an higher frequency line l to the cyclic order fl times. For a
star graph, the rotor position for the end nodes will always be the same and thus is not interesting
to mention. So in a star graph we use r to indicate the rotor position, which indicates the next line
a vehicle will be assigned to, for the centre node.

7.1 Rotor-router star

In the first policy we examine we have a star graph of n + 1 nodes, where the travel time for all
edges is 1. We will use the original rotor-router policy. I.e. all vehicles will depart every iteration,
there is no headway to take into account, so vehicles never have any reason to wait. This may cause
multiple vehicles to drive the same edge in the same iteration.

We define 3 starting situations:

Centre All vehicles start in the centre node.

End All vehicles start in the same end node.

Scattered The vehicles are scattered around the network at the start, which specifically means not all
vehicles are in the same node.

Suppose we have k vehicles. In the first (Centre) situation, in the first iteration all k vehicles
drive from the centre to an end node. They return in the next iteration and then depart to the
next k end nodes in the rotor order in the third iteration. So every two iterations k new nodes are
visited, giving us a cover time of 2⌈n

k ⌉.
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In situation two (End) the first iteration is spent travelling to the centre for all vehicles. Then
we arrive at situation 1 again. This yields a cover time of 2⌈n

k ⌉ + 1.
In situation three (scattered) we get two groups of vehicles which alternatingly visit the centre,

one group of vehicles that starts in the centre and the other group of vehicles that starts in some end
node. Still a new node is visited per vehicle every two iterations, yielding a cover time of 2⌈n

k ⌉ + 1
as it may be that all vehicles start in end nodes.

In all three starting situations described above we have that a set of end nodes is visited each
iteration. This set of visited nodes shifts by k every two iterations. After 2 lcm(n, k) iterations, the
same set of nodes will be visited (and the rotor will be in the same position, as the last visited node
is the same) so we have the exact same situation. We have a constant stabilisation time as the first
situation is repeated already.

7.2 Single frequency network

Now we extend the situation by demanding that all edges are travelled at most once per iteration.
So if there are more than n vehicles in the centre, some will remain there until the next iteration.

In this situation where we have n+ 1 nodes, we need 2n vehicles to allow all edges to be driven
at the same time.

We again consider the same three starting situations as in the rotor router case. In the first
situation n vehicles can depart from the centre, one to each end node, on the first iteration. In
the next iteration the other n vehicles can drive from the centre to the end nodes, while the group
that departed in the first iteration returns to the centre. Giving us a stable situation where n
vehicles drive from the centre and n vehicles drive to the centre every iteration. The cover time
and stabilisation time both are one iteration.

We consider the second situation, where all vehicles start in the same end node, we will call this
node the stock node. In this case only one vehicle can depart in the first iteration, going towards
the centre. Then in the second iteration this vehicles goes to an end node, while another vehicle
goes towards the centre. If the first vehicle went back to the stock node, we have one vehicle drive
towards the centre in the third iteration again. Then in the fourth iteration, two vehicles drive
towards the centre, so in the iteration after that two vehicles visit new edges. As long as the stock
node is not visited again, every two iteration one more vehicle is visited per iteration. So the number
of end nodes visited in iteration i is ⌊ i

2⌋. So after i iterations
∑i

j=0⌊
j
2⌋ = i

2 (1+ ⌊ i
2⌋) new end nodes

have been visited. So to find the cover time we need an i such that i
2 (1 + ⌊ i

2⌋) ≥ n, so after O(
√
n)

iterations all end nodes have been visited. From the work of Van Lieshout [10] we know that at
least once per cover time the potential function decreases, so this gives us a stabilisation time of
O(n

√
n).

Note that the number of vehicles that can visit new nodes in one iteration can never grow larger
than n, but after O(

√
n) iterations, O(

√
n) vehicles will be visiting new nodes which is less than n

for sufficiently large n.

For the third situation we can say that both cover time and stabilisation time will be at least
as good as the second situation, so the same bounds will still hold.
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7.3 Double frequency line

Next we consider the situation where all lines have frequency 1 except for one line that has frequency
2. This means all frequency 1 lines may depart every two iterations and we model the frequency 2
line as having two positions in the router order, which can both depart once every two iterations,
and not in the same iteration. The rotor can be found in Figure 6.
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Figure 6: The double frequency line rotor

We consider this network both for the case where all edges have travel time 1 and for the case
where all edges have travel time 2.

7.3.1 Travel time 1

We will consider the second starting situation, where all vehicles start in the same end node, as this
clearly is the worst case scenario. For the travel time 1 scenario in a star network of n + 1 nodes,
we have a total distance of 2n that should be travelled every two iterations, so n vehicles can suffice
to make all the headways.

In the situation where not all vehicles have left the stock yet, in every iteration there is at least
one edge that should be driven based on headway, but it is not as there are not enough vehicles
available, we sat these edges that are not driven are skipped. We use the rotor based system, so
we can bound the difference of the number of times different edges have been driven. We again
use g(s → s′) to denote the number of times edge s → s′ has been driven up to some time t. For
frequency 1 lines l1 and l2 and frequency 2 line l3 we have that

|g(l1) − g(l2)| ≤ 1

and
|2 · g(l1) − g(l3)| ≤ 2.

Because of this bound we know that all edges are skipped some time. Whenever the edge towards
the stock node is skipped, this allows the charge as defined in chapter 3 to decrease. Eventually
leading to all vehicles leaving the stock (as long as there are not too many vehicles in the system).
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Suppose we have a situation where all vehicles are driving around, so the stock is empty and
there is no edge that contains more than one vehicle. We can now divide the vehicles over three
groups, in every iteration.

xi
1 This contains the vehicles that are leaving from the centre in iteration i.

xi
2 This contains the vehicles that will remain in the centre in iteration i.

xi
3 This contains the vehicles that depart from the end vertices in iteration i.

We will use |xi
j | to indicate the size of group j in iteration i.

We will call the first iteration we consider iteration 1. Then in the first iteration |x1
1| vehicles

will travel from the centre to the endpoints, we will distinguish two cases.

Case 1: in this case one of the double frequency lines is travelled by these |x1
1| vehicles. In the

next iteration all |x1
2| + |x1

3| vehicles can travel from the centre to an endpoint as this includes as
most one of the double frequency lines. The |x1

1| vehicles that departed in the first iteration will
return during this iteration and will be all allowed to leave in the next iteration. This gives us a
pattern of alternatingly |x1

1| and |x1
2|+ |x1

3| end nodes being visited, where the two double frequency
lines are in different groups.

Case 2: in this case all |x1
1| vehicles depart from the centre to endpoints, but none of these en-

dpoints belong to the double frequency line. Then in the next iteration one of the double frequency
lines will be served as all other lines can be served then based on the amount of vehicles. From this
point on we can go back to the situation of case 1.

So in either two or three iterations the system is stable. From this we can conclude that the
system with a double frequency line stabilises as well.

7.3.2 Travel time 2

We have a star network with n vertices, one centre vertex and n− 1 end vertices. One of the lines
from centre node to end node has a double frequency compared to the other lines. So if we set the
headway for all other lines to be 2, the headway for this line is 1. We model this by adding the
double frequency line to the rotor order twice. The double frequency lines may be anywhere in the
order, close together or far apart. The only restriction is that they may not be driven during the
same iteration. This situation is illustrated in Figure 6.

To compare to the situation where all lines have frequency 1 and driving time 1, where the
vehicles arrive in the end when the next one is allowed to depart from the centre, we set the travel
time to be 2 for all lines in all directions in this scenario.

Now we have 2n (n from centre to end and n from end to centre) lines of length 2 in the rotor
order that need to be driven every 2 iterations, driving any one lines takes 2 iterations, so we need
2n vehicles in our network.

We start in the situation where all vehicles have spread out throughout the network, so no end
vertex has more than 1 vehicle (and no vertex has a vehicle and one almost arriving). We divide
all vehicles over five groups, in each iteration.

xi
1 This contains the vehicles that are leaving from the centre in iteration i.
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xi
2 This contains the vehicles that arrive in the centre in iteration i.

xi
3 This contains the vehicles that depart from the end vertices in iteration i.

xi
4 This contains the vehicles that arrive in the end vertices in iteration i.

xi
5 This contains the vehicles that will remain in the centre in iteration i.

A vehicle that departs from the centre in iteration i, arrives at an end node in iteration i + 2
and can then also depart from this end node in iteration i+2. The situation is illustrated in Figure
7. We will use |xi

j | to indicate the size of group j in iteration i.
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Figure 7: The spreading of the groups over the rotor network.

We will call the first iteration we consider iteration 1. Let us first make some observations.
|x1

4| + |x1
3| ≤ n, this follows from our assumption that the vehicles have spread over the network.

Each edge can only have a vehicle arriving at the end station or departing from it, as vehicles never
depart to the same end node within two iterations (for this we consider the double frequency line to
have two end nodes that cannot be served in the same iteration). We also know that |x1

1|+ |x1
4| ≤ n

as otherwise more than n vehicles have left in two consecutive iterations.

Every iteration we have the following equalities:

xi+1
1 + xi+1

5 = xi
2 + xi

5

xi+1
2 = xi

3

xi+1
3 = xi

4

xi+1
4 = xi

1

In the first iteration |x1
1| vehicles will depart from the centre. Without loss of generality we

assume one of the double frequency lines is served by these vehicles. If this is not the case, we can
consider the next iteration to be our first iteration. We have to do this at most four times, as in
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four iterations all vehicles have arrived at the centre once, so at least one of the double frequency
lines is served.

We separate two cases: |x1
1| + |x1

5| + |x1
2| ≤ n and |x1

1| + |x1
5| + |x1

2| > n.

Case 1: In the first case we can conclude that |x1
1| + |x1

5| + |x1
2| = n, as we know that

|x1
4| + |x1

3| ≤ n, so here we have |x1
4| + |x1

3| = n as well.

As one of the double frequency lines is served in the first iteration, we know that in the second
iteration at most n− |x1

1| vehicles may depart from the centre, which is exactly |x1
2|+ |x1

5| vehicles.
So every line in the rotor is served exactly once after two iterations.

In the third iteration at most |x1
1| lines can be served as all others still need to wait their

headway. |x1
3| is the number of vehicles that is in the centre at the start of iteration 3 and can

depart. We will now show that |x1
3| ≤ |x1

1|. We know that |x1
4| + |x1

1| ≤ n as they have departed
in two consecutive iterations in the past. We also have that |x1

4|+|x1
3| = n which gives us |x1

3| ≥ |x1
1|.

As at most |x1
1| vehicles may depart and as |x1

3| ≥ |x1
1| we can say that exactly |x3

1| = |x1
1|

vehicles depart on lines which contain exactly one of the double frequency lines. |x3
5| = |x1

3| − |x1
1|

vehicles remain in the centre. Then in the fourth iteration |x1
4| additional vehicles have arrived at

the centre, so there are |x1
4| + |x3

5| vehicles in the centre now. As |x1
4| + |x1

3| = n, we have that
|x1

4| + |x3
5| = n − |x1

3| + |x3
5| = n − |x1

1| and thus all |x1
4| + |x3

5| vehicles that are in the centre can
depart in the fourth iteration.

So after four iterations all lines have been served exactly twice. We now have a repeating pat-
tern of two iterations where in the first iteration |x1

1| vehicles depart and in the second iteration
|x1

2| + |x1
5| vehicles depart.

Case 2: For the second case we have that |x1
2| + |x1

5| + |x1
1| > n. In the first iteration we still

have that |x1
1| vehicles depart and |x1

5| vehicles remain in the centre. These |x1
1| vehicles cover one

of the double frequency lines. Then in the second iteration we have that n − |x1
1| = |x2

1| vehicles
are allowed to depart. Leaving |x2

5| > 0 vehicles in the centre.

Now all edges have been visited exactly once. Giving us |x1
1|+ |x1

2|+ |x1
5|− |x2

5| = n but then we
also know that |x1

3| + |x1
4| + |x2

5| = n as we have 2n vehicles in total. Now if in the third iteration
the min{|x1

1|, |x1
3|+ |x2

5|} vehicles that are allowed to depart serve one of the double frequency lines,
we have the same situation as in case 1, only two iterations shifted.

If it does not serve any of the double frequency lines, we know all vehicles are allowed to depart.
If we name the lines according to their rotor order, where the double frequency line has two places
in the order, lines 0 to |x1

3| + |x2
5| are served in the third iteration. Then in the fourth iteration

there are enough vehicles to serve all lines from |x1
3|+ |x2

5| to 0, but this includes both of the double
frequency lines, so we split the group of vehicles with size |x1

4| in the centre into two groups of size
|x4

1| and |x4
5| that respectively depart and stay behind. Now lines |x1

3| + |x2
5| to n− |x4

5| are served.

Then in the fifth iteration we have |x1
1| + |x4

5| vehicles in the centre, as we know that |x1
1| >
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|x1
3| + |x2

5|, not all of these vehicles are allowed to leave based on their headway. We can serve
exactly all lines that were not served in the previous iteration, serving lines n − |x4

5| to |x1
3| + |x2

5|
which contains exactly one of the double frequency lines. We say that |x5

1| vehicles have departed
and |x5

5| remain in the centre.

Finally in iteration six, we now have |x2
1| + |x5

5| vehicles start in the centre and at most |x4
1|

are allowed to depart. We can show that |x2
1| + |x5

5| ≥ |x4
1|, so exactly |x4

1| vehicles depart, serving
exactly one of the double frequency lines. Because of that in the next iteration the final part of the
2n vehicles in total can depart, serving n− |x4

1| lines, repeating the pattern of alternatingly serving
|x4

1| and n− |x4
1| lines indefinitely.

Now for showing that |x2
1|+ |x5

5| ≥ |x4
1|, we have that |x4

1|+ |x5
1| = n = |x5

5|+ |x3
1|+ |x2

1|. Where
we know that |x5

1| = n − |x4
1| and |x3

1| ≤ n − |x4
1| as they depart in consecutive iterations, so from

this we can conclude that |x2
1| + |x5

5| ≥ |x4
1|.

So also in this case stabilisation occurs after a constant number of iterations, from which we can
conclude that the scenario where all lines have travel time 2 and there is one line with frequency
two and all other lines have frequency one stabilises in constant time after the stock is empty.

7.4 Other frequencies

As we have already mentioned in Section 4, it can be that the order of the edges matters for the
performance. In this section we will illustrate this with two examples.

For the situation where we have one centre node and four end nodes, three lines with frequency 1
and then one line with frequency 3 and all travel times are 1, the order of the lines in the cyclic order
starts to matter. Per periodic motion we have 12 units that need to be driven every 3 iterations.
So 4 vehicles should suffice. However if we put all three of the triple frequency line are next to each
other for example, we have that the middle one of these will be departing alone in an iteration,
as it cannot be in the same as its predecessor and successor. Because of this there is an iteration
of the three in which at least three vehicles need to depart, but that means the iteration before
and after it at most one vehicle can depart. Letting in total only five vehicles depart instead of
the necessary six. So for this cyclic order there is no periodic motion in which all headways are made.

Whereas when we put the triple and single frequency lines alternatingly in the cyclic order, it
can be that every iteration two vehicles depart, making four vehicles enough to make all the desired
headways. However, the system does enter a periodic motion of four iterations. This periodic
motions is illustrated in Figure 8.
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Figure 8: The periodic motion for all frequency 3 edges next to each other.
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We can also consider the situation where we have one line with frequency 8, one line with fre-
quency 4 and one line with frequency 1. If there are enough vehicles available, one would say that
we can serve all lines in eight iterations. However, the configuration matters here as well. If we
have the situation where all eight frequency 8 lines follow each other in the rotor order as is shown
in 9, each of them has their own iteration, implying that the six that are enclosed by the others are
the only lines served in that iteration. But then if we also have the four frequency 4 lines grouped
together, the middle two of these also have their own iteration, so we need at least ten iterations
to serve all edges.
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Figure 9: Rotor for frequencies 8, 4 and 1.

7.5 Simulation results

To see how these results hold in practice we have run some simulations on star networks.

First we consider the situation where we have one central station and n + 1 end stations for
n ∈ {2, . . . , 1000}. Here n end stations have an edge with frequency 1 and the corresponding head-
way is n, the other end station has frequency n and headway 1. The travel times for all edges are
1. As we have already seen for n = 3 the cyclic order of the edges matters for the performance. We
start by considering the situation where we alternatingly have a frequency 1 and a high frequency
line. The rotor for frequency 2, 3 and 4 is described in Figure 10, 11 and 12. All four vehicles start
in a frequency 1 end node. Note that if we have one frequency n edge and n frequency 1 edge, four
vehicles can be exactly enough to drive all of those in n iterations.

If we recall the definition of a stable situation as being in a periodic motion which is repeated,
we perform the algorithm in iterations until we reach such a stable situation. In the stable situation
the stock node is empty for n − 1 iterations. So we stop the simulation when the stock node has
been empty for n−1 iterations without interruptions. As when the stock has been empty that long
it may immediately send a vehicle that arrives back to the centre. After that the same pattern can
be followed as the one we had after the previous departure from the stock node. In Figure 13 we
can see how many iterations it takes before we reach this stable situation. Here the value of n is
shown on the x-axis and the number of iterations on the y-axis.
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Figure 11: Frequency 3
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Figure 12: Frequency 4

We are also interested in what the stable situation looks like. For n ≥ 3 there is a difference
in behaviour between odd and even n. Note that in all cases vehicles that depart from the centre,
will return in the next iteration. For even n we see that alternatingly one and three vehicles depart
from the centre. As for even n the number of edges is a multiple of 4 this nicely forms a repeating
motion, resulting in a periodic motion of n iterations. For n is odd two vehicles leave the centre in
every iteration. Also resulting in a periodic motion of n iterations.

Figure 13: Number of iterations until stable state for alternating high and low frequency.

As we can see in Figure 13 the values are divided into two lines as well, when separating the
even and odd values for the frequencies we can see that one of the lines comes from the even values
and the other from the odd values.
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Figure 14: Even values from Figure 13 Figure 15: Odd values from Figure 13

Next we consider the same case but with the edges in a different rotor order. Now all the high
frequency edges follow each other in the rotor order. Examples of this for frequencies 2, 3 and 4 can
be found in Figures 16, 17 and 18. All vehicles start in the frequency 1 end node that follows the
high frequency nodes in the rotor order. Again we performed the algorithm until we have reached a
stable state. The results are shown in Figure 19. The high frequency n can be found on the x-axis
and number of iterations until a stable state is reached can be found on the y-axis.
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Figure 16: Frequency 2
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Figure 18: Frequency 4

For the case where all higher frequency lines follow each other the stable situation is harder
to describe. There are two general things that stand out. The first being that n iterations is not
enough to serve all nodes, as often only one vehicles can depart if the rotor is in the middle of the
high frequency edges part. The second thing is that never more than three vehicles depart at the
same time, so every iteration there is at least one vehicle departing from the centre.

Finally we have also the considered the case with alternatingly frequency n and frequency 1
lines, with travel time n per edge. The results can be found in 20.

In this case we need 4n vehicles to serve all lines in n iterations instead of 4 vehicles. So it
makes sense that when the results for travel time 1 were that it takes slightly more than linear in
the number of stations iterations before we reach a stable state, that for travel time n this is sightly
worse than quadratic as we have n times as many vehicles.
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Figure 19: Number of iterations until stable state for all high frequency lines together.

Figure 20: Number of iterations until stable state for travel time equal to the high frequency.
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8 Conclusion

For the path graph we have not been able to improve on the generally known O(n3) bound. How-
ever for the star graph stabilisation occurs in O(n

√
n) in the single frequency case. When we add

one double frequency line, stabilisation occurs in constant time after all vehicles have left the stock
node. Where we also know that at least once per cover time a vehicle will leave the stock.

The simulation results for the path graph confirm what we already got from the theoretical
results. For the star graph the most remarkable result is the case where all high frequency lines are
grouped together and the travel time is 1 for all edges, here we see that a stable state is reached in
time linear in the number of stations in the network.

There are many more cases we could have simulated, for example with combinations of multiple
frequencies. It is also interesting to see if we can prove the results we have seen in the simulations
using theory, especially the linear result for when all high frequency lines are grouped together.
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