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Cities exist as nodes in a network and today, more than ever, network embedded-
ness is of critical importance in understanding how they develop. There was a time
when a network of cities was highly clustered and relationships were limited to ge-
ographical neighbors. As recreational travel grew and communication technology
emerged, the network topology of cities changed. People could build their networks
and migrate with greater ease. Today, a large part of human interaction and relation-
ship building occurs online, often in an informal and colloquial forum. This paper
aims to apply the toponym co-occurrence method in a novel way to online conver-
sations in order to determine how well we can to explain the co-occurrence of city
names in social media. To this end, we will focus on European cities and the so-
cial media website Reddit. There are some difficulties with disambiguation as the
name of a city can often take on multiple meanings. We will approach this task in
three stages. First, we will explore the data to get a better understanding of toponym
co-occurrences. Then we will regression techniques to determine how well the in-
formation collected can predict variability in co-occurrence of city names. Finally,
we will use unsupervised machine learning techniques to assess how well we can
disambiguate between different word senses when searching for toponyms.
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Chapter 1

Introduction

1.1 Motivation

The development of a city is the result of a complex aggregation of factors. Progress
is determined largely by network embeddedness and ties with other regions which
dictate the flow of goods, people, and information in and out of the city. The na-
ture of this development has changed drastically in recent history as information
has become more central to global society. The influence of spatial factors on the cul-
tivation of relationships between cities has diminished drastically. Improvements in
infrastructure and methods of travel coupled with communication technology have
altered the network topology of cities throughout the world, resulting in a quicker
diffusion of information and strengthening of ties which was not previously possi-
ble.

Toponym co-occurrence is a relatively novel approach to measuring the strength
of relationships between geographic entities leveraging the vast amount of acces-
sible data on the internet. “This approach builds the urban system on the basis
of co-occurrences of place names in a text corpus” (Meijers and Peris, 2019). The
application of toponym co-occurrence reflects a paradigm shift in a world increas-
ingly connected by the flow of information. Social media interactions represent a
new frontier and novel application of this method. A pattern of co-occurrences of a
pairs of city names in social media conversations could provide additional insight
into the strength and nature of relationships between cities and contribute to a more
complete representation of the way cities are connected.

The social media platform Reddit will be the focus of this study. Reddit hosts
online communities called subreddits. Users submit content such as images, videos,
and links within a subreddit and the submissions are discussed in a corresponding
comment section. Reddit calls itself “the front page of the internet” with its home
page ostensibly functioning as a news aggregation website tailored to the user. They
can subscribe to different subreddits and the website tracks browsing history and
location to personalize recommendations on the user’s front page. The corpus used
in this study is a comprehensive data dump of all Reddit comments and metadata
posted at the time of retrieval.

In this study we will determine how well variability in toponym co-occurrences
on Reddit can be explained by population, geographical distance, comment meta-
data, and other engineered features.

Toponym disambiguation will be addressed with unsupervised learning tech-
niques to explore the possibility of alternative meanings for a given search term. In
the case that there is one other dominant meaning for a given search term, results can
be misleading. For instance, ‘cologne’ can refer to a city in Germany or a fragrance
marketed toward men. This study aims to develop a novel technique to identify
these cases and reduce the noise in our model due to ambiguity of expressions.
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1.2 Literature Overview

Online interactions are not constrained by distance to the extent that other measures
of relatedness between cities are. Tobler’s first law of geography states “everything
is related to everything else, but near things are more related than distant things.”
Does this principle apply to online, informal measures of relatedness? In order to
explore this further, we will use a gravity model to see if toponym co-occurrence fre-
quency decays with distance and size. "In its generic form, the use of gravity model
is to predict the interaction intensity given the city sizes and the distances" (Hao
Guo and Liu, 2022). The gravity model is derived from Newton’s law of universal
gravitation, which defines the gravitational force between two bodies as inversely
proportional to the square distance between their centers and proportional to the
product of the bodies’ masses (see (Lenormand, 2016)).

Word sense disambiguation (WSD) is the process of determining which meaning
of a word is being used in a given context. “In order to determine the correct res-
olution of an ambiguous concept it is necessary to consider its context, whilst this
context is most readily provided by the other information contained in the content”
(Ireson and Ciravegna, 2010). Social media presents a unique set of challenges com-
pared to a more formal corpus like a CommonCrawl archive or Wikipedia. In addi-
tion to WSD, issues such as alternate spellings, abbreviations, colloquialisms, punc-
tuation, and typographical errors are more prevalent. The majority of typographical
errors identified in patient demographic records by (Sun YC, 2002) were single char-
acter omission and single character replacement. Even minor errors such as these
are computationally expensive to disambiguate. The effect of this bias would also
likely vary with time as the internet evolved along with auto correct algorithms.

Our goal here is to apply machine learning techniques to the former issue to clas-
sify a potential toponym by it’s true meaning. For this we will focus on the narrow
case of a place name having multiple meanings. Other sources of bias, including
different places having the same place name or places lending their name to the ter-
ritories of which they are part of are not in the scope of this study. A more complete
list of toponym disambiguation issues can be found in (Meijers and Peris, 2019).

Approaches to disambiguation include supervised, knowledge based approach,
and unsupervised approaches. For this study a supervised approach would require
annotated comments, or manual labeling for the Reddit data. Knowledge based ap-
proaches use a lexicon to identify word sense, which is also not available (Sankar,
Raj, and Jayan, 2016). The Reddit data is unlabeled so we will attempt toponym dis-
ambiguation with unsupervised learning techniques. When we identify a potential
toponym there is no way to know the word sense without examining context. This
task is perhaps better suited to a human being than to a machine, although with so-
cial media it is often the case that “people are unable to retrieve their own content
due to their inconsistent descriptions” (Ireson and Ciravegna, 2010).

We will need to collect and codify context contained within the body of a com-
ment. In (Sankar, Raj, and Jayan, 2016) the authors developed a WSD technique
in which they identified a set of ‘seed’ context words which could be used to iden-
tify the word sense of an ambiguous word. These seeds were generated from a
dictionary dataset, and the appearance of seed words in the neighborhood of an am-
biguous word were used for classification. We will follow a similar approach, but
instead of relying on a dictionary to generate seeds, we will focus on a single city
and generate an n-gram, a set of words appearing before and after the city name, to
capture context. We will then use machine learning techniques to assign the word to
a cluster in an attempt to disambiguate between different meanings.
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1.3 Research Question

How much of the variability in toponym co-occurrences on social media can be ex-
plained with the available data? To answer this question the focus will be on the
social media platform Reddit and will include European cities with a population
size of at least 1 million people. Toponym disambiguation will be examined with
unsupervised learning techniques.
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Chapter 2

Data

2.1 Pushift Data

This study was performed on user submission data from the website Reddit. The
corpus was collected from Pushshift (Pushshift n.d.), a data collection and archiving
platform. It consists of all user comments from December 2005 until January 2021.
Reddit is a social media website which hosts online communities called subreddits.
Users submit content such as images, videos, and links within a subreddit and the
submissions are discussed in a corresponding comment section. Reddit calls itself
“the front page of the internet” with its front page ostensibly functioning as a news
aggregation website tailored to the person using it. The user can subscribe to differ-
ent subreddits and the website tracks browsing history and location to personalize
recommendations on the front page. The corpus used in this study is a comprehen-
sive data dump of all reddit comments and metadata posted at the time of retrieval.
The hierarchical structure of the Reddit data can be seen in Figure 2.1.

FIGURE 2.1: Reddit Organization

The subset of European cities included in this study was chosen based on pop-
ulation density. Morphological Urban Area (MUA) populations were used to de-
termine the population of a given city and apply a threshold of inclusion (ESPON
1.4.3 – Final Report 2007). MUAs can be considered the cultural core of a city and are
represented by municipalities within the true urban landscape. They are a subset of
larger Functional Urban Areas (FUA) which typically include the sprawling labor
basin for the city. For this study, cities with a population greater than 1 million were
included.
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TABLE 2.1: Description of Pushshift Variables.

Variable Description Applications

created-utc time the comment was posted temporal analysis
subreddit community which contains the post classification, heterogeneity
body text of the comment natural language processing
link-id post identifier hierarchical cluster analysis
score sum of upvotes and downvotes sentiment analysis

All data wrangling and analysis were done in Python with Jupyter Notebook.
A data dump of comments from 2006 to 2020 organized by month were analyzed.
Compressed files for each month were available for download in .zst, .bz2, or .xz
file formats totaling approximately 828 gigabytes before decompression. The files
were decompressed into JSON objects and the relevant metadata was stored in .csv
files. Variables available in the dump varied with time, so only those which were
relevant to our goals and available for every month were considered for inclusion.
Some of the variables include ’created-utc’, ’gilded’, ’subreddit-id’, ’distinguished’,
’score-hidden’, ’name’, ’subreddit’, ’id’, ’author-flair-css-class’, ’author’, ’retrieve-
on’, ’body’, ’edited’, ’downs’, ’link-id’, ’author-flair-text’, ’ups’, ’archived’, ’contro-
versiality’, ’score’, and ’parent-id’. Table 2.1 shows the relevant factors that were
compiled for analysis along with a description and application use. Some comments
were deleted prior to the time of retrieval by the user. In those cases, the body of the
comment is ‘deleted.’

2.2 Feature Engineering

In addition to the Pushshift data, additional explanatory variables were constructed
from existing data for regression and disambiguation purposes. Year and month
variables were created from the file names in the data dump, which were named ac-
cording to the following convention: “RC-YYYY-MM.txt”. Dummy variables were
created to encode categorical variables in both models, to encode a toponym occur-
rence in a comment and the categorical variable ’subreddit’ to account for hetero-
geneity in co-occurrences due to subreddit.

Context is important for disambiguation, and for this we measured sentiment
and subjectivity of a set of words neighboring a city name. All text analysis in-
cluded preprocessing steps of punctuation removal, stop words removal, tokeniza-
tion, and lemmatization. We considered TextBlob and Vader Python libraries for
sentiment analysis. "TextBlob is a powerful Natural Language Processing (NLP) li-
brary for Python, which is built upon NLTK and provides an easy to use interface
to the NLTK library." (Nemes and Kiss, 2021) It performs a number of NLP tasks,
including sentiment analysis. Given a document, TextBlob outputs a lexicon-based
polarity score that lies between -1 and 1, with -1 indicating a negative sentiment
and 1 indicating a positive sentiment. We also considered TextBlob’s subjectivity
score for context, which lies between 0 and 1 with 1 indicating strong personal opin-
ion. Vader is another Python library which was developed to measure sentiment in
tweets, assigning a positive, negative, and neutral score as output to a given text.
Each of these outputs will be produced for a given comment as a measure of context
and used in an unsupervised learning model for WSD.
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It was important to get a distance measure between city-pairs to act as an inde-
pendent variable in the gravity model. To do this, OpenStreetMap data combined
with QGIS processing tools were used. First, geographic coordinates were obtained
using Nominatim (Nominatim n.d.), an OpenStreetMap search engine which takes
search terms and returns coordinates. These labeled coordinates were subsequently
converted into geometries in QGIS using WGS84 coordinate reference system. The
geometries were then validated using QGIS quick map services to add a map layer
to verify locations of the city nodes. Finally, the Distance Matrix tool was used to
calculate distances between all pairs of cities.

We decided to transform the time variable to account for cyclical patterns that
may occur with season or time of year. City names may appear more frequently
during popular vacation periods or some other confounding variable. For this step,
a sine function with a period of one year was fitted to the time the comment was
created.
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Chapter 3

Methods

3.1 Co-occurrence

Co-occurrence is determined on the comment level, meaning that any individual
comment that contains more than one city name will be included in the analysis.
In order to identify comments with co-occurrences, a set of city names was created
from the list of MUA’s in Europe with populations greater than 1 million (39 cities in
total). This set consisted of city names in the local language, so the English variation
was included as well to form a dictionary of search terms. For this, the guidelines
for naming convention on Wikipedia were deemed sufficient and city names were
scraped from Wikipedia pages of individual cities (Naming Conventions n.d.). All text
was converted to lower case characters before searching for occurrences throughout
this study due to the informal nature of the corpus and inconsistencies with capital-
ization.

The next step was to construct a co-occurrence matrix with a row for each com-
ment. Every toponym and every token in each comment was searche, and a dummy
vector the length of the set of toponyms was created with 1 indicating inclusion and
zero indicating no inclusion. In addition, the metadata outlined in Table 2.1 was
appended to the vector, and each of the vectors were added as rows in a Pandas
dataframe (Pandas, 2022). Recall that the set of toponyms include English and non-
English translation of the same entity, meaning that a row would have redundant
information if, say, “Athens” and “Athinia” appeared in the same comment. For
this reason, the dummy columns referring to the same city were merged, taking the
maximum value of the two columns. In total, the number of reddit comments in the
15 year periods containing toponym co-occurrence of the 39 largest European cities
amounts to 1,121,437.

The entire corpus of comments with at least one toponym were identified, in-
dexed, and saved locally totalling approximately 9 gigabytes of data. The text body
of each comment was then split into a list of tokens. Tokenization consisted of con-
verting text to all lowercase and spitting by empty space. The comments were then
searched for additional city names, and the indices of comments with more than
two toponyms were recorded. The decision to do this in two stages was one of
many pragmatic decisions to due to computational cost, including batch processing
of monthly comment dumps during decompression. This process yielded a text file
containing a line for each month and the corresponding indices of comments with
toponym co-occurrences.
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3.2 Exploratory Data Analysis

How are subreddits represented in the co-occurrence data? The frequency distribu-
tion in Figure 3.1 was created from the co-occurrence matrix. The distribution of
subreddit counts in the corpus is heavily skewed, forming an approximate power
law distribution with a small number of subreddits containing the majority of co-
occurrences. In total there are 22,001 different subreddits, most of which contribute
very little to overall patterns.

FIGURE 3.1: Top 20 Subreddits with Co-occurrences

3.2.1 Test for Independence

Reddit is host to diverse communities of people with common, and often very niche,
interests. Communities have volunteers called moderators who make editorial deci-
sions about which content to post. “The culture of each community is shaped explic-
itly, by the community rules enforced by moderators, and implicitly, by the upvotes,
downvotes, and discussions of its community members” (Content Policy n.d.). The
hierarchical structure of Reddit with subreddit communities opens up the possibility
of between group variability. Figure 3.1 shows that ’r/soccer’ is heavily represented
in the co-occurrence data, and that 6 out of the top 20 subreddits are related to soc-
cer. To investigate between group variability further we performed a chi-square test
for independence. This test can be used to determine if there is significant evidence
that subreddit community affects toponym co-occurrence frequency.

In total there are 741 unique toponym pairs and 22001 unique subreddits. In-
cluding all of these categories in one test would lead to over 16 million degrees of
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freedom and a very sparse two-way table. Because many of the toponym pairs and
cities are underrepresented, including all of them would would make it impossible
to do a chi-square test for independence because the the expected counts assump-
tion of 5 observations per cell would not be met. For this reason, we decided to do
the test on the most common occurring subreddits and city-pairs, as this would give
insight into the dominant trends in the data. The 10 most common city pairs and the
15 most common subreddits in the co-occurrence matrix were included in the test.
We will use a significance level of 0.05.

FIGURE 3.2: Results

The results of the test can be seen in Figure 3.2. A two-way table of the expected
counts two-way table can be seen in Appendix B.1. The test returned a p-value of 0,
meaning there is significant evidence of association between subreddit community
and of toponym co-occurrences frequencies. Cramer’s V measure’s how strongly
two categorical variables are associated, and the results indicate a moderate associ-
ation (Cramer’s V n.d.).

3.2.2 Time Series

The results of the chi-square test for independence suggest that toponym co-occurrence
is strongly dependent on subreddit. For this reason, measuring relatedness with this
method could be best suited at the subreddit level. Communities are open forums
created for people with common sets of interests. Confirmation bias, or “the ten-
dency to seek, select, and interpret information coherently with one’s system of be-
liefs,” (Nickerson, 1998) plays a big role in the communities people choose to join
and contribute to. Further, the ‘action of this cognitive bias may lead to the emer-
gence of homogeneous and polarized communities - i.e., echo-chambers” (Brugnoli,
2001). Reddit users are particularly susceptible to this recursive pattern because it
is reinforced by the recommender algorithm used to suggest content based on past
activity. The clusters resulting from these biases and mechanism likely translate to
between subreddit variability in toponym co-occurrences.

Figure 3.3 shows the cumulative co-occurrence count for all of Reddit from 2006-
2020, with the top ten city-pairs labeled and highlighted.

The monotonic trend in co-occurrences coincides the growth of Reddit since
2005. Figure 3.3 corrects for this and shows the percent of all toponym co-occurrences
for each year per subreddit. There was much more variability in the early years, and
the distribution of toponym co-occurrences has since converged significantly.

The time series graphs show trends of toponym co-occurrences for all of Reddit,
but gives no imformation on the subreddit level. Are these patterns consistent across
subreddits? Figure 3.1 shows that community representation in the corpus of com-
ments with co-occurrences is far from uniform. To explore this further distributions
of a set of city pairs were compared for different subreddits.

Figure 3.4 shows the relative frequency of 5 city pairs from the top ten subreddits.
To create this graph, the most common co-occurrence pair for each of the top ten
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FIGURE 3.3: Frequency of toponym co-occurrences on Reddit for Eu-
ropean cities with over 1 million inhabitants from 2006 to 2020

subreddits was identified and included. Five city pairs are represented in this group.
The relative frequency of those five city-pairs was then calculated by dividing the
number of co-occurrences by the total number of co-occurrences of all five city pairs.
Figure 3.5 shows the between subreddit variability demonstrated in the chi-square
test for independence.

A closer look at co-occurrences for the ten most represented subreddits in the
co-occurrence data set can be seen in Appendix A.1. ‘r/soccer’ and ‘r/AskReddit’
do not share one unique pair of cities in their respective top ten. Further, the overall
trends of co-occurrence line plots vary significantly across subreddits. It appears that
the key to understanding relatedness between cities is to analyze them on the sub-
reddit level. This could lead to a better understanding of domain specific relations,
as subreddits corresponds to differenct communities and interests.

3.3 Regression

Regression will consist of the following steps:

• Fit a gravity model to the co-occurrence data

• Identify outliers based on the gravity model

• Fit a linear regression with additional explanatory variables

The final two steps will serve a similar purpose: to control for variability between
subreddits in a prediction model. Based on exploratory data analysis, failure to take
subreddit into account will lead to unreliable inference due to the ecological fallacy.

3.3.1 Gravity Model

A gravity model will be constructed to determine how well population and distance
between cities predict toponym co-occurrence on reddit. While the role of physical
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FIGURE 3.4: Relative frequency of toponym co-occurrences on Reddit
for European cities with over 1 million inhabitants from 2006 to 2020

distance may be less important when modeling online interactions, it could still play
an important role in explaining toponym co-occurrences. Further, the advantage of
a linear regression model over non-linear alternatives is interpretability. The gravity
model and subsequent linear regression model can provide a measure of the strength
of the relationship between the independent variables and toponym co-occurrences,
along with a p-value indicating the significance for each independent variable. For
more explanation on the gravity model see (Hao Guo and Liu, 2022). Figure 3.6
shows the linear workflow for the gravity model.

The independent variable in the gravity model is the natural logarithm of co-
occurrence counts for a unique pair of cities. To prepare the data, dummy variables
were created for each unique pair of cities (741 unique combinations for 39 cities).
Comments with more than 2 toponym occurrences were then expanded so that there
was a single instance of the comment for each unique pair of cities. Counts per
unique pair of toponyms were calculated by aggregating by sum. MUA population
data for each city was added from the (ESPON 1.4.3 – Final Report 2007) data set, and
distance calculated in QGIS. A sample of resulting model data can be seen in Figure
3.7. (Note that explanatory variables have also been log transformed).

Residuals represent the difference between the predicted and observed number
of co-occurrences and the observed, and can be used to identify outliers. Figure 3.8
shows the residual plot for the gravity model.

In isolation the residual plot does not appear to show any discernible pattern,
which indicates that the chosen model is appropriate. The plot of the studentized
residuals in figure 3.9 can be used to identify outlier city pairs. If the absolute value
of the residual is greater than a threshold of 3 it will be considered a an outlier.

The graph appears to show several negative residuals at the bottom of the figure.
The outlier data can be seen in figure 3.10.
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FIGURE 3.5: Proportion of total co-occurrence subset of city pairs for
the 10 subreddits with the most toponym co-occurrences

FIGURE 3.6: Gravity Model Workflow

3.3.2 Linear Regression

For linear regression a random sample 50,000 comments from the co-occurrence ma-
trix was taken. The goal is to use as much information as possible, including contex-
tual factors from the text body derived from TextBlob and Vader NLP capabilities.
We would like to explore the possibility that certain sentiments may be more com-
mon in online interactions depending on the places being discussed. Processing the
text body came at a heavy computational cost so a sufficiently large sample of the
corpus had to be used instead.

Figure 3.11 shows a correlation matrix for all of the candidate features for the
model. One assumption of linear regression is that the predictors are independent,
so strong correlations indicate that variables should be removed or combined. It was
clear that the five sentiment scores from the two different packages would likely cor-
relate in some way, so that subset of predictors would need to be reduced. Further,
‘num-tops’ appears to be moderately correlated with other predictors while not be-
ing a particularly interesting or informative predictor.

An initial model was created with all comment metadata, sentiment features, and
dummy variables for subreddit. The model was iteratively tuned using visualiza-
tions and descriptive statistics. The results failed to explain variability in toponym
co-occurrence better than the gravity model. Further, scatterplots of the candidate
features were created to see how the individual variables are associated with co-
occurrence counts, and none of them appeared to fit a linear model. The scatterplots
can be seen in Apendix A1.

It was clear from exploratory data analysis that toponym co-occurrence was in-
fluenced by subreddit. Without building this into the model the results and any
subsequent inference would be biased. Soccer teams referred to by city names in
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FIGURE 3.7: Gravity Model Data

FIGURE 3.8: Gravity Model Residaul Plot

particular appear to be influential on the global data, as in addition to the soccer
subreddit, there are four other subreddits in the top 20 in terms of co-occurrences
that are dedicated to soccer teams. We created a dummy variable for the soccer sub-
dreddit. We also compiled a list of related subreddits from (Related Subreddits n.d.)
and created a dummy variable indicating if a comment was posted in any of those
subreddits. In both cased the dummy variable was included as a proportion of all
occurrence counts for a given pair of cities. It was important to normalize this way
because the soccer counts would likely positively correlate with total counts due to
the growth of Reddit and the soccer subreddit. The model which included a dummy
variable for only the soccer subreddit did the best at explaining variability in counts,
improving on the gravity model with an adjusted R2 value of 0.395. Results can be
seen in Appendix B.3.

3.4 Disambiguation

Toponym disambiguation will be addressed with unsupervised learning techniques
as mentioned above. We will attempt word sense disambiguation with the city of
Paris. The goal is to determine if a place name with at least one other dominant
meaning can be separated into distinct word sense clusters. As mentioned in the
literature review, we will use context, in the form of n-grams around the token ’paris’
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FIGURE 3.9: Gravity Model Studentized Residuals

FIGURE 3.10: Gravity Model Outliers

which will be used to sort the candidate into one of two clusters, along with the other
available reddit data. Once again, all comments will be converted to lowercase so
that capitalization does not affect the search. Figure 3.12 shows the disambiguation
workflow.

During exploratory data analysis we checked the head and tail of the data and
found that in the early history of Reddit the string ’paris hilton’ appeared more often
than the substring ’paris’ on its own. The former refers to a socialite who appeared
on television around that time. Place names which doubled as football teams names
were considered for this task, but ‘paris’ offers a unique model evaluation oppor-
tunity that would not otherwise be possible. As this is an unsupervised learning
technique, even if there are two distinct clusters of comments it will be impossi-
ble to determine if the toponyms were correctly grouped without labels. Therefore,
comments containing the string ‘paris hilton’ will be given a pseudo label so that the
performance of the model can be evaluated with a confusion matrix and an accuracy
score.

Sentiment scores and other metadata used in the gravity model will be applied
here as well. In addition to the preprocessing steps outlined in the Chapter 2, French
stop words will be removed. N-grams of varying lengths with ’paris’ at the center
will be created. The n-grams will be converted into vectors using the TF-IDF (term
frequency-inverse document frequency) method, which determines the relevance of
a given word to a document and "is one of the most commonly used term weighting
schemes in today’s information retrieval systems" (Aizawa, 2003). This will empha-
size discriminatory words in the comment relative to the whole corpus. The idea is
that toponyms will tend to be surrounded by uniquely identifying words which will
help the algorithm sort them into the correct cluster.

K-means clustering will be used to group comments in one of two clusters. This
method was chosen because it is a simple and effective method for unsupervised
learning which works well with large datasets. However, clusters are created based
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FIGURE 3.11: Correlation Matrix

FIGURE 3.12: Disambiguation Workflow

on Euclidean distance and nearest neighbors, and K-means clustering becomes less
effective as the number of dimensions in the dataset increases as Euclidean distance
is not a reliable metric in high dimensional space (see (Zimek, Schubert, and Kriegel,
2012)). This is problematic for TF-IDF because it produces a large and very sparse
matrix with a column for every word in the corpus and a row for every comment.
For this reason, we will reduce the dimensions in the TF-IDF vector using Pricipal
Component Analysis (PCA) which will transform the data into a lower dimensional
space. This will be done iteratively, as the more information contained in the prin-
cipal components, the more dimensions in the output of the algorithm. This setting
will be adjusted to tune the model.

There is an issue with imbalanced data which will need to be addressed. If the
k-means algorithm determines that every comment containing ‘paris’ is referring
to the city then the model will have an accuracy greater than 99%. There are 570
instances of ‘paris hilton’ out of 215,616 comments containing ‘paris.’ To treat this
imbalance, the majority class will be randomly undersampled so that there is a ran-
dom sample of 570 comments with ’paris’ and without the ’paris hilton.’
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Chapter 4

Results

4.1 Regression

The gravity model shows that toponym co-occurrences are indeed affected by the
distance-decay effect. Roughly 34% of the variabiliy in toponym co-occurrences
can be explained by population and distance explanatory variables. Additionally,
the p-values for the log transformed explanatory variables were all approximately
zero, indicating that they were all statistically significant and helped to explain co-
occurrence variation. The coefficient for distance was negative, meaning that as dis-
tance between cities increased the number of co-occurrences decrease as expected.
Both population variable have a positive coefficient, meaning that larger cities tend
to appear more often in comments with co-occurrences.

Outliers were identified using studentized residuals. All of them were negative
outliers, indicating that predicted number of co-occurrences was less than the ob-
served for those city pairs. Additionally, they all included the city of Katowice.

There were many features that were considered for inclusion in the linear re-
gression model, including temporal and sentiment variables. The only one that im-
proved the model and while also agreeing with the between subreddit variability
finding in exploratory data analysis was the dummy variable for the soccer sub-
reddit. This helped to explain roughly 40% of variability in co-occurrences when
added to the gravity model. All explanatory variable coefficients in this model had
p-values approximately zero, and the coefficients were all positive except for the
distance variable. The results are shown in full in appendix B.

4.2 Disambiguation

The results of the disambiguation model can be seen in Table 4.1. True negatives and
true positives are the number of comments that were correctly labeled. The accuracy
of the model is approximately 51%. The model was tuned iteratively by changing the
size of the n-gram and the PCA threshold. Increasing the number of words around
’paris’ helped to increase the amount of context captured in the model. This step did
not change the results significantly, as the accuracy was resistant to n-gram tuning
and the accuracy remained approximately 50% throughout the iterations.

TABLE 4.1: Confusion Matrix for ’paris’ Disambiguation

True Negative False Positive False Negative True Positive

296 277 284 282
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Chapter 5

Conclusion

The results of the gravity model showed that distance and population do indeed in-
fluence the frequency of co-occurrences for European cities. Exploratory data anal-
ysis showed that patterns are heavily influenced by subreddit. The inclusion of the
soccer dummy variable helped to explain more of the variability. This was no sur-
prise, as the soccer subreddit was the most represented subreddit in the corpus by a
substantial margin. In the end the correlation matrix in Figure 3.10 was not used for
the multicollinearity problem because the highly correlated variables were removed
due to their non-linearity.

Future work may consider continuing to reduce the noise in the data by adding
more subreddit dummy variables. Subreddits can be clustered together to collapse
the number of inputs based on some criteria like similarity scores. While soccer
improved the model, it’s reasonable to assume that it was not the only influential
subreddit within the corpus. The co-occurrence time series graphs in Appendix A.2
show that between subreddit variability is common throughout the corpus.

Another option to account for heterogeneity between subreddits is a Linear Mixed
Model (LMM). The hierarchical organization of reddit shown in Figure 2.1 makes
this method suitable. LMMs contain both fixed and random effects, whereas the re-
gression models in this study consist of only fixed effects. They can be applied when
the assumption of independence among predictors is not met. In the case of this
study, it appears that knowing the subreddit a comment was posted in makes it eas-
ier to predict the class of co-occurrence, so independence is not satisfied. The solu-
tion would be to assign a random effect to the intercept or the slope of the regression
line based on subreddit clustering. This would have a similar effect to introducing
subreddit dummy variables. It was not implemented in this study because the LMM
python package did not provide adjusted R2 values for comparison with our other
models. Including a soccer dummy improved the adjusted R2 value considerably,
and a linear mixed model would allow for this flexibility with all subreddits.

Outliers identified with the studentized residual all contained the city of Katow-
ice. Similarly, all pairs that were excluded from the model entirely contained the
city Frankfurt Am Main. City pairs with no occurrences had to be excluded because
the gravity model required a log transformation of all variables, which cannot be
done with a value of 0. The coincidental nature of these two outliers suggests that
there may be some underlying reason this occurred. In the case of ’Frankfurt Am
Main’, both the (ESPON 1.4.3 – Final Report 2007) dataset and Wikipedia agreed on
this spelling, however ’Frankfurt’ is likely the more common way of referring to the
city. In this case, it would be worth re-indexing the Reddit corpus for ’Frankfurt’
instead and include it in the study.

The scatterplots in Appendix A.1 showed that additional created features were
not appropriate for a linear model. As mentioned earlier, the linear regression model
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was chosen for interpretability, however it would be interesting to build on the re-
search question of this paper to determine if co-occurrence frequency can be pre-
dicted with non-linear machine learning techniques. Natural language processing
is a notoriously complex task, and the sentiment analysis did not help to produce a
robust model in this study for linear regression or disambiguation.

The disambiguation model did not prove to be effective in discriminating word
sense in the case of ’paris’. There was always a danger of overfitting in this task, as
the classifier was created with a specific application of WSD in mind. Even if the
accuracy of the model was high, there is no guarantee that it could be generalized to
other cities with ambiguous names.

The model was likely ineffective because although we took dimensionality re-
duction measures with PCA, there was still far too many of them for the K-means
algorithm to be effective. Euclidean distance can be useful, however "the distinc-
tion in distance decreases fastest in the first 20 dimensions, quickly reaching a point
where the difference in distance between a query point and the nearest and farthest
data points drops below a factor of four" (Beyer et al., 1999). PCA only managed to
reduce the number of dimensions to several hundred from approximately 20 thou-
sand. The trade-off between the effectiveness of PCA to capture the meaning of the
text and the reduction of dimensions was not possible.

For future studies, alternative methods for codifying context can be considered.
K-means clustering, TF-IDF, and PCA were incompatible for reasons already stated.
Part of Speach (POS) tagging is another possiblility for capturing the context around
a word, and would result in fewer dimensions. Additionally, alternate methods to
vectorize the n-grams that result in smaller vectors should be explored.
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Appendix A

Graphs and Figures

A.1 Scatterplots of Independent Variables vs Log Transformed
Counts
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A.2 Co-occurrence Time Series by Subreddit

Proportion of toponym co-occurrences on Reddit for European cities with over 1
million inhabitants from 2006 to 2020 by subreddit
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Appendix B

Results

B.1 Chi-Square Expected Counts Table

B.2 Gravity Model Results Summary
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B.3 Gravity Model w/ Soccer Dummy Results Summary
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