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Abstract

Regreening initiatives are being undertaken as climate change mitigation strate-
gies, to improve water and food security, and to increase biodiversity. Because of
positive feedback loops between vegetation and precipitation, regreening has the po-
tential to lead to the restoration of local and regional water cycles. However, in arid
and hyper-arid regions, the amount of available rainwater is not sufficient to sustain
the initial stages of regreening. A technology that uses solar energy to evaporate
seawater may be able to enhance convective rainfall. The main research question is:
Can evaporation through technology potentially be used for water cycle restoration
in arid and hyper-arid regions?

Using atmospheric boundary layer theories as described by Stull (1988), a simple
atmospheric column model was developed and coupled to a surface model with a
dynamic vegetation component. Results of sensitivity analyses with this numerical
model show the importance of atmospheric conditions and it is found that evapora-
tion through technology has the potential to be effective in regions with a relatively
moist and cold atmosphere. Regions that satisfy these conditions and also have a
dry soil are mostly found 25-35◦N near coasts and/or in mountainous areas.

One such area is the Sinai Peninsula. Numerical simulations using ERA5 reanal-
ysis data as boundary conditions show that the evaporation technology can increase
precipitation locally, but this increase is small. However, because of the wind di-
rected southward and up the mountain range of South Sinai, the technology has the
potential to cause precipitation non-locally as well as is shown by simulations where
the atmospheric column is moved along a streamline.

In conclusion, enhanced evaporation through technology has the potential to be
used for regreening projects if atmospheric conditions are favorable. However, more
research is needed and the potential adverse effects, such as warming, need to be
taken into consideration.
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1 | Introduction

The current decade has been declared the United Nations Decade on Ecosystem
Restoration with the aim of preventing, halting and reversing the degradation of
ecosystems worldwide [23]. In this context, a wide variety of activities is undertaken,
including the restoration of ecological processes and the combat of desertification
[23]. Examples of such initiatives are Justdiggit [17] and the Great Green Wall
[36] that both aim to regreen desert regions and increase water and food security,
biodiversity, and resilience of local communities to climate change.

The main theory behind regreening initiatives is that it stimulates a positive
feedback loop between water retention, vegetation, evapotranspiration, and rainfall
[38]. Land degradation and desertification lead to little vegetation and little water
in the system. By increasing the water retention and planting vegetation, the water
cycle can be restored. This theory is supported by observational studies in e.g. the
Beichuan River Basin in China [39].

Initiatives as Justdiggit and the Great Green Wall often make use of natural
regreening techniques that depend on the availability of rainwater. This dependence
limits such regreening activities to semi-arid regions where the amount of water
available through precipitation is enough to sustain a water level in the soil above
the wilting point: the minimum amount of water needed to have plant growth [32].

Arid or hyper-arid regions have a 5 times higher climatic demand for water than
they receive through precipitation [7]. For regreening attempts in these regions, an
external source of freshwater is needed. Using desalination of seawater for direct ir-
rigation is an energy intensive and therefore costly method [2]. A different approach
would be to increase the atmospheric water vapor content with the goal of stimulat-
ing cloud formation and precipitation. To this end, a technology is being developed
that produces water vapor from brackish or seawater, via direct evaporation, driven
by solar energy [1].

However, increasing the amount of atmospheric water vapor does not directly
lead to the formation of clouds and precipitation. Therefore, it is uncertain if en-
hanced evaporation through technology can be used for regreening projects in arid
and hyper-arid regions. In this Master’s project I will seek to answer the following
research question: Can evaporation through technology potentially be used
for water cycle restoration in arid and hyper-arid regions? I will be using a
simple atmospheric boundary layer (ABL) model with parameterizations for cloud
formation and precipitation, coupled to a surface model.

The research is structured around four sub questions:

1. What is the sensitivity of the model to different parameters, initial conditions,
and boundary conditions?
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CHAPTER 1. INTRODUCTION

2. Under which conditions can enhanced evaporation through technology be ef-
fective?

3. Which hyper-arid or arid regions fit the conditions resulting from subquestion
2?

4. Does enhanced evaporation through technology have the potential to be used
for water cycle restoration in the identified regions?

Using a sensitivity analysis, I will answer the first two sub questions and identify
the variables that determine the effectiveness of the enhanced evaporation through
technology: does it enhance rainfall, does it create favorable conditions for plant
growth, and can the water cycle be restored? With those results, I will identify
regions where this technology could be effective, answering the third subquestion.
Using the model and data from one of the identified regions, the effectiveness of
the enhanced evaporation in this region can be determined, answering the last sub
question.

Several modelling experiments have been conducted to find the variables that
affect the transition between the dry and moist states of a system. According to an
experiment with a coupled surface-ABL model by Konings, Katul, and Porporato
[21], the transition between a completely dry state and a wet-tropical state is a
function of free atmosphere parameters, and is more sensitive to the atmospheric
humidity profile than the temperature profile. Because of the similarity between the
model used by Konings, Katul, and Porporato [21] and the model that is going to
be used in this thesis project, it can be expected that the same results will be found.

Seneviratne et al. [32] found that studies on soil moisture-precipitation coupling
since the 1990s have emphasised the role of indirect interactions, rather than mois-
ture recycling. One example is that additional precipitated water falling over wet
soils may be triggered by water vapor from surface fluxes, but originates from oceanic
sources [32]. An experiment with a coupled surface-ABL model by Bonetti et al.
[4] showed that if the source of water vapor within the ABL originates from surface
fluxes, then lowering the water content of the soil will suppress rainfall. On the other
hand, when the source of water vapor in the ABL is supplied by the free atmosphere,
then lowering the water content of the soil will lead to increased rainfall due to an
increase in ABL height. These findings suggest that enhanced evaporation through
technology could either be effective or repressive in regions with a relatively moist
free atmosphere. This depends on the strength of the regional moisture recycling.

“Hotspots” of regionally strong precipitation feedbacks are observed in transi-
tional zones (grasslands and savannas), such as semi-arid and monsoonal regions,
and in regions where orographic lift drives precipitation events [38]. Therefore, the
expectation is that when the free atmosphere contains enough humidity, e.g. certain
arid regions, and the regional moisture recycling is sufficiently high, that enhanced
evaporation through technology can potentially be used for water cycle restoration.
In hyper-arid regions, the free atmosphere will probably often contain very little
moisture, and thus the expectation is that it is only possible to generate precipi-
tation and potentially restore the water cycle here when orography and wind are
favorable.
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2 | Theory

2.1 Feedbacks

There are several hydrological feedbacks between the atmosphere and the surface,
two of which are shown in Figure 2.1A. In the soil, vegetation cover enhances the
infiltration capacity due to changes in the soil (e.g. because of the roots) [38].
Enhanced infiltration has a positive effect on the soil moisture availability for plants
and therefore increases the vegetation productivity [38]. This is called the micro-
scale feedback. On the macro-scale, increased amounts of water in the soil and an
increase in vegetation both increase the amount of water vapor in the atmosphere
through evaporation and transpiration which could lead to increased precipitation
[38]. These feedbacks cause the relation between vegetation and precipitation to
be nonlinear (Figure 2.1B) and sometimes discontinuous (Figure 2.1C) [38]. In this
research, only the macro-scale feedback will be further considered.

The macro-scale feedback can be divided into two separate pathways: the ra-
diative and the evapotranspiration feedback. These feedbacks lead from increased
biomass to increased precipitation [20]. The radiative feedback states that an in-
crease in vegetation has a negative effect on the albedo of the surface and therefore
decreases the amount of shortwave radiation from the sun that is reflected back to
the atmosphere. This extra energy at the surface is released in the form of turbulent
fluxes that cause an increase of convection and humidity and thereby increase the
chance of precipitation. The evapotranspiration feedback states that an increase in
vegetation directly increases the latent heat flux, which increases the humidity of
the atmosphere [20].

However, Seneviratne et al. [32] note that these soil moisture-precipitation feed-
backs are not always positive, but can potentially be negative because increasing
evapotranspiration decreases the available soil moisture. In order to sustain a posi-
tive feedback, it is not sufficient that enhanced soil moisture and evapotranspiration
lead to additional precipitation, because the enhancement in precipitation needs to
be at least equivalent to the enhancement in evapotranspiration or else the net effect
will be a reduction of the original soil moisture anomaly [32]. A measure for this
relationship is the precipitation to evaporation ratio

ψ =
precipitation
evaporation

(2.1)

ψ is measure of strength of hydrological land surface-atmosphere coupling and can
be used to identify local, regional, or distant rainfall responses to surface evaporation
and transpiration [38].
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2.1. FEEDBACKS CHAPTER 2. THEORY

Figure 2.1: FromWierik et al. [38]. Two hydrological feedbacks related to vegetation.
Panel A shows the micro scale positive feedback between vegetation cover, which
increases infiltration through changing the soil, which in turn increases the amount
of soil moisture and finally the vegetation productivity. Also, a macro-scale feedback
exists between the increased water retention due to vegetation, which leads to an
increase in evaporation and transpiration, which in turn can increase the amount of
rainfall. These feedbacks depend on and are linked through vegetation. Panels B
and C shows the relation between precipitation and vegetation which is non-linear
and can be discontinuous as shown in panel C.
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CHAPTER 2. THEORY 2.2. RADIATION BALANCE AT THE SURFACE

2.2 Radiation balance at the surface

The surface energy balance can be written as the sum of shortwave radiative fluxes
RSW , longwave radiative fluxes RLW , turbulent fluxes of sensible heat SHF and
latent heat LHF , and the subsurface heat flux G (all in W m−2):

RSW,in −RSW,out +RLW,in −RLW,out︸ ︷︷ ︸
Rn

−SHF − LHF −G = 0 (2.2)

where the first four terms combined are the net radiation Rn.
Assuming the surface emits as a perfect black body, the net radiation Rn(t) at

a certain time t is given by

Rn(t) = (1− α)Rs(t) + εs(εaσT
4
air − σT 4

s ) (2.3)

where α is the surface albedo, Rs(t) = RSW,in(t) is the incoming shortwave radia-
tion, εs = 1 is the surface emissivity, εa the atmospheric emissivity, σ the Stefan-
Boltzmann constant, and Ts the surface temperature [20]. The first term in equation
2.3 represents the available shortwave radiation and the second term the available
longwave radiation at the surface.

Because it is difficult to specify εa and Tair for a whole column, Tair is chosen at
2 m, and the following parameterization is used for εa

εa = 0.552e(1/7) (2.4)

where e is the water vapor pressure at 2 m in hPa [15, 6]. The effect of cloud cover
on radiation is neglected.

The incoming shortwave radiation is calculated using longitude and latitude and
the time of the year following Heerwaarden [11] and can be found in appendix B.

The surface sensible heat flux depends on the gradient between surface and air
temperatures [20]:

SHF =
ρaircp
ra

(Ts − Tair) (2.5)

where ra is the atmospheric resistance and Tair is the air temperature. From this
equation the evolution of the surface temperature can be calculated. Note that
Tair ≈ θ near the surface by definition.

SHF can be determined as the residual of the surface energy balance

SHF = Rn − LHF −G (2.6)

where G is the subsurface or ground heat flux [20]. The ground heat flux can be
an important heat sink during the day and an important heat source at night. The
daily cycle is not synchronous with the forcing, but this is often neglected and it is
assumed that the G is a fraction of Rn [21, 20, 35].

Vegetation coverage changes the albedo of the surface. Desert areas without
vegetation have a higher albedo than vegetated areas. A simple way to model this is
by linearly interpolating the albedo between αmax at B = 0, and αmin at B = Bmax,
where B is the amount of biomass in kg/m2 and themin andmax subscripts indicate
the minimum and maximum possible values for a certain region [20].
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2.3. THE ATMOSPHERIC BOUNDARY LAYER CHAPTER 2. THEORY

Figure 2.2: Stull [35] distinguishes three major parts of the atmospheric boundary
layer over land: “a very turbulent mixed layer; a less-turbulent residual layer con-
taining former mixed-layer air; and a nocturnal stable boundary layer of sporadic
turbulence. The mixed layer can be subdivided into a cloud layer and a subcloud
layer.” Figure adapted from Stull [35] by NikNaks. License: CC BY-SA 3.0

2.3 The atmospheric boundary layer

The atmospheric boundary layer (ABL, Figure 2.2) is the part of the troposphere
that is directly influenced by the earth’s surface, and responds to surface forcings
with a timescale of about an hour or less [35]. This leads to a pronounced daily cycle
in nearly all meteorological variables such as wind, temperature, moisture and other
scalars such as chemical compounds [24]. This is in contrast to the free atmosphere
that is above the ABL, which does not show these cycles. The ABL is capped with
an inversion layer. During the day entrainment takes place through this layer and
it is then called the entrainment layer [35].

The ABL roughly makes up the lowest 10% of the troposphere and varies in
depth between several hundreds of meters to several kilometers. Over desert regions
during the day, boundary layers are usually higher: Little evaporation and a very hot
surface lead to strong convection which results in a higher ABL. During the night,
convective turbulence decreases to the point where turbulence can not be maintained
against dissipation, and eventually decays completely [35]. The convective layer is
then reclassified as the residual layer [35].

2.3.1 The convective boundary layer slab model

A slab model is a simple approximation of the convective boundary layer (CBL),
where it is assumed that CBL is well mixed regarding potential temperature (θ) and
specific humidity (q), and has height h (Figure 2.3). The inversion or entrainment
layer at the top of the CBL is assumed to be of negligible depth.

Above the inversion layer is the free atmosphere. An often made approximation
of the free atmosphere is that θ and q change linearly with height above the surface
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CHAPTER 2. THEORY 2.3. THE ATMOSPHERIC BOUNDARY LAYER

(z) such that
θ(z) = γθz + φθ (2.7)

q(z) = γqz + φq (2.8)

where γ and φ are the sets of slopes and intercepts respectively [20, 27].
To first order, air density in the CBL can be assumed constant, which allows for

the use of volume conservation in place of mass conservation [35]. Inflow can occur
in the vertical because of entrainment at the top of the CBL and in the horizontal
because of convergence within the CBL [35]. Convergence can be written in terms of
the mean large scale vertical motion (wL) acting at the top of the CBL. When active
clouds are present that vent air out of the top of the CBL, the volume conservation
equation becomes

dh

dt
= (1− σA)we − σAwc + wL (2.9)

where σA is the fraction of the sky covered by active clouds, wc is the average vertical
velocity within the clouds at the CBL top, and we is the entrainment velocity, which
is the average vertical velocity at the top of the CBL. Without clouds and subsidence,
the CBL top rises at a rate equal to the entrainment velocity [35].

The conservation of potential temperature and humidity in the CBL leads to the
following simple conservation equations in integrated form:

h
d〈θ〉
dt

= (θ′ω′)s − (θ′ω′)h (2.10)

where (θ′ω′)s = SHF/ρaircp with SHF the sensible heat flux, ρair the density of air,
and cp the specific heat of air [20, 25, 35]. The angle brackets 〈〉 denote the average
value of a quantity over the depth of the mixed CBL. For the water balance in the
CBL we get:

h
d〈q〉
dt

= (q′ω′)s − (q′ω′)h (2.11)

where (q′ω′)s = LHF/ρairλ is the surface latent heat mass flux where LHF is the
latent heat flux and λ the latent heat of vaporization of water [20, 25, 35].

The fluxes at the surface can be found using the surface model (Sections 2.2 and
2.5). The fluxes at the top are the entrainment fluxes and are determined by the
difference between the heat and humidity in the free atmosphere at z = h, and the
heat and humidity of the CBL [20]. This gives us:

(θ′ω′)h = −we(θh − 〈θ〉) (2.12)

(q′ω′)h = −we(qh − 〈q〉) (2.13)

θh and qh are the potential temperature and specific humidity values of the free
atmosphere at the CBL top (Figure 2.3).

A prognostic equation for h can be found using only thermodynamics [35]:

dh

dt
=

1

γθ

d〈θ〉
dt

=
(θ′ω′)s − (θ′ω′)h

γθh
(2.14)

where γθ is the local value of dθ/dt just above the top of the CBL. With this equation,
roughly 80-90% of the observed variation of the CBL height can be explained [35].
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2.3. THE ATMOSPHERIC BOUNDARY LAYER CHAPTER 2. THEORY

Figure 2.3: From Rey-Sanchez et al. [27]. Idealized potential temperature (θ)
and specific humidity (q) profiles of convective boundary layer (CBL) slab mod-
els. ∆θ = θh − 〈θ〉 and ∆q = qh − 〈q〉 are the jumps in potential temperature and
specific humidity at the entrainment zone. γ and γq are the lapse rates in the free
atmosphere. <> denote average values across the CBL. The dotted line represents
the height (h) of the CBL.

2.3.2 The residual layer and nocturnal boundary layer

In the evening, turbulence decays in the formerly well-mixed CBL. The resulting
layer of air is called the residual layer because its initial mean state variables and
concentration variables are the same as those of the recently decayed CBL [35]. The
residual layer is neutrally stratified, resulting in turbulence that is nearly of equal
intensity in all directions [35].

During the night, the nocturnal stable boundary layer (NBL) gradually increases
in thickness by modifying the bottom of the residual layer. Often the NBL is not
mixed but gets a more stable temperature profile during the night, as the surface
cools. The evolution of the accumulated cooling (∆θs · H∆θ) is given by a heat
balance of all forcings [35]:

−d∆θs ·H∆θ

dt
= QT (2.15)

where QT is the total heat flux acting on the bulk NBL. The potential temperature
profile can be described by a polynomial [35]:

∆θ(z) =
(

1− z

h

)n
∆θs (2.16)

with H∆θ = h/(n+ 1) and n determines the shape of the temperature profile in the
NBL.
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CHAPTER 2. THEORY 2.4. CLOUD FORMATION AND PRECIPITATION

Where during the day the turbulent heat flux is the main heat source and ra-
diative warming could be neglected, during the night this is not the case: Radiative
cooling has to be considered. As a first approximation this cooling term (QR) can
be expressed as

QR = a1(θs − θm) (2.17)
where a1 is a proportionality constant, θm is the mean potential temperature of the
NBL, and θs is the potential temperature of the surface [33].

The NBL evolution is hard to model because it does not have a clearly defined
top [35]. A rate equation where the NBL grows towards an equilibrium height can
be used [35]:

dh

dt
=
heq − h
τ

(2.18)

where τ is a scaling time and has order of magnitude 7 to 30 hours [35].

2.4 Cloud formation and precipitation

The formation of precipitation in the atmosphere is a non-trivial physical process
[29]. According to the Clausius-Clapeyron equation, air parcels containing water
vapor will become saturated when their temperature decreases during ascent. The
height up to which an air parcel has to be brought to become saturated is called
the lifting condensation level. When a parcel ascends further than the lifting con-
densation level, water vapor will condensate and liquid water droplets will form.
Condensation leads to latent heat release, which can give the parcel positive buoy-
ancy.

When the top of the CBL crosses the lifting condensation level, condensation
with rate k1 will lead to the formation of liquid water (qL) in the ABL and will
cause the specific humidity to decrease. When there are cloud droplets but the air
is unsaturated for water vapor (q < qsat), the cloud droplets will evaporate with
rate k2, increasing the specific humidity. These processes for the ABL column are
captured in the following two equations:

C = k1

∫ z=h

z=0

q − qsat dz

{
k1 > 0, for q > qsat

k1 = 0, for q ≤ qsat
(2.19)

Ec = k2

∫ z=h

z=0

qL dz

{
k2 > 0, for q < qsat

k2 = 0, for q ≥ qsat
(2.20)

where C is the condensation rate and Ec is the evaporation rate of clouds. qsat is the
saturation specific humidity which can be found from the saturation mixing ratio
with qsat = rsat/(1 + rsat) [26]. rsat is the saturation mixing ratio which is given by

rsat =
εesat

p− esat
(2.21)

where p is pressure and ε is the ratio between the specific gas constants for dry air
and water vapor [8]. esat is the saturation vapor pressure and can be calculated
using Teten’s formula, which is an empirical formula for realistically varying latent
heat of vaporisation with temperature. It is given by [8]:

esat = 611.2 exp

{
17.67

(
Tair[

◦C]

Tair[◦C] + 243.5

)}
(2.22)
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2.5. SURFACE PROCESSES CHAPTER 2. THEORY

where Tair is the air temperature in ◦C. It can be found for every height from the
potential temperature and pressure, which in turn can be found from the hydrostatic
balance (Appendix B).

Once clouds develop, condensation nuclei are required to allow for rapid growth
of water droplets [16]. When these water droplets reach sufficient size to precipi-
tate and re-penetrate the unsaturated air below the cloud base without completely
evaporating before reaching the ground surface, rainfall at the surface occurs [16].
Roughly, after h intersects the lifting condensation level, the entire process leading
to precipitation detection at the ground may vary from minutes up to 2 hours [16].

Figure 2.4 shows an intuitive representation of clouds that are embedded within,
and are an integral part of the CBL [35]. In this research, only this type of clouds are
considered. The difference between the theoretical adiabatic value and the actual
value in Figure 2.4d shows the effect of entrainment. Assuming there is no liquid
water in the free atmosphere, we can define the dynamics of the liquid water content
of the ABL as

d

dt

∫ z=h

z=0

qL dz = C−Ec−we·qL(z = h)−k3

∫ z=h

z=0

(qL−
a2

ρair
) dz


k3 > 0, for qL >

a2

ρair

k3 = 0, for qL ≤
a2

ρair
(2.23)

where the last term represents the process of forming rain droplets from cloud
droplets which is called autoconversion. This term comes from Kessler [18] who
attempts to capture the microphysical processes governing the formation of rain by
making a distinction between liquid water that forms clouds (qL) and liquid water
that forms rain (qR). Note that qL and qR are not mixed in the CBL.

Kessler [18] models the formation of rain water through the simple reasoning
that the rate of cloud autoconversion increases with the cloud density but is zero
for amounts below some threshold. Such a process is defined by

d

dt

∫ z=h

z=0

qR dz = −P + k3

∫ z=h

z=0

(qL −
a2

ρair
) dz


k3 > 0, for qL >

a2

ρair

k3 = 0, for qL ≤
a2

ρair

(2.24)

where P is the precipitation rate, k3 is the cloud autoconversion coefficient, and a2

is the cloud conversion threshold [18]. Various effects of nature can be represented
by choices of k3 and a2. In Kessler [18] k3 = 10−3 s−1 and a2 = 0.5 g m−3.

2.5 Surface processes

The calculation of moisture fluxes from the surface is complex as they depend on soil
moisture, atmospheric moisture, land roughness, energy exchange, and indirectly on
topography, soil properties and land use, all of which are highly heterogeneous and
sometimes variable in time [29]. Since the latent heat flux from land is both a water
and energy flux, soil moisture is both a water and energy storage [32]. The seasonal
storage of subsurface water introduces long-term memory effects with timescales
of several months [30]. This “soil moisture memory” is an important component in
land–atmosphere interactions, and has thus been the topic of numerous observational
and modelling investigations [32].
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Figure 2.4: Adapted from Stull [35]: Idealized profiles of mean variables within
a stratocumulus-topped mixed convective boundary layer. (a) cloud location; (b)
total specific humidity (water vapor and liquid water); (c) potential temperature;
(d) liquid water specific humidity (dashed line indicates the theoretical adiabatic
value).

As discussed before (Section 2.1), vegetation plays an important role in the
moisture feedbacks between atmosphere and surface. The dynamics of vegetation
biomass (B) per unit area in a water (W ) limited system can be modelled using

dB

dt
= bB η(W )− d1B (2.25)

where the first term on the right hand side is the growth term which has a soil
moisture dependence in the form of the function η(W ). The last term is the death
rate. It has been shown byWang et al. [37] that this simple vegetation biomass model
in combination with a soil water bucket model agrees with field measurements in a
desert ecosystem in NW China. They used the following piecewise linear form for
the soil moisture dependence:

η(W ) =


0, for W < Wwilt

W −Wwilt

W ∗ −Wwilt

, for Wwilt < W < W ∗

1, for W > W ∗

(2.26)

where Wwilt is the wilting point and W ∗ is the point of incipient stomatal closure.
Subsurface water dynamics are determined by the influx of water through infil-

tration of rain water, and out fluxes of water drainage to the deep soil, transpiration
by plants and soil evaporation. These processes are captured in the following equa-
tion

dW

dt
= P − Et − Es − rwW (2.27)
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where W is gained from precipitation and lost due to transpiration at rate Et, soil
evaporation at rate Es, and deep soil drainage at rate rwW , which is a simplification
of the model used by Konings et al. [20]. Seneviratne et al. [32] note that there are
exceptions to the simple relation between W and P : in cases of intense precipita-
tion, when the precipitation rate is higher than the infiltration rate, precipitation
anomalies result in runoff rather than soil moisture anomalies, which is not captured
in the equation above.

The evaporation and transpiration rates can be calculated as

Et =
LHFt
λρH2O

(2.28)

Es =
LHFs
λρH2O

(2.29)

where λ is the latent heat of vaporization of water and ρH2O is the density of water.
LHFt and LHFs are the latent heat fluxes through transpiration and soil evapora-
tion respectively.

The estimation of latent heat release is generally based on the Penman-Monteith
equation [29, 22]. In canonical form it is

LHF =
∆(Rn −G) +

ρaircpV PD

ra

∆ + γ

(
1 +

rs
ra

) (2.30)

where ρair and cp are the density and specific heat capacity of air, respectively, and
V PD = es − e is the vapor pressure deficit: the difference between the saturation
vapor pressure es and the actual vapor pressure e [20, 22]. ∆ is the slope of the
Clausius-Clapeyron equation which relates the saturated vapor pressure of water
to temperature [20]. γ = cpps/0.622λ is the psychrometric constant, where ps is
the surface pressure [20]. ra is the aerodynamic resistance and rs is the surface
resistance, the inverse of the surface conductance gs [20].

For the soil evaporation, the surface conductance is the conductance over bare
soil gEss , so rs = rEss = 1/gEss [20]. It is given by

gEss = gEsmax
W

W +Wwilt

(
1− B

B + k6

)
(2.31)

where gEsmax is the maximum bare soil conductance and k6 is the saturation constant
for the evaporation reduction function due to shade from biomass, ignoring biomass
morphology [20].

For transpiration, the surface conductance is the stomatal conductance gEts , so
rs = rEts = 1/gEts [20]. It captures the vegetation response to water stress. Using
the method of Wang et al. [37] for the stomatal response to water stress, we get

gEts = gEtmaxη(W )α1B (2.32)

where gEtmax is the maximum stomatal conductance per unit of leaf area, and α1 is
the amount of leaf area per unit biomass [20].

18



CHAPTER 2. THEORY 2.5. SURFACE PROCESSES

A last addition to the surface processes and moisture fluxes is the addition of
the sea water evaporating technology. It is assumed that this technology evaporates
water in the same way as soil and vegetation (Figure 2.5), but with a very high
surface conductance gEET to optimize the LHF (Equation 2.30). The evaporation
rate (EET ) can then be calculated from the latent heat flux by

EET =
LHFET
λρH2O

(2.33)

and the total surface latent heat mass flux now combines to

(q′ω′)s = Et + Es + EET (2.34)

Figure 2.5: Adapted from Konings et al. [20]. Two parts of the macro-scale hydro-
logical feedback related to vegetation as described in Section 2.1, with the addition
of the sea water evaporating technology. The goal of the technology is to decrease
the surface albedo and increase the latent heat flux to enhance precipitation.
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3.1 Model

The ABL model is defined on a one-dimensional vertical grid with a height of 5
km and step size dz = 5 m. The surface model is zero-dimensional. The coupled
model is integrated in time using the Euler forward integration scheme with time
step dt = 60 s. The air density is assumed to be constant throughout the ABL as
required by the ABL slab model theory [35].

The model has two regimes: there are the nocturnal processses, such as the
growth of the NBL, and the processes during the day, the growth of the CBL.
To determine if it is day or night, one can look at the SHF and the Rn. When
SHF > 0, there is turbulent heating of the ABL, so a convective layer can form.
When SHF ≤ 0, the turbulence decays, and a stable layer forms. Because SHF
can be very small in some cases with high evaporation rates, we determine that
it is daytime when SHF + Rn > 0 and nighttime when SHF + Rn ≤ 0, which
counteracts the switching to the nighttime regime in the middle of the afternoon in
these cases.

The coupling between the surface and the ABL model is in the form of longwave
radiation, sensible and latent (mass) heat fluxes and precipitation. For the moisture
related variables, a conversion factor is needed to express the values in the right units:
Moisture fluxes leaving and entering the subsurface water need to be multiplied by
ρair/ρH2O to convert from the units [m kgH2O kg−1

air s−1] to [m s−1].
An overview of all variables, parameters, and constants used in this model is

given in Appendix A.

3.1.1 Surface model

A radiation balance as described in Section 2.2 is used. Following a simple parame-
terization proposed by Stull [35], the ground heat flux is G = 0.1Rn for Rn > 0 and
G = 0.5Rn for Rn < 0. The calculation of the surface radiative fluxes is looped until
there is convergence, i.e. the difference in value before and after a new calculation is
smaller than 10−5 W m−2. The biomass and subsurface dynamics are as described
in Section 2.5, with the addition that if the subsurface water is less than the wilting
point (Wwilt), biomass evaporation becomes zero.

3.1.2 Atmospheric column model

In the morning, the CBL is initialized with a height of 5 m (= dz). The dynamics
of the CBL are described by Equations 2.9, 2.10, 2.12, and 2.14. These equations
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form a set of 4 equations with 5 unknowns, when γθ, (θ′ω′)s, and wL are specified
as boundary conditions and it is assumed that there are no active clouds present
and that there is no subsidence. The following closure assumption is made, directly
relating (θ′ω′)h to the buoyancy flux at the surface:

−(θ′ω′)h

(θ′ω′)s

= AR (3.1)

where AR is assumed to be 0.2 [35]. This assumption is only used to determine the
growth rate of the CBL; changes in θ due to entrainment are implicitly modelled by
mixing the temperature of the column of air below the new CBL height after each
integration time step.

The condensation and evaporation of liquid cloud droplets and the formation of
rain water and rain is modelled as described in Section 2.4. The precipitation rate
is calculated by assuming the rain water droplets precipitate out of the atmosphere
with a constant rate (rP ). Integrating over the whole column of air gives:

P = rP

∫ z=h

z=0

qR dz (3.2)

where it is assumed that rP = 0.001 s−1.
Condensation and evaporation affect the potential temperature. From the con-

densation or evaporation flux the amount of sensible heat produced or consumed is
calculated as follows:

Qevap,cond =
(C − Ec)λ

cp
(3.3)

In the model this heat is added to the grid cell where the condensation or evaporation
takes place, and only mixes when this grid cell is inside the CBL or gets entrained
into the CBL.

The growth rate of the CBL is partially determined by the local value of dθ/dz =
γθ just above the CBL. This works well during growth through the NBL and through
the free atmosphere, because those layers have stable temperature profiles. The
residual layer on the other hand can have a neutral potential temperature profile,
when radiative cooling is constant through the layer, and there is no advection of
air into the layer. A neutral profile (γθ = 0) would cause the CBL to grow infinitely
fast through it. An artificial value γθ,RL is introduced to prevent this, which has to
be tuned to obtain the desired behaviour.

The residual layer is modelled as follows: When it is night, the CBL height is
set to 0, but all properties (height, temperature, and humidity) of this layer are
transferred to the residual layer, which is assumed to not change, except when it
gets entrained by the NBL during the night, or the CBL during the day. Radiative
cooling in the residual layer is assumed to be constant (0.1 K hour−1 [35]) or is
neglected when there is advection.

The dynamics of the NBL are modelled using Equation 2.18. The potential tem-
perature profile is described by Equations 2.15 and 2.16 where the total heat flux
acting on the bulk NBL (QT ) is assumed to consist of the turbulent heat mass flux
((θ′ω′)s), Qevap,cond in the NBL, and QR. Every timestep, moisture from evapotran-
spiration that is added to the NBL is evenly distributed through the layer.

At night, the NBL has to be initialized with a certain height, which is chosen to
be 50 m. It is not lower (e.g. dz = 5 m) because of probable undesirable behaviour
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of the model: In the case of relatively high evaporation rates, the thin NBL becomes
very moist, which causes the LHF to decrease. This in turn can cause the SHF
to increase such that it switches sign. This mechanism can cause the model to
rapidly change between the “day” and “night” regimes. This model behaviour can
be counteracted by initializing the NBL with a greater initial height.

3.1.3 Boundary processes

Advection

Advection is an important dynamic process affecting the thermodynamics of ABL
airmasses [24]. In the current one column representation of the modelled system,
advection can be included by adding an advection term to the local change equations.
This advection term in one horizontal dimension would traditionally be in the form
U dX

dx
where U represents the wind speed and dX

dx
is the local horizontal gradient of

a certain variable X.
For a model where there is no explicitly modelled horizontal component, advec-

tion is a boundary condition. dX
dx

= ∆X
∆x

where ∆X = Xcolumn model−Xupwind boundary

and ∆x is the assumed horizontal extend of the modelled column. The total change
in a certain variable X can than be formulated as

dX

dt
=
∂X

∂t
+ U

∆X

∆x
(3.4)

where X can be θ, q, qL, or qR. A distinction can be made between the wind speed
during the day (Uday) and the wind speed during the night (Unight).

Orographic precipitation

The most familiar instance of orographic precipitation is where a mountain range lies
across the prevailing wind direction: forced ascend up the windward slopes cools the
air column (adiabatic cooling, see Equation B.5) [28]. The saturation vapor pressure
of the atmosphere decreases exponentially with temperature, and hence with height
[14], leading to saturation and enhanced precipitation when an air column undergoes
forced ascend up a windward slope [28].

The simplest way of including orographic precipitation is by assuming that a
fraction of the moisture leaving the modelled column through advection is advected
over a mountain range and precipitates out at the windward side and through surface
or groundwater flow acts as a source of subsurface water. This source term can then
be added to Equation 2.27 which then becomes

dW

dt
= P − Et − Es − rwW + freturnU

q + qL + qR
∆x

(3.5)

where freturn is the fraction of the atmospheric water leaving the column through
advection that returns to the system as subsurface water by means of the processes
described above. The time delay in atmospheric water leaving the system and flowing
back into the system as subsurface water is neglected in this parameterization.
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3.1.4 Open, closed, and moving column modes

Different model modes are used for different types of analysis and in general to gain
a broader understanding of the model behaviour. The model is considered open
when there is advection of atmospheric air and in and outflow of soil water, e.g.
there is inflow and outflow of moisture in the system (OM, Table 3.1). This mode
is used for sensitivity analysis and for the case studies.

The model is considered closed if there is no in and outflow of moisture. This is
the case without advection, soil water inflow, or deep soil drainage. The assumption
of a closed system allows us to look at what determines the distribution of moisture
between the soil and the atmosphere. When we look at the equation of soil water
(eq 2.27) it follows that in equilibrium

dW

dt
= 0 (3.6)

P = Et + Es (3.7)

so that the precipitation to evapotranspiration ratio ψ = 1.
In a closed system where B > 0, we can see that when in equilibrium, the

biomass equations (Equations 2.25 and 2.26) constrain the amount of soil water in
the system:

dB

dt
= 0 (3.8)

bB η(W )− d1B = 0 (3.9)

η(W ) =
d1

b
(3.10)

W −Wwilt

W ∗ −Wwilt

=
d1

b
(3.11)

W =
d1

b
(W ∗ −Wwilt) +Wwilt (3.12)

for Wwilt < W < W ∗ and B 6= 0.
In this closed mode (CM1, Table 3.1), the model is not constrained by any

boundary conditions, only by the initial amount of moisture in the system. The
radiative budget of the model relies on parameterization (see Sections 2.3.2 and
3.1.2) instead of a radiation transfer model, which can lead to unrealistic warming
or cooling of the modeled system. Therefore, an option that will be considered is
the constraining of the atmospheric temperature to a certain profile (CM2, Table
3.1). This is done by adding an advection term (Equation 3.4) to the potential
temperature equation (Equation B.5) during the night.

The last mode is the moving column mode (MCM, Table 3.1), which is in essence
the same as the closed model mode, but with changing surface conditions, i.e. a
column of air is assumed to be advected over a certain terrain (e.g. from the coast
inland and up a mountain). This mode is used for the case study, and will not be
run until equilibrium, but as long as it takes to travel the path.

The path is chosen along a streamline and the velocity along this streamline is
assumed to be constant in time and space. The surface component of the model
is constant in time but not in space. Variables that have to be known along the
streamline in the MCM are surface pressure, subsurface water, and latitude. The
evaporation technology can be added anywhere along the path.
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Table 3.1: Descriptions of the different modes of the model used in this research in-
cluding the relevant research questions (RQ) as described in Chapter 1 Introduction.

Model code Description Use
OM Open model Sensitivity analysis,

case studies. RQ 1, 2,
and 4.

OMT Open model with evaporation
through technology for the whole
model run

Sensitivity analysis,
case studies. RQ 2
and 4.

CM1 Closed model, unconstrained at-
mospheric temperature

Sensitivity analysis
(initial conditions).
RQ 1.

CM2 Closed model, partly constrained
atmospheric temperature

Sensitivity analysis
(initial conditions).
RQ 1.

MCM Moving column mode Case studies. RQ 4.

3.2 Sensitivity analysis

A sensitivity analysis will be done to determine the relative importance of the dif-
ferent variables and model choices on the amount of precipitation, soil water, and
vegetation in the OM, CM1, and CM2 modes. Then a second sensitivity analysis
will be done in the OMT mode to determine the conditions under which enhanced
evaporation through technology can be effective. Here, also the parameters affecting
the technology itself will be varied, to try to find what the optimal properties of the
technology would be.

The reference point is mid spring (April 20) 35◦N with a typical temperature
profile of this latitude at this time of the year where γθ = 5 K/km and φθ = 300
K. For the atmosphere, the specific humidity is assumed to be constant with height
[11], up to 4000 m and φq = 6 g kg−1. To prevent large scale precipitation in the
OM and OMT modes, if q > qsat for certain heights for the boundary profile, q = qsat
for these heights. The starting value for the soil moisture is 10% of the soil moisture
capacity. An overview of all reference parameter values is given in Appendix A.

For the technology, the reference point is that the technology covers 50% of the
surface (technology fraction = 0.5), has a surface conductance of 0.01 m s−1, and
an albedo of 0.1. In OMT mode, the surface model is divided in two separate parts,
according to the technology fraction, that both have their own energy balance.

3.3 Case studies

3.3.1 Case study selection

A combination of criteria is chosen to find suitable case study regions: the sub-
surface water content, the specific humidity near the surface and the near surface
temperature. To this end, the ERA5 monthly averaged data on single levels from
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1979 to present of surface pressure, 2m temperature, 2m dewpoint temperature, and
volumetric soil water layer 1 and 2 for the year of 2021 is used, and averaged over
the year to get one value per grid cell. Thresholds are implemented to find regions
that have a dry soil, are not too hot throughout the year and have a relatively moist
atmosphere. The thresholds are tuned to obtain regions in both the northern and
the southern hemisphere (Table 3.2). From the regions that meet the criteria, one
is chosen as a case study region. From that region, three case study locations are
chosen.

Table 3.2: Variable thresholds in the northern and the southern hemisphere used
for the selection of case study regions.

Threshold
Variable NH SH
W up to 28 cm deep < 10 cm < 15 cm
2m q > 0.006 kg/kg > 0.006 kg/kg
2m Tair < 295 K < 292 K

3.3.2 Data and parameter tuning

For the chosen case study region, the month is chosen that shows highest 2m specific
humidity and lowest 2m temperature in 2021. For the three case study locations,
ERA5 reanalysis data are used to tune the model to these locations (Appendix
B.2). The choice of data was restricted to reanalysis data because there was no data
available from weather stations and radiosondes.

As boundary conditions ERA5 monthly averaged data on pressure levels, re-
analysis by hour of the day of temperature, specific humidity, and the U and V
components of the wind are used [12]. Thus, in contrast to other OM and OMT
mode runs, OM and OMT mode case study runs have hourly varying boundary
conditions. The profiles are interpolated to match the vertical grid of the model.

The radiative fluxes at the surface are tuned by varying the fraction of net
radiation that is the ground heat flux for Rn > 0 (Section 3.1.1), the aerodynamic
resistance, and the maximum surface conductance. The surface temperature and the
2m temperature are tuned by varying the NBL scaling time, the NBL equilibrium
height, and the aerodynamic resistance (Table 3.3). The model has one day of run
up time and then the model is tuned for the second model day. The coefficient of
determination (R2) is calculated to help finding the best parameter values. For the
runs in MCM, average parameter values of the three locations are used for the whole
run (Table 3.3).

N.B. The ERA5 monthly averaged data used of radiative and turbulent fluxes
had missing data points for hours 2-8.

3.3.3 Model runs

Open model

For the case study runs in OM and OMT modes ERA5 monthly averaged reanal-
ysis data by hour of day on pressure levels is interpolated to have hourly varying
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Table 3.3: Tuning parameter values for the case study locations, with the standard
value used in this research for comparison. The mean of the three case study loca-
tions used for the runs in moving column mode (MCM). τ7 hours and heq = 500 m
are the minimum and maximum values of their respective normal range of values
[35].

Case study location
Variable Standard Sinai 1 Sinai 2 Sinai 3 MCM
Ground flux fraction 0.1 0.4 0.4 0.35 0.38
ra (s m−1) 50 75 75 75 75
gEsmax (m s−1) 0.0005 0.001 0.0001 0.00015 0.0042
τ (hours) 13.5 7 7 7 7
heq (m) 300 500 500 400 467
W∗ (cm) 1.93 5.79 5.79 5.79 5.79

boundary conditions of wind speed, potential temperature, and specific humidity
[12]. The model is run for 100 days to ensure an equilibrium (daily limit cycle) is
reached. The water fluxes in the system are then compared to the runs with and
without technology.

Moving column

The model is also run for the case study region in MCM as described in Section 3.1.4.
The mean of the 10m wind in one direction over the whole streamline is used as the
moving speed of the column. At the start of the path, the surface is assumed to be
completely covered by the technology for 10 km. ERA5 reanalysis data of surface
pressure and subsurface water are interpolated to diminish any sudden jumps in
surface conditions. The changes in height are manifested in the change in surface
pressure along the streamline. The model has a run up time of 1 day and 9 hours
before it starts moving to ensure that the evaporation technology covered surface is
passed in daytime.

Variables that have to be known along the streamline in the MCM are surface
pressure, subsurface water, vegetation biomass, albedo, and latitude. For the case
study done in this research, the vegetation biomass along the streamline was neg-
ligible and the reanalysis albedo was approximately equal to 0.4 which agrees with
the previously defined αmax: the albedo of surface without vegetation.
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4.1 Sensitivity analysis of model equilibria

4.1.1 Introduction

In this section the results are presented for the sensitivity analysis and general model
behaviour in CM1, CM2, and OM modes (Table 3.1). The CM modes have a fixed
amount of moisture in the system, i.e. there is no moisture exchange with the
environment. CM2 mode has a constrained atmospheric temperature meaning that
at night the temperature will go towards a predefined temperature profile, as if there
was advection of temperature only.

4.1.2 Closed model modes

A sensitivity analysis for different initial moisture and temperature profiles in CM1
mode show that the subsurface water level goes towards the equilibrium1 value found
from Equation 3.8, with the exception of the case where the initial atmosphere is
completely dry (Figure 4.1a). For this initial dry atmosphere, higher subsurface
water levels are found, with the amount increasing with the initial temperature.
When looking at biomass (Figure 4.1c), it can be seen that φq determines the result,
where a lower φq results in more vegetation and φq = 0 results in maximum vegeta-
tion. These counter-intuitive results cannot be explained from the albedo feedback
(Figure C.5), and they will be shortly discussed in Section 5.2.

As explained in the methods section, allowing the model to go towards the equi-
librium determined by Equation 3.8 results in very high temperatures (up to 334 K,
Figure C.6a) that are needed to move the subsurface water towards the atmosphere
and keep the bulk of the moisture in the atmosphere instead of in the soil for high
φq. Constraining the atmospheric temperature leads to different and more intuitive
results: For cold (warm) and moist (dry) atmospheres, vegetation goes towards its
maximum (minimum) value (Figure 4.1d).

In the intermediate atmospheres, it is found that the subsurface water goes
towards or near the equilibrium found from Equation 3.8 (Figure 4.1b), and that the
amount of vegetation seems to positively relate to the amount of subsurface water.
The maximum surface temperatures found are now indeed less extreme than for the
unconstrained model, and are mostly determined by φθ (Figure C.6b). However, the
initial φq also has an effect on the temperatures, where higher φq seems to relate to

1The equilibrium is a daily limit cycle. The values discussed are the last values of the model
run (end of the day at midnight), with the exception of the surface temperatures and CBL height
where the minimum and/or maximum values of the last model day are used.
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lower maximum surface temperatures, with two outliers for φq = 0 and φθ = 300
or 305 K. Here, an equilibrium forms where there is virtually no precipitation and
evaporation and W = 0 cm. The results are summarized in Table 4.1.

Table 4.1: Results of the sensitivity analysis in CM1 and CM2 modes. The impact on
precipitation P , subsurface water W , and vegetation biomass B is shown indicated
by symbols and colors. 0: no impact. +/- and green/red color: positive/negative
impact.

Para-
meter

Tested range P W B Figure

CM1 mode section 4.1.2
B (ini) 0 - 1 kg m−2 0∗ 0∗ 0∗ C.1
W (ini) 0 - 0.04 m 0† 0 or

+†
0 or
−†

C.2

φθ (ini) 285 - 305 K, for φq (ini) 6= 0 kg kg−1 0 0 0 4.1a
4.1c

285 - 305 K, for φq (ini) = 0 kg kg−1 − + 0
φq (ini) 0 - 12 · 10−3 kg kg−1 0 or

+‡
0 or
+‡

0 or
−‡

4.1a
4.1c

CM2 mode section 4.1.2
B (ini) 0 - 1 kg m−2 0∗ 0∗ 0∗ C.3
W (ini) 0 - 0.5 m 0 or

+
0 or
+

0 or
+

C.4

φθ 285 - 305 K −§ − 0 or
−

4.1b
4.1d

φq (ini) 0 - 12 · 10−3 kg kg−1 + + 0 or
+

4.1b
4.1d

∗Except where B (ini) = 0.
†For some values, no equilibrium was reached depending on φq (ini). These values are not consid-
ered when determining the impact.
‡For some values, no equilibrium was reached depending on φq (ini).
§ This trend is broken for φq (ini) ≥ 0.009 kg kg−1 and φθ = 285 K.

28



CHAPTER 4. RESULTS 4.1. SENSITIVITY ANALYSIS

Unconstrained atm. temp. Constrained atm. temp.

(a) (b)

(c) (d)

(e) (f)

Figure 4.1: Closed model (CM) sensitivity results for varying the atmospheric mois-
ture and atmospheric temperature parameters of the initial conditions. Results for
subsurface water (first row), vegetation biomass (second row), and the maximum
surface temperature (third row) for the unconstrained (CM1, left column) and con-
strained atmospheric temperatures (CM2, right column) are shown.
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4.1.3 Open model mode

In OM mode, a sensitivity analysis is done for initial conditions, boundary condi-
tions, and twelve other parameters. All results are summarized in Table 4.2. The
most important results are discussed below. Other results are shown in Appendix
C.

For the OM mode, the patterns found for the different atmospheric moisture
and temperature profiles are comparable to the results from the CM2 mode: higher
amounts of subsurface water, precipitation and biomass are found for colder and
moister atmospheres (Figures 4.2a-c). However, there are significant differences in
the equilibrium surface water, where the equilibrium amounts are overall lower for
the OM mode than for the CM2 mode. The range of atmospheric profiles that
result in vegetation is also smaller. The specific humidity profile for the most part
determines the total amount of water in the atmospheric column (Figure C.7). It can
be seen that small amounts of atmospheric moisture do not result in the formation
of precipitation (Figure 4.2a) and therefore cause an almost completely dry soil.
Since there is an influx of water through the orographic precipitation flux the soil is
only completely dry for φq = 0 g kg−1.

The latitude and the time of the year determine the incoming solar radiation in
the model. For all latitudes > 0◦N a positive effect of the day of the year on the
CBL height is visible which can be related to the total amount of incoming radiation
per day (Figure 4.2d). The largest change is visible when going from winter (Day
of the year = 18) to spring (Day of the year = 109), and this difference increases
with latitude. It is even found that the model does not work for latitudes ≥ 45◦N
in winter, because the amount of incoming radiation is not enough for a CBL to
form. This shows that for higher latitudes in winter the low amount of incoming
solar radiation has a large role in the limitation of the CBL height.

Initial conditions for subsurface water and biomass have no effect on the limit
cycle that the system goes to, with the exception of B = 0 which prevents biomass
from growing at all. Other variables can have an effect on precipitation and subsur-
face water and these are summarized in Table 4.2 and shown in Appendix C.

4.1.4 Summary

The model shows different behaviour for the different model modes. In the CM1
mode, the model is mostly constrained by the subsurface water equilibrium value,
which leads to counter-intuitive results for the vegetation biomass. The CM2 and
OM modes show similar and more intuitive behaviour regarding the direction of
the model equilibria, i.e. the maxima are found for the same parameter values.
However, in the OM mode the amount of water in the system is not determined by
the initial conditions and it is found that the equilibria are overall dryer in the OM
mode than in the CM2 mode. The amount of subsurface water, precipitation, and
vegetation in OM mode is mostly determined by the boundary conditions, i.e. the
atmospheric profiles of temperature and specific humidity. Latitude and day of the
year play an important part in determining the atmospheric boundary layer height
by constraining the amount of incoming shortwave radiation.
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Table 4.2: Results of the sensitivity analysis in OM mode. The impact on precip-
itation P , subsurface water W , and vegetation biomass B is shown indicated by
symbols and colors. 0: no impact. +/- and green/red color: positive/negative im-
pact. max and yellow color: there is a maximum found for an intermediate value of
the tested range.

Para-
meter

Tested range P W B Figure

OM mode
B (ini) 0 - 1 kg m−2 0∗ 0∗ 0∗
W (ini) 0 - 0.5 m 0 0 0
φθ 285 - 305 K − − − 4.2
φq 0 - 12 · 10−3 kgkg−1 + + + 4.2
D 18 - 200 +† +† 0 4.2

φ
0 - 45 degrees N, winter 0 or

−
0 0

4.2
0 - 45 degrees N, autumn/spring max max 0
0 - 45 degrees N, summer max + 0

heq 100 - 500 m − − 0 C.8
τ 7 - 30 hours + + 0 C.8
gEsmax 0.0005 - 0.01 m s−1 0 0 0 C.9
gEtmax 0.0005 - 0.01 m s−1 0 0 0 C.9
ra 1 - 75 s m−1 − − 0 C.10
ρair 0.6 - 1.2 kg m−3 0 or

+
0 or
+

0 C.11

A 0.1 - 0.3 − − 0 C.12
Uday 0 - 5 m s−1 + + 0 C.13
Unight 0 - 5 m s−1 + + 0 C.13
∗Except where B (ini) = 0.
†Except at the equator. Then the highest value is found in Spring.
‡This negative relationship only holds as long as Bmax > the equilibrium value of B.
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(a) (b)

(c) (d) .

Figure 4.2: Open model (OM) sensitivity results for varying atmospheric moisture
and atmospheric temperature parameters (a-c) and varying latitude and day of the
year (d). In panel d, the days of the year correspond from low to high to winter,
spring, and summer. Autumn is not shown because it is assumed to yield the same
result as spring, because only the incoming solar radiation is varied.
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4.2 The effect of enhanced evaporation through tech-
nology

4.2.1 Introduction

The results of the sensitivity analysis of the evaporation technology parameters are
presented first to determine for which parameters the technology could be the most
effective. Then, the results in OM mode from the previous section are compared to
the results in OMT mode. Since it was found in the previous section that initial
conditions do not affect the equilibrium results in OM mode, the evaporation tech-
nology is turned on for the complete duration of the runs. Results are summarized
in Table 4.3.

4.2.2 Sensitivity to the technology’s variables

Varying the fraction of the surface that the technology occupies shows that for
all specific humidity profiles, the technology inhibits precipitation formation (Fig-
ure 4.3a). However, for high surface fractions (> 0.5) the amount of precipitation
increases with the surface fraction occupied by the technology. For different tem-
perature profiles, a similar result is found with maxima in precipitation for the
case without the evaporation technology, and maxima for the case where almost
all surface is occupied by the technology (Figure 4.3b). Here, the technology does
have a positive impact on the amount of precipitation when the fraction is high
enough. Lastly it can be seen that there is a threshold temperature profile of 295
K< φθ < 300 K from where on the technology does only have a negative effect on
the amount of precipitation.

Now looking at the subsurface water, it can be observed that for both the dif-
ferent specific humidity (Figure 4.3c) and temperature profiles (Figure 4.3d), the
technology can have a positive effect. This can be explained by the reduced wa-
ter loss from the soil due to inhibited evaporation where the technology provides
shading. For the different specific humidity profiles this positive effect is only found
for very humid atmospheres and a surface fraction of the technology of 0.9. The
vegetation biomass shows similar patterns as the subsurface water (Figure C.14).

The surface conductance of the technology affects the energy partitioning: for
a higher conductance, more water will evaporate and the sensible heat flux will be
lower. The case where the technology surface conductance is zero can be interpreted
as covering part of the surface with a dark cloth which does not evaporate any water
itself. Here it can be seen that a lower technology surface conductance will lead to
more precipitation for most atmospheric profiles (figures 4.4a and 4.4b). This is
because although higher conductance leads to a higher specific humidity in the col-
umn, it also decreases the SHF and inhibits the growth of the CBL. The increased
precipitation resulting from a higher CBL is apparently more than the increased
precipitation from an increased moisture content in the atmospheric column. The
exception is for the driest cases (φq ≤ 3 g kg−1), where the highest surface conduc-
tance will lead to more precipitation. However, these precipitation amounts are of
a negligible magnitude: The technology causes a precipitation increase from 0.0 to
0.04 or 0.05 mm day−1.

The sensitivity of the system to the technology surface albedo shows the most
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(a) (b)

(c) (d)

Figure 4.3: Open model with technology (OMT mode) sensitivity results for a vary-
ing surface fraction occupied by the technology. Surface fraction = 0 is equivalent to
model runs in OM mode. Results for precipitation (top row) and subsurface water
(bottom row) are shown. For the panels in the left column the boundary conditions
for atmospheric specific humidity are varied and for the panels in the right column
the boundary conditions for the atmospheric temperature are varied. Results for
vegetation biomass are shown in Figure C.14.

34



CHAPTER 4. RESULTS 4.2. THE TECHNOLOGY

Table 4.3: Results of the sensitivity analysis in OMT mode. The impact on pre-
cipitation P , subsurface water W , and vegetation biomass B is shown indicated
by symbols and colors. 0: no impact. +/- and green/red color: positive/negative
impact. min and yellow color: there is a minimum found for an intermediate value
of the tested range.

Para-
meter

Tested range P W B Section

OMT mode

Techno-
logy
fraction

0 - 0.9, for φq ≥ 0.006 kg kg−1 min min 0 or
min∗

0 - 0.9, for φθ ≤ 300 K min min
+
or
min
or
0†

gEET 0 - 0.05 m s−1 −‡ −‡ −
αET 0.1 - 0.9 0 or

−
0 or
−

0 or
−

∗Only min for φq ≥ 0.012 kg kg−1.
†+ for φθ = 285 K, min for φθ = 290 K, and 0 for φθ ≥ 295 K.
‡Some exceptions exist where there is a slight increase in P and W for gEET > 0.01.

straightforward result: A lower surface albedo leads to a higher amount of precipita-
tion (Figures 4.4c and 4.4d). This is because of the increase in net radiation which
will lead to both a higher SHF and a higher LHF , which both affect the amount
of precipitation positively.

4.2.3 Summary

It was found that for the best results, as much surface as possible would need to be
covered by the technology. With small amounts of surface coverage, the technology
can have a negative effect, mostly on precipitation but also on subsurface water and
vegetation. Also, it seems to work best to not evaporate any water, but to only
lower the surface albedo. Since this contradicts the purpose of this research, the no
evaporation case will not be used for further results. Two modes of the evaporation
technology will be discussed: the low evaporation mode (OMTL) where gEET = 0.001
and the high evaporation mode (OMTH) where gEET = 0.01 (Table 4.4).
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(a) (b)

(c) (d)

Figure 4.4: Open model with technology (OMT mode) sensitivity precipitation re-
sults for a varying technology surface conductance (top row) and a varying technol-
ogy surface albedo (bottom row). Technology surface conductance = 0 ms−1 can be
interpreted as covering the surface with a dark cloth that does not evaporate sea
water. For the panels in the left column the boundary conditions for atmospheric
specific humidity are varied and for the panels in the right column the boundary
conditions for the atmospheric temperature are varied.
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Table 4.4: Descriptions of the two modes of the sea water evaporation technology
that are being investigated in Section 4.3.

Model code Description Values

OMTL Low evaporation mode. The technology
evaporates little seawater because of a low
surface conductance, comparable to the
max stomatal conductance.

fraction = 0.7
gEET = 0.001
α = 0.1

OMTH High evaporation mode. The technology
evaporates more seawater because of a ten
times higher surface conductance than in
OMTL mode.

fraction = 0.7
gEET = 0.01
α = 0.1
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4.3 Regions where the evaporation technology can
be effective

4.3.1 Introduction

In this section a sensitivity analysis is done where the evaporation technology is
included in the model (OMTL and OMTH modes, Table 4.4) and the sensitivity is
tested for different atmospheric boundary conditions. These results are then com-
pared to the equivalent runs without the technology (OM mode, Section 4.1.3). The
results of this analysis are then used to determine the regions where the technology
could be effective, by plotting ERA5 reanalysis data.

4.3.2 Sensitivity analysis in OMTL and OMTH modes

OMTL sensitivity runs

The results of the sensitivity analysis in OMTL mode show a general trend where
more moisture in the atmosphere leads to a larger positive impact of the technology
on precipitation and subsurface water (Figure 4.5). For temperature, it can be seen
that generally a lower temperature leads to a higher (increase in the) precipitation
and subsurface water, except for the moistest atmospheres (φq ≥ 6 g kg−1), where
there is an optimum around 290 or 295 K. This was also found for the model runs
without technology (Figure 4.2a), however in the OMTL runs, this difference is also
reflected in the subsurface water, where in the OM runs it was not (compare Figures
4.2b and 4.5c.

The results for vegetation show that the equilibrium of ten of the runs increased
to the maximum amount of vegetation biomass in OMTL mode (Figure 4.5e). Fur-
thermore, there are four runs where the model goes from no vegetation in OM mode,
to vegetated in OMTL mode. This indicates that the low evaporating technology
did not only enhance existing vegetation in the model, but also caused the sub-
surface water to pass a threshold causing the model to support vegetation growth.
This threshold was passed for the combinations (φθ, φq): (305 K, 12 g kg−1), (300
K, 9 g kg−1), (295 K, 6 g kg−1), and (285 K, 3 g kg−1). The cap on biomass can
explain the pattern in vegetation biomass difference between the OM and OMTL
runs where the maxima are found near the transition between vegetated and non-
vegetated states (Figure 4.5f), i.e. the cap on biomass limits the potential growth
of vegetation biomass which is mostly limiting for situations where the biomass was
already near its maximum in OM mode.

OMTH sensitivity runs

Now continuing with the results of the sensitivity analysis in OMTH mode (Fig-
ure 4.6) it can be seen that the general trend is that for a colder atmosphere the
technology is more effective in enhancing precipitation and subsurface water. For
warmer atmospheres that are relatively moist the technology can even be suppres-
sive for precipitation and subsurface water. The explanation can be found when
considering that the increase in evaporation is at the expense of the sensible heat
flux. The evaporation can increase more where the atmosphere is warmer (Equa-
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(a) (b)

(c) (d)

(e) (f)

Figure 4.5: Panels a, c, e show the sensitivity of the system in OMTL mode to
specific humidity and temperature parameters. Panels b, d, f show the difference
between between OM mode and OMTL mode, e.g. the difference between figures
4.2a and 4.5a, 4.2b and 4.5c, and 4.2c and 4.5e respectively.
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(a) (b)

(c) (d)

(e) (f)

Figure 4.6: Panels a, c, e show the sensitivity of the system in OMTH mode to
specific humidity and temperature parameters. Panels b, d, f show the difference
between between OM mode and OMTH mode, e.g. the difference between figures
4.2a and 4.6a, 4.2b and 4.6c, and 4.2c and 4.6e respectively.
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tion 2.30, Figure C.15a), which leads to a larger negative effect on the CBL height
(Figure C.15b). Since in moist but warm atmospheres the occurrence of convective
precipitation depends on the development of a high CBL, the repressive effect of the
technology on the CBL height leads to a suppression of precipitation.

The results for vegetation show that the equilibrium of 7 of the runs is the maxi-
mum amount of vegetation biomass (Figure 4.6e). Furthermore, there are no model
runs where the technology has switched the equilibrium from having no vegetation
to a vegetated state (Figure 4.5f). There is one model run where the technology
even inhibits vegetation growth.

Temperature effects

Besides the effects on precipitation, subsurface water, and vegetation, the technology
also affects the temperature. Looking at the differences caused by the technology in
OMTL mode for the minimum and maximum surface temperatures, it can be ob-
served that the technology generally causes an increase in surface temperature with
some exceptions for the warmest boundary conditions (φθ ≥ 300 K) (Figure 4.7).
A clear outlier in these results is the case of the completely dry atmosphere where
the difference is extremely large (> 21 K). This result is caused by the definition of
the incoming longwave radiation at the surface (Equations 2.2-2.4) and will be dis-
cussed later in Section 5.3. When ignoring the outlier, increases in temperature are
generally higher for the maximum surface temperatures and show an increase with
atmospheric moisture and a decrease with atmospheric temperature. The minimum
surface temperatures do not show the same pattern but have maxima around some
intermediate parameter values.

Now looking at the differences caused by the technology in OMTH mode for the
minimum and maximum surface temperatures and ignoring the outliers for φq = 0, it
can be seen that the technology causes an increase in minimum surface temperature
and a decrease in the maximum surface temperature, so generally making the daily
range of temperatures smaller (Figure C.15). The maximum surface temperatures
show the largest decrease where φθ is the highest.

(a) (b)

Figure 4.7: OMTL mode differences in daily surface temperature extremes compared
to OM mode.
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(a) (b)

Figure 4.8: OMTHmode differences in daily surface temperature extremes compared
to OM mode.

4.3.3 Where can the technology be effective?

ERA5 reanalysis data is used to find regions where the evaporation technology
can potentially be effective according to the sensitivity analysis results from the
previous section. From the sensitivity analysis it was found that for the technology
to have a positive impact on precipitation, subsurface water, and vegetation, the
largest impacts were found for the moistest and coldest atmospheres. To find a
suitable case study region, ERA5 data is plotted to find regions with a dry soil,
and a moist and relatively cold atmosphere (table 3.2, Figure 4.9). It can be seen
that most regions that light up in Figure 4.9 are relatively close to the coast and
relatively mountainous, which can explain the high specific humidity and the low
temperatures respectively. One of the most noticeable regions on the map is the
Sinai peninsula, which will serve as a case study.

4.3.4 Summary

The two technology modes have different effects on the system: while the low evapo-
rating technology has a larger positive effect on precipitation, subsurface water, and
vegetation biomass, it causes significant warming of the surface. The high evapo-
rating technology on the other hand can have a less strong, but positive effect if the
atmosphere is cold and moist enough. The high evaporating technology also causes
the temperature differences between day and night to reduce substantially, mostly
by cooling the surface during the day, especially for the warmest atmospheres.

In short, the regions where the technology has the most potential of being ef-
fective have atmospheric profiles with high specific humidity and low atmospheric
temperatures. These areas are mostly found near mountainous coasts. One such
area is the Sinai peninsula which will be taken as a case study in the following
section.
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(a)

(b)

Figure 4.10: Surface height and wind direction from ERA5 geopotential and 10
m wind observations for October 2021 [13]. The three case study locations are
indicated in red. (a) Map of the Sinai Peninsula, Egypt. (b) Cross-section of the
surface height along the path of the atmospheric column up the mountain range of
South Sinai for the moving column mode model runs.
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4.4 Case study: Sinai peninsula

4.4.1 Introduction

The Sinai peninsula is part of Egypt, located in Asia. In the north, it borders the
Mediterranean sea and in the south the Red Sea. Most of the Sinai peninsula has
an aridity index < 0.05 which classifies this region as hyper-arid [7]. Moist air is
transported from the Mediterranean sea southwards over the mountain range there,
where the air cools down (Figure 4.10a). The month with the overall highest 2 m
specific humidity is October, which is therefore the chosen month for this case study.

Three case study locations are chosen that have the same longitude of 34◦E
and different latitudes: 31◦N, 30◦N, and 29◦N (Figures 4.10a and 4.10b). These
locations lie on a streamline that approximately follows the 34th meridian east,
which is followed for the MCM runs. The mean southward 10 m wind speed on this
streamline between location 1 and 3 is 1.75 ms−1, which is taken as the speed of the
column for the runs in MCM.

4.4.2 Parameter tuning

Several model parameters were tuned to fit the model output to ERA5 monthly
averaged reanalysis data for October 2021 (Table 3.3). The model has one day of
run up time and then the model is tuned and plotted. The results of the parameter
tuning for case study location 2 are shown and discussed here (Figures 4.11 and
C.19). Case study locations 1 and 3 are shown in Figures C.16 - C.20.

The figures show that the incoming shortwave radiation of the model fits almost
perfectly (R2 = 0.999) to the reanalysis mean surface downward short-wave radiation
flux (clear sky). No tuning was needed here. Furthermore, it was possible to obtain
good fits for the net surface radiation and the surface (skin) temperature (R2 = 0.982
and 0.951 respectively). The turbulent fluxes show a slight offset in timing of the
increase and decrease, where the model shows an earlier peak in SHF (R2 = 0.897)
and a later peak in LHF (R2 = 0.752) than the ERA5 reanalysis data. The model
also overestimates the SHF during the night. The model slightly underestimates
the 2m temperature (R2 = 0.663) and shows more abrupt changes.

The boundary layer height (Figure 4.11) is shown as a reference but since the
ERA5 reanalysis makes no distinction between CBLs and NBLs, no fit could be
made. It can be clearly seen that the shape of the model ABL heights and ERA5
ABL height do not match: ERA5 heights show a decrease in height during the night
instead of the growing NBL of the model. Furthermore, during the day the ERA5
heights show a concave shape which does not match the convex shape of early CBL
growth from the model.
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Figure 4.11: Model fit for for the Sinai peninsula case study location 2. Dots rep-
resent ERA5 monthly averaged reanalysis by hour of day for the month of October
in the year 2021. The radiative fluxes have missing values for hours 2-8. Lines are
the model run where the model parameters are tuned to fit the ERA5 energy fluxes
and temperatures. R2 values of the fits are for Rs : 0.999, Rn : 0.982, SHF : 0.897,
LHF : 0.752, T2m : 0.663, and Ts : 0.951. Boundary layer height is shown for
comparison only, not for tuning.

4.4.3 Open model mode

Running the model in OM mode for the case study locations shows that the moisture
flow in the system is mainly determined by advective fluxes (Table C.1). The largest
inflow of subsurface water is the orographic precipitation and the largest outflow is
drainage. In this case the high evaporating technology is the most effective because
it increase the orographic precipitation, but no effect on local precipitation is found.

If the effect of advection is reduced by increasing ∆x by a factor 10, it can be
seen that advection still is the most determining factor in the system, but that the
evaporating technology can have a positive, though very small, impact on precipi-
tation: Precipitation goes from none to 0.003 mm day−1 which is 0.17% of the daily
evaporated seawater flux (Figure 4.12, Table C.2). The subsurface water shows a
clear increase, both trough the reduced effect of natural evaporation and through
the increase in orographic precipitation. This increase in subsurface water is not
enough for vegetation growth.

4.4.4 Moving column mode

In MCM the air column is moved up the south Siani mountain range mountain
with velocity in the y-direction v = −1.75 m s−1, following the path along the 34th
meridian east as shown in Figure 4.10a and 4.10b. A run up time of the model is
used of 9 hours, before the column starts to move. When the column moves, the
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Figure 4.12: Water fluxes and water and biomass states in equilibrium for the Sinai
peninsula case study location 2 for ∆x = 1000 km. The model is run for three
different model modes: Open model (OM, black), open model with low evaporat-
ing technology (OMTL, red), and open model with high evaporating technology
(OMTH, blue). Monthly mean hourly ERA5 data on pressure levels is used for
(potential) temperature, specific humidity, and wind speed boundary conditions.

first 10 km of the surface are assumed to be completely covered by the evaporation
technology.

A comparison between results of a model run with technology (Figure 4.14) and
without technology (Figure C.21) shows that the total increase in precipitation is
0.12 mm which all rains out on the third (last) model day, while the evaporation
through technology takes place on the second model day. Comparing the amount of
evaporated water through technology with the increase of rain shows that 30% of
the evaporated water rains out.

4.4.5 Comparison with reanalysis data

ERA5 reanalysis data of the mean convective precipitation show that the highest
mean convective precipitation rate over the Sinai is 0.104 mm day−1 and is found
on the highest point (Figure 4.13). In MCM without the technology on the model
results show a precipitation rate of 1 mm day−1 on the third modelled day, where the
highest point is not even reached. This shows that the model in MCM can regionally
overestimate the amount of precipitation by at least a factor 10 compared to the
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ERA5 reanalysis data. However, for the OM runs, no precipitation was found, which
shows that the model in this mode can underestimate the amount of precipitation.

Figure 4.13: The Sinai Peninsula (Egypt) October 2021 daily mean convective pre-
cipitation rate (mm day−1 ) from ERA5 monthly averaged data.

4.4.6 Summary

It was shown that the model can fit to ERA5 reanalysis data of radiation and
turbulent fluxes at the surface and to surface and 2m temperature decently well. The
modelled and ERA5 boundary layer heights do not match in shape. The case studies
showed that the moisture flow in the system is mainly determined by advection,
which makes the local effect of evaporation through technology small. However,
the non-local impact can increase precipitation. In the model run in MCM it was
found that 30% of the evaporated seawater rains out on the next day when going
up the south Sinai mountain range. A comparison between the model results and
ERA5 convective precipitation reanalysis data showed that the model in OM mode
tends to underestimate convective precipitation, while the model in MCM tends to
overestimate convective precipitation.
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Figure 4.14: Time series of the run in moving column mode (MCM) where the first
33 hours are stationary after which the air column moves southward with a speed of
1.75 m s−1. The first 10 km of land encountered by the column are totally covered
by the evaporation technology. The case study locations passed (from 1 to 3, Figure
4.10b) are indicated with a red dot on the x-axis. The first 24 hours of the run
are not shown. Panel a: Surface energy fluxes [W m−2] with the incoming short-
wave solar radiation (black, dashed), the net radiation (black, solid), the sensible
heat flux (red), and the latent heat flux (blue). Panel b: Temperatures [K] of the
surface (dashed) and near the surface (solid). Panel c: Water content [cm] of the
atmospheric column up to 5 km high. Panel d: As panel c but for the cloud content
(solid) and the rain water part of the cloud content (dashed). Continued on the
next page.
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Figure 4.14: Continued from previous page. Panel e: Atmospheric boundary layer
height [km] of the convective boundary layer (solid) and the nocturnal boundary
layer (dashed). Panel f: Latitude of the geographic location [◦N]. Panel g: Height
of the surface above sea level [km]. Panel h: Daily (grey) and hourly (blue) precip-
itation [mm].
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5.1 Introduction

The aim of this research project is to determine the potential of enhancing evap-
oration in arid and hyper-arid regions to restore the water cycle. To this end an
atmospheric column model coupled to a surface model has been developed which
has been used for sensitivity analysis and case studies. Although the setup of the
model was relatively simple, the results were not always straightforward, which will
be discussed first. Then, I will go back to discuss the model to determine where
the simplicity is a feat, and where it may have led to problems, i.e. which priorities
are there for model improvements. Then the used data and the technology itself are
discussed and a general outlook is given.

5.2 The results

The closed model runs show the counter-intuitive results where more initial atmo-
spheric moisture leads to less vegetation biomass in equilibrium. This is likely caused
by the constrained put on the subsurface water by Equations 2.25 and 2.26. I was
not able to provide a clear causal explanation for this behaviour, but I can say that
this behaviour is most likely an artifact of the model and does not represent a real
life situation. The CM mode runs to equilibrium should therefore not be used for
projections.

The results in the OM and OMT modes show that the energy partitioning be-
tween sensible and latent heat fluxes at the surface determines the occurrence of
convective precipitation. The technology can be effective by affecting the energy
partitioning in the right way, which depends on the atmospheric conditions, as was
expected from previous studies [21].

As a first example, locations with a high atmospheric moisture content mostly
depend on the development of a high CBL for the occurrence of convective precip-
itation. In this case, to enhance precipitation, the technology should not inhibit
the SHF and therefore should not evaporate too much. The finding that enhanced
evaporation through technology can be repressive for rainfall when it suppresses the
growth of the convective boundary layer is in line with findings from Seneviratne
et al. [32].

As a second example, locations with low atmospheric temperatures do depend on
the availability of atmospheric moisture for the occurrence of precipitation. There-
fore, to enhance precipitation here, the technology can evaporate more. However, a
high evaporating technology may yield better results when used for non-local pre-
cipitation enhancement as is shown by the case studies in moving column mode.
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Although tuning of the model to the case study locations yielded decent fits for
the surface radiative and turbulent fluxes, the model tended to over or underestimate
the amount of precipitation, depending on the model mode.

Lastly, it was found that it was not possible to increase vegetation biomass in
the case study regions through the use of the technology. Locally, this could be
due to the large effect of advection on the model, which weakened the effect of
the enhanced evaporation. It should be noted that the model fit and runs were
performed for the month of October only, since this month had the most promising
atmospheric conditions for the technology to be effective. However, October does
not have optimal conditions for CBL growth because of less incoming solar radiation
then in summer months. It would be interesting to investigate the effect of the
technology in summer and determine if, even though atmospheric conditions are
less favorable, the evaporation technology could be more effective because of the
increase in net radiation at the surface.

5.3 The model

In this research project, a coupled one column atmospheric boundary layer - surface
model was developed with the aim of exploring the potential of evaporation tech-
nology to restore the water cycle in arid regions. The starting point of this model
is the often used boundary layer slab model [e.g. 9, 20, 21, 27]). This model is
expanded by a night regime, which enables the modelling of a diurnal cycle and con-
secutive days without having to re-initialize the model every morning. Furthermore,
in this project a step is taken to improve the physics of precipitation by including
the development of clouds, where this was neglected in other models [20, 21]. An
interesting result of these model developments is the possibility of mist formation at
night. Although not explicitly shown in the results, mist was included in the total
cloud content.

Using a relatively simple model has its benefits and caveats. Benefits are that
constraining oneself to only modelling the most important processes makes that the
the model results can be explained from the modelled assumptions. Furthermore, it
is a quick and cost effective way of gaining insights in a complex system. Caveats
of the simplicity are that the model cannot capture all dynamics and processes
which may lead to over and underestimations or even misrepresentations of certain
dynamics. Therefore, results should be interpreted with care.

An uncertainty from the slab model is the convective boundary layer height.
Equation 2.14 explains 80-90% of CBL growth [35]. However, using Equation 3.1 to
determine (θ′ω′)h makes the CBL growth less accurate. For the sensitivity analysis,
CBLs are found to grow beyond the common maximum CBL height of 2 km, which
is possible for desert regions that have a large SHF . However, the slab model may
not be suited for these high CBLs. This is because the assumption of constant air
density in the whole column may lead to significant over-estimations of air density
and under-estimations of pressure and temperature higher up in the atmospheric
column (Figure C.22), which could lead to over-estimations in cloud formation and
precipitation.

Another caveat of the model is that the atmospheric radiation and the ground
heat flux are parameterized. This causes an imbalance of radiation in the system.
In the closed model mode, this leads to unrealistic heating of the atmosphere and
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surface. However, this problem can be solved by relaxing the atmospheric tempera-
tures to a boundary atmospheric profile through the addition of an advection term
as is done for the CM2 mode.

For completely dry atmospheres, the used parameterization for incoming long-
wave radiation at the surface causes problems. Since this parameterization depends
on the vapor pressure, which is zero in these cases, there is no back radiation, which
causes the net radiation at the surface to be very small which also causes the SHF
to become very small. With the modelled switches between the day and the night
regimes, this leads to very long nights and thus prolonged periods of cooling. Fur-
thermore, the CBL during the day does not grow higher than 200 m which prevents
the ABL from entraining warm air from the free atmosphere. To resolve this prob-
lem, a different parameterization for back radiation could be used.

Since cloud dynamics and rainfall are complex processes, this research limits the
modelling of cloud processes to stratocumulus clouds where the assumption is made
that the clouds are part of the convective mixed layer [35]. This is a step forward in
the modelling of precipitation if compared to other studies using a CBL slab model
such as Konings et al. [20] and Konings, Katul, and Porporato [21]. A downside of
this approach was the possible occurrence of instabilities in the atmospheric column
through local heating and cooling because of condensation and evaporation.

Stratum et al. [34] show a different approach where cumulus clouds are assumed
to grow on top of the boundary layer and interact with the boundary layer through
a mass flux into the cloud layer. This approach allows for several negative feedbacks
between the development of clouds and the growth of the convective boundary layer,
which could not be accounted for in the current approach. However, Stratum et al.
[34] limit their modelling to the subcloud layer and treat the existence of clouds as
a boundary condition. To expand the current model with the methods by Stratum
et al. [34] would ask for an expansion of their model to include the cloud layer.
Furthermore, radiative effects of clouds could be considered.

Lastly, model runs in open model mode showed that the equilibrium results
were insensitive to initial conditions, which means that a restoration of the water
cycle could not be modelled. In other words, the technology had to be included
continuously to show any effect of this technology. This might be because of the
dominant impact of advection on the water fluxes in equilibrium, but this has to be
researched further.

5.4 The data

Because of a lack of direct observations on the Sinai peninsula, ERA5 reanalysis data
was used to tune the model to the case study regions. This brings some uncertainties
because the ERA5 reanalysis is model based and can be less accurate for regions
with little observations. The Sinai peninsula is even within the region where ERA5
precipitation data show the largest inconsistencies with satellite observations [3].
Furthermore, several data points were missing for the radiative and turbulent fluxes
at the surface. The boundary layer height from the reanalysis showed quite different
behaviour than the modelled boundary layers. Guo et al. [10] found that ERA5 had
the best boundary layer height when compared to other reanalysis products and
radiosonde determined boundary layers. They found an underestimation of the
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height by around 130 m for CBLs, which support the CBL height results of the
model used in this research.

5.5 The technology

From the sensitivity analysis it is found that the technology has the most potential
for increasing precipitation and subsurface water in regions with a cold and moist
atmosphere, but results vary for technologies with different energy partitioning, i.e.
technologies with high evaporation, low evaporation, or even no evaporation. For
moist and warm atmospheres, the high evaporating technology (OMTH) can have
a negative impact on the amount of precipitation.

For the low evaporating technology (OMTL), a trend was visible where the larger
the amount of precipitation without the technology, the larger the amount of precipi-
tation increase with the technology. This indicates that the potential of the technol-
ogy to restore water cycles may be larger for semi-arid areas than for hyper-arid or
arid areas, but this should be researched further. Furthermore, the no-evaporation
technology, i.e. partially covering the surface with a dark cloth, should be further
investigated as a way to potentially increase precipitation in regions with a moist
atmosphere, because the results showed that this might be more effective than a
technology that does evaporate water.

It is important to note that the effects of the technology are not limited to
precipitation enhancement or inhibition and are not contained locally. As the results
showed, the low evaporating technology could have a local warming effect. The
high evaporating technology on the other hand can cause extreme surface cooling
for regions with high atmospheric temperatures. While not the purpose of the
technology, it could be beneficial in certain locations.

5.6 General outlook

In the previous sections, I made some recommendations for further research re-
garding model improvements and the technology. Here I will give a more general
outlook. This research has shown the importance of considering the effect regreen-
ing initiatives on the energy partitioning at the surface. This can be related to soil
properties regarding water retention, vegetation types, and the drought reaction of
specific vegetation types. Branch and Wulfmeyer [5] found that convective rainfall
can be enhanced over a desert Jojoba chinensis plantation on dry days when stom-
atal closure decreases the latent heat flux and increases the sensible heat flux. A
parallel can be drawn between these vegetation properties and the low evaporating
technology. This research therefore stresses the importance of not only understand-
ing the energy partitioning processes of the technology, but also of the vegetation
when designing water cycle restoration projects.

Lastly, I would like to remark that there is a general concern that regreening
projects can harm local communities and biodiversity [31]. To prevent this, research
is needed into the broader environmental and social impacts of the projects. In
this exploratory research I attempted to find the conditions and regions where the
evaporation technology can be effective. However, it may be better to reverse the
question, e.g. if there is a degraded area where the community and biodiversity
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would benefit from regreening, could the technology be helpful in this location, and
what type of technology would be needed? This reversed train of thought would
improve the chances of putting the needs of the local communities first.
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6 | Conclusion

With this research I have tried to find an answer to the question: Can evapora-
tion through technology potentially be used for water cycle restoration in arid and
hyper-arid regions? To this end, I developed a simple coupled atmosphere-surface
model which extended the use of the convective boundary layer slab model by in-
cluding cloud formation and precipitation and including the formation of a nocturnal
boundary layer to allow the modelling of a diurnal cycle.

It was found that convective precipitation is a trade off between convective
boundary layer height and boundary layer humidity, which are mainly determined by
surface fluxes and advection. With a seawater evaporating technology it is possible
to increase the amount of energy at the surface by lowering the albedo and through
those means, to both support a high convective boundary layer and increase the
humidity, therefore supporting the formation of clouds and precipitation.

The effectiveness of the technology is mostly determined by the atmospheric
specific humidity and temperature. The local atmosphere also determines which
type of technology should be used: high evaporating or low evaporating technology.
In general, the technology has the potential to be effective in regions with a relatively
moist and cold atmosphere. These regions are mainly found near coast and/or in
highly elevated areas.

For the Sinai peninsula it was not found that the technology could restore the
water cycle. However, it may be possible to increase the amount of precipitation, if
the technology is placed in such a way that the extra moisture is advected up the
mountain range of South Sinai.

This research can not provide a definite answer to the research question because
the model was not sensitive to initial conditions. However, there are clear indications
that when considering the effects of the changes in energy partitioning at the surface,
it may be possible to enhance convective precipitation using the technology in certain
arid and hyper-arid regions that have an atmosphere that is moist and cold enough.
This research has shown the importance of considering the atmospheric effects of
energy partitioning at the surface when planning water cycle restoration projects.
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A | Table of used symbols

Overview of all variables, parameters, and constants and their units used in the
model. Values are given for the parameters and constants which are used in all
model runs unless stated otherwise in the methods (Chapter 3). If applicable, the
source of the parameter values is given in brackets.

Variables
α - surface albedo
δs rad solar declination
∆θs ·
H∆θ

K m accumulated cooling of the NBL

∆ Pa ◦C−1 slope of the Clausius-Clapeyron equation
ψ - precipitation to evaporation ratio
θ K potential temperature
θm K mean potential temperature of the NBL
θs K potential temperature of the surface
B kg m−2 vegetation biomass
C m s−1 condensation rate
e kg kg−1 water vapor pressure
EET m s−1 technology evaporation rate
esat kg kg−1 saturation vapor pressure
Ec m s−1 cloud evaporation rate
Es m s−1 soil evaporation rate
Et m s−1 vegetation transpiration rate
G W m−2 ground heat flux
gEs m s−1 surface conductance
gEt m s−1 stomatal conductance
h m boundary layer height or thickness
LHF W m−2 latent heat flux
p Pa atmospheric pressure
P m s−1 precipitation rate
q kg kg−1 specific humidity
Qevap,cond K s−1 sensible heat produced or consumbed by

condensation or evaporation
qsat kg kg−1 saturation specific humidity
qL kg kg−1 cloud content
qR kg kg−1 atmospheric rain water content

61



APPENDIX A. TABLE OF USED SYMBOLS

QR K m s−1 radiative cooling acting on the NBL
QT K m s−1 total heat flux acting on the NBL
Rn W m−2 net radiation at the surface
Rs W m−2 incoming solar radiation
rs s m−1 surface resistance
rsat kg kg−1 saturation mixing ratio
SHF W m−2 sensible heat flux
Tair K atmospheric temperature
Tr - net sky transmissivity
Ts K temperature of the surface
W m subsurface water
we m s−1 entrainment velocity
(θ′ω′)s K m s−1 sensible heat mass flux
(q′ω′)s kg kg−1 m s−1 latent heat mass flux

Parameters
αET 0.1 evaporation technology albedo
αmax 0.4 maximum albedo, corresponding to an un-

vegetated state
αmin 0.1 minimum albedo, corresponding to a fully

vegetated state
α1 10 m2 kg−1 [20] amount of leaf area per unit biomass
∆x 100000 m assumed horizontal extend of the model

when advection is included
εa 10−5 s−1 atmospheric emissivity
εs 1 surface emissivity
γθ 5 K km−1 slope of the linear free atmospheric poten-

tial temperature
γq 0 kg kg−1m−1 slope of the linear free atmospheric spe-

cific humidity
φ 35◦N latitude
φθ 300 K intersect of the linear free atmospheric po-

tential temperature
φq 6 · 10−3 kg kg−1 intersect of the linear free atmospheric

specific humidity
Φr 0.409 rad [11] tilt of the earth’s axis relative to the ellip-

tic
ρair 1.1 kg m−3 density of air
σA 0 fraction of sky covered by active clouds
τ 13.5 hours NBL scaling time
a1 10−5 s−1 [33] proportionality constant radiative cooling
a2 0.5 · 10−3 kg m−3 [18] cloud conversion threshold
AR 0.2 [19, 25] ratio of the sensible heat flux at the top of

the ABL to the surface sensible heat flux
b 0.0196 day−1 [37] max. assimilation rate 1
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Bmax 1 kg m−2 max. vegetation biomass D
109 day of the year
d1 0.0071 day−1 [37] death rate 1

freturn 0.01 fraction of the atmospheric water leav-
ing the column through advection that re-
turns to the system as subsurface water

gET 0.01 m s−1 evaporation technology surface conduc-
tance

gEsmax 0.0005 m s−1 maximum surface conductance
gEtmax 0.001 m s−1 maximum stomatal conductance
k1 10−4 s−1 condensation rate
k2 10−4 s−1 evaporation rate
k3 10−3 s−1 [18] cloud autoconversion coefficient
k4 2.5 · 10−3 kg m−2 [20] saturation constant for the evaporation

reduction function due to shade from
biomass, ignoring biomass morphology.

n 1 determines shape of the temperature pro-
file of the NBL. n = 1 implies a linear
profile [35].

p0 101300 Pa reference pressure
ps 101300 Pa surface pressure
ra 50 s m−1 [11] atmospheric resistance
rP 10−3 s−1 precipitation fall rate
rw 0.08 d−1 [20] drainage rate
Uday 1 m s−1 wind speed during the day
Unight 0.1 m s−1 wind speed during the night
W∗ 1.93 · 10−2 m [37] incipient stomatal closure
Wwilt 3.9 · 10−3 m [37] wilting point

Constants
ε 0.622 Rd/Rv

γ 66.75 Pa ◦C−1 psychrometric constant
λ 2.45 · 106 J kg−1 latent heat of vaporization of water
ρH2O 1.0 · 103 kg m−3 density of water
σ 5.67 · 10−8 W m−2 K−4 Stefan-Boltzmann constant
cp 1004 J kg−1 K−1 specific heat of air at constant pressure
cv 717 J kg−1 K−1 specific heat of air at constant volume
g 9.81 m s−2 gravitational acceleration
kv 0.4 von Kármán’s constant
Rd 287 J kg−1 K−1 specific gas constant for dry air
Rv 461.5 J kg−1 K−1 specific gas constant for water vapor
W0 1353 W m−2 solar irradiance (solar constant)

1In model runs to equilibrium the value is multiplied by 100 to ensure a faster reach of the
equilibrium which does not affect the equilibrium itself.
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B.1 Additional formulas

B.1.1 Solar radiation

Following Heerwaarden [11], the incoming shortwave radiation from the sun is

Rs(t) = W0Tr sin(Ψ) (B.1)

whereW0 is the solar constant, Tr the net sky transmissivity, that takes into account
the influence of radiative path length and atmospheric absorption and scattering
using:

Tr = 0.6 + 0.2 sin(Ψ) (B.2)

Through Ψ, Rs depends on the latitude, day of the year, and the time of the day
according to

sin(Ψ) = sin(φ) sin(δs)− cos(φ) cos(δs) cos

(
2π

t

24

)
(B.3)

where t is the time and φ the latitude (positive north of the Equator). δs is the solar
declination, which is a function of the day of the year:

δs = Φr cos

(
2π
D − 176

365

)
(B.4)

where D is the day of the year and Φr is tilt of the earth’s axis relative to the elliptic.

B.1.2 Temperature, pressure, and density

The air temperature at a certain pressure level (p) can be found from the potential
temperature with

θ = Tair

(
ps
p

)Rd
cp

(B.5)

where ps is the reference pressure at the surface and Rd = cp − cv is the specific
gas constant for dry air [8]. cp and cv are the specific heat capacities at constant
pressure and constant volume respectively. The pressure at a certain height can be
found using the hydrostatic balance

∂p

∂z
= −ρairg (B.6)

where ρair is the density of air, which can be found using the equation of state

p = Rd ρair Tair (B.7)
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APPENDIX B. METHODS B.2. OVERVIEW OF DATA USED

B.2 Overview of data used

Variable Units
ERA 5 monthly averaged data on single levels,

reanalysis by hour of day [13]
Surface pressure Pa
2m temperature K
Skin temperature K
10m u-component of wind ms-1
10m v-component of wind ms-1
Volumetric soil water layer 1 m3 m-3
Volumetric soil water layer 2 m3 m-3
Volumetric soil water layer 3 m3 m-3
Leaf area index, high vegetation m2 m-2
Leaf area index, low vegetation m2 m-2
Forecast albedo Dimensionless
Mean surface downward short-wave radiation flux, clear sky W m-2
Mean surface net short-wave radiation flux, clear sky W m-2
Mean surface net long-wave radiation flux, clear sky W m-2
Mean surface sensible heat flux W m-2
Mean surface latent heat flux W m-2
Boundary layer height m
Mean convective precipitation rate kg m-2 s-1
Mean total precipitation rate kg m-2 s-1
Geopotential m2 s-2
ERA5 monthly averaged data on pressure levels,

reanalysis by hour of day [12]
Temperature K
Specific humidity kg kg-1
U-component of wind m s-1
V-component of wind m s-1
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C | Appendix to results

C.1 CM sensitivity

Figure C.1: Precipitation sensitivity in CM1 mode to initial biomass.

Figure C.2: Precipitation sensitivity in CM1 mode to initial subsurface water and
initial atmospheric moisture.

Figure C.3: Precipitation sensitivity in CM2 mode to initial biomass.
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APPENDIX C. RESULTS C.1. CM SENSITIVITY

Figure C.4: Precipitation sensitivity in CM2 mode to initial subsurface water and
initial atmospheric moisture.

Figure C.5: Subsurface water sensitivity for an unconstrained atmospheric tempera-
ture (CM1 mode) but with a constant albedo of 0.3. The results shown here mostly
match the corresponding results with a varying albedo (Figure 4.1a), except for the
case where φq = 0, where the equilibrium subsurface water goes towards 1.70-1.76
cm instead of showing a clear increase with φθ.
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C.2. OM SENSITIVITY APPENDIX C. RESULTS

(a) Maximum surface temperature,
unconstrained atmospheric temper-
ature (CM1).

(b) Maximum surface temperature,
constrained atmospheric tempera-
ture (CM2).

Figure C.6: Closed model sensitivity results for atmospheric moisture and atmo-
spheric temperature parameters.

C.2 OM sensitivity

Figure C.7: The total amount of water in the atmospheric column (cm) in OM mode
is almost fully determined by the boundary atmospheric moisture profile. However,
for the moister profiles, the atmospheric temperature profile has an increased effect.
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APPENDIX C. RESULTS C.2. OM SENSITIVITY

Figure C.8: Precipitation sensitivity in OM mode to NBL equilibrium height and
timescale.

Figure C.9: Precipitation sensitivity in OM mode to surface and stomatal conduc-
tance.

Figure C.10: Precipitation sensitivity in OM mode to aerodynamic resistance.
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C.2. OM SENSITIVITY APPENDIX C. RESULTS

Figure C.11: Precipitation sensitivity in OMmode to the chosen constant air density.

Figure C.12: Precipitation sensitivity in OM mode to the ratio of the sensible heat
flux at the top of the ABL to the surface sensible heat flux.

Figure C.13: Precipitation sensitivity in OM mode to wind speed during the day
and during the night. The case without any wind is masked because this changes
the mode of the model from open to closed.
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APPENDIX C. RESULTS C.3. OMT SENSITIVITY

C.3 OMT sensitivity

(a) (b)

Figure C.14: Open model with technology (OMT mode) sensitivity vegetation
biomass results for a varying surface fraction occupied by the technology. Surface
fraction = 0 is equivalent to model runs in OM mode. For the panel on the left the
boundary conditions for atmospheric specific humidity are varied and for the panel
on the right the boundary conditions for the atmospheric temperature are varied.
Results of the same runs for precipitation and subsurface water are shown in Figure
4.3.

(a) (b)

Figure C.15: OMTH mode differences compared to OM mode in (a) evaporation
and (b) maximum convective boundary layer height.
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C.4. CASE STUDIES APPENDIX C. RESULTS

C.4 Case studies

Figure C.16: Model fit for for the Sinai peninsula case study location 1. Dots repre-
sent ERA5 monthly averaged reanalysis by hour of day for the month of October in
the year 2021. The radiative fluxes have missing values for hours 2-8. Lines are the
model run where the model parameters are tuned to fit the ERA5 energy fluxes and
temperatures. Boundary layer height is shown for comparison only, not for tuning.
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APPENDIX C. RESULTS C.4. CASE STUDIES

Figure C.17: Model fit for for the Sinai peninsula case study location 3. Dots repre-
sent ERA5 monthly averaged reanalysis by hour of day for the month of October in
the year 2021. The radiative fluxes have missing values for hours 2-8. Lines are the
model run where the model parameters are tuned to fit the ERA5 energy fluxes and
temperatures. Boundary layer height is shown for comparison only, not for tuning.
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C.4. CASE STUDIES APPENDIX C. RESULTS

Figure C.18: Scatter plots of modelled variables on the x-axis and ERA5 reanalysis
data on the y-axis for the Sinai peninsula case study location 1. Blue lines are 1:1
lines plotted as a reference. The coefficient of determination (R2) is given.
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Figure C.19: Scatter plots of modelled variables on the x-axis and ERA5 reanalysis
data on the y-axis for the Sinai peninsula case study location 2. Blue lines are 1:1
lines plotted as a reference. The coefficient of determination (R2) is given.
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C.4. CASE STUDIES APPENDIX C. RESULTS

Figure C.20: Scatter plots of modelled variables on the x-axis and ERA5 reanalysis
data on the y-axis for the Sinai peninsula case study location 3. Blue lines are 1:1
lines plotted as a reference. The coefficient of determination (R2) is given.
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Figure C.21: Time series of the run in moving column mode (MCM) where the first
33 hours are stationary after which the air column moves southward with a speed
of 1.75 m s−1. The first 24 hours of the run are not shown. Panel a: Surface energy
fluxes [W m−2] with the incoming shortwave solar radiation (black, dashed), the
net radiation (black, solid), the sensible heat flux (red), and the latent heat flux
(blue). Panel b: Temperatures [K] of the surface (dashed) and near the surface
(solid). Panel c: Water content [cm] of the atmospheric column up to 5 km high.
Panel d: As panel c but for the cloud content (solid) and the rain water part of the
cloud content (dashed). Panel e: Atmospheric boundary layer height [km] of the
convective boundary layer (solid) and the nocturnal boundary layer (dashed). Panel
f: Latitude of the geographic location [◦N]. Panel g: Height of the surface above sea
level [km]. Panel h: Daily (grey) and hourly (blue) precipitation [mm].
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C.5. DISCUSSION APPENDIX C. RESULTS

C.5 Discussion

(a) (b)

(c)

Figure C.22: Example of the increasing differences in air density (a), pressure (b) and
temperature (c) with height between atmospheres where the air density is assumed
constant as used in this research (solid lines) and the more realistic case where the
air density decreases with height (dashed lines). The potential temperature of this
example is constant with height.
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