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ABSTRACT

This master thesis investigates existing simulation techniques for continuum physics sim-

ulation and searches for a method that can be used for real-time simulation in a retro

voxel engine. Consequently, a cellular automaton is developed that improves upon simple

cellular automata for fluid simulation by modeling momentum advection and compression

constraints, while maintaining the simplicity of a CA. The fluid simulation is implemented

on a GPU with dynamic memory allocation and is capable of Real-Time simulation. A

qualitative analysis of the visual quality of the simulation and quantitative analysis in

terms of performance and memory consumption is performed. Finally, further extensions

to the simulation framework and improvements are suggested.
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1 Introduction

Voxels in computer graphics generally represent values associated with the cells on a

three-dimensional regular grid. In that sense, they are similar to pixels on a 2D screen

but instead with an extra dimension. Typically their value denotes a color, with which

their cell is rendered as a solid cube. Clusters of voxels are then used to represent ge-

ometry. Polygons on the other hand represent 2D or 3D geometry using a collection of

vertices and edges that efficiently represent their surface but do not implicitly model vol-

ume. Voxels are therefore an alternative and straightforward way to represent volumes in

volumetric simulations and imaging.

Since voxels are simply values in a regular grid, they can be intuitively edited. Creating

Voxel objects is very simple and in games they are therefore commonly used in procedural

terrain generation, deformation, and destruction. Polygonal representations of objects on

the other hand are often very difficult to modify on the fly without creating artifacts, as

their geometry often needs to be carefully reconstructed. Handling voxels is often just a

case of directly accessing the grid and setting or unsetting voxels individually. Although

voxels can not model smooth surfaces since their locations and sizes are fixed on a discrete

grid, this visual behavior is often desired stylistically and data structures such as the voxel

octree [LK10] greatly increase the detail that can be achieved, where the individual voxels

become so small they become nearly distinguishable from a smooth surface.

1.1 Voxel World Template

The goal of the Retro Voxel World template by Jacco Bikker, see Figure. 1, is to provide a

simplistic Game Programming environment for novice c++ game programmers that still

provides, behind the scenes, a state-of-the-art ray tracing rendering system. That said,

all low-end functionality is available for advanced users to delve into, allowing them to

gain full control of their machine. To maintain its simplicity and enforce its retro feel,

the world is comprised of a single grid without local transformations. All objects must

exist in the main grid that represents the entire world and no sub-grids exist that have

a relative position to the main grid. As of now, movement is simply achieved by setting

clusters of voxels to a different location, i.e. all voxels of an object move to a neighbor

next to them. Currently, no physics exists in this template, so if a user of the template

wants to use physics then they must implement these themselves.

Physics is an essential element of many games, but programming physics is often not a

simple task and therefore not something one would want to put onto novice programmers
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Figure 1: The voxel world template

to develop themselves. Providing interesting physics opens many more options for the

novice programmer to create and experiment and therefore it would be beneficial to

include some physics into this world template, primarily fluid flow, but potentially also

heat, melting, smoke, and destruction. However, it is important to be specific on what

kind of physics we are looking for because the available literature is enormous and clear

boundaries need to be set to filter out irrelevant sources. Therefore a list of requirements

is specified for our physics solution that fits the voxel world philosophy. The physics

should:

• Work without local transformations and grids, i.e. no objects can exist in a local

grid with a relative position or orientation to the world.

• Be robust and intuitive; The simulation should be stable, not easily blow up and

the visual effects and interactions must make sense.

• Fast enough to be Real-time when used on a reasonable scale

• Add as little complexity to the template as possible; specifically, a simulation should

be relatively easy to set up for a novice programmer.

• Look plausible and preferably cover as wide a variety of effects as possible.
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1.2 Research Motivation

Because the voxel world utilises only a single coordinate system and therefore can not

host typical rigid-body physics that use local transformations, we must look at other ways

of simulating physics. Since there is a single grid that represents the volume of our world,

one approach is to consider volumetric physics, in which one updates the state of the

volume instead of points (e.g. locations of objects or vertices). To keep the system robust

and intuitive, we would like to implement a unified system that can simulate multiple

materials at the same time and model reasonably complex behavior implicitly. Ideally, a

physics system that ”just works” similar to how in a typical game engine an object can

be marked as being a rigid body and it behaves as one would expect it to.

The goal is to provide real-time physics in a real-time rendering environment, but

volumetric physics are generally far more expensive than rigid body simulation and the

performance typically depends on the size of the simulation. Therefore we specify that

we want to see a real-time simulation within reasonable limits. Additionally, the physics

should add little complexity to the template, meaning a simulation does not require

extensive configuration to get working and should deviate from the fundamental single

grid premise as little as possible. Finally, we would like to simulate advanced effects

following actual physical laws, however, it only has to look like it plausibly obeys those

laws, additional accuracy is considered a bonus. There is no need to accurately solve

engineering questions with the envisioned simulations so trading accuracy for performance

and simplicity when appropriate is not an issue.

2 Voxel and continuum physics

Although games based on voxels remain popular in the game development community,

there do not exist many large-scale voxel engines or AAA voxel-based games. Most voxel

games are smaller indie games focused on building and destruction for which voxels are a

straightforward choice. Many games use voxels only for representing terrain and do not

include many physics besides gravity. Rigidbody physics are common but are generally

implemented like in a typical game engine using local transformation of voxel objects.

The upcoming Atomontage engine [Ato22] is an example of a powerful dedicated voxel

engine that promises fast high resolution voxel rendering and editing. Although it uses

local transformations for rigid-body movement it also includes ”atom-atom” interactions

between voxels and many interesting effects such as soft body voxels.

More examples of interesting volumetric voxel physics can be found in 2D games, even
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(a) The Powder Toy (b) Noita

Figure 2: Two falling sand games

though 2D cells are not voxels, many techniques and effects defined over 2D cells easily

translate to 3D cells. Primary examples of this are falling-sand games such as The Powder

Toy [tan08] and Noita [Nol20], see Figure. 2. These sandbox games extensively simulate

different materials and interactions, providing advanced behavior such as fire, explosions,

melting, and chemical reactions. Advanced real-time 3D material simulation physics are

relatively uncommon in games, notable exceptions are the X-COM series [Fir12], Silent

Storm [Niv03], and the fluid simulation in the recently successful game Teardown [Tux20],

which simulates fire, water, and gases that interact realistically with a destructible envi-

ronment. These games still use local rigid bodies for collisions and movement, however.

Typically computations over a grid of cells or voxels can be made massively parallel,

and efficient methods for solving physics simulations over a grid can be found in [MST10]

and [Set+14]. To keep memory usage down [Mus13] presents a data structure that allows

high-resolution sparse grids with dynamic topology, for which [Hoe16] provides efficient

ray traversal.

2.1 Representing Materials

Both fluids and solids alike are made up of numerous molecules whose local interactions ul-

timately cause the macroscopic behavior we are familiar with. Since it is computationally

infeasible to simulate all the molecules present in real liquids, a suitable macroscopic rep-

resentation for them that accurately represents their general behavior is required. There

are two primary approaches to representing materials macroscopically.

The Lagrangian approach represents a fluid as a collection of individual particles and

solves the movement for each particle separately to mimic the actual behavior of molecules

in a material. This approach is simple and intuitive as it serves as a direct analogy to
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the underlying phenomena, but such methods typically struggle whenever the density of

particles is no longer sufficient and there is not enough information to accurately calculate

the behavior of the particles.

In contrast, the Eulerian or Grid-based approach treats a fluid as a continuum and

calculates the overall change of the state of the material across discretized pieces of space,

typically a regular grid. It does not suffer from the same problem with low-density re-

gions but instead has other drawbacks. Since the material is defined by a regular grid,

the resulting surface will be similarly less detailed or requires a very large amount of cells.

Eulerian methods are often also more complicated and mathematically less intuitive when

used to model complex local behavior. In return, they are very good at enforcing con-

straints, like the conservation of mass and incompressibility. Eulerian methods are often

used to simulate fluids but are less common for modeling solids.

A simulation method can also use a hybrid representation, in which the shortcomings

of the purely Eulerian or Lagrangian approaches are balanced out. Typically this means

solving the local movement using particles and enforcing the constraints with an auxiliary

grid. The Eulerian or grid-based approach is of particular interest to us because incorpo-

rating it into a grid-based voxel engine is naturally very straightforward, but this research

will not simply disregard Lagrangian methods because they have historically proven to

be quite powerful.

2.2 Governing Equations

In general, when attempting to generate realistic-looking simulations of physics one tries

to adhere to the governing equations that describe real-life physics. Since these often

complex equations are of a continuous form that does not possess known analytical so-

lutions, numerical methods must be employed to solve them. In nature, the behavior of

Newtonian fluids such as water is modeled by the Navier-Stokes equations. These two

partial derivative equations describe the flow of viscous fluids by mathematically ensuring

the conservation of mass and momentum in the fluid. Most of computational fluid Dy-

namics (CFD) therefore revolves around numerically solving the Navier-Stokes equations

to accurately simulate fluids.

ρ
DV⃗

Dt
= −∇p + µ∇2V⃗ + ρg⃗

∇ · V⃗ = 0
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The first equation is the momentum equation which describes how the velocity field

of the fluid changes over time. Here ρ is density, t is time, V is velocity, p is pressure,

µ is viscosity, and g is gravity. The first term is the pressure gradient, describing how

fluids flow in the direction of the largest difference in pressure. The second term models

diffusion of the momentum given a viscosity µ and the third term represents the external

forces on the fluid, like gravity. The second equation is called the continuity equation

and is a constraint that states that the total change in mass should be zero. For a more

in-depth view of these equations see [Tem01].

Similar to solving the Navier-Stokes equations for fluid flow, other phenomena can be

modeled by solving the corresponding governing equations, like for heat flow:

ρ
Du

Dt
= −∇ ·Q

Q = −κ∇T

c =
du

dT

Here Q is the heat flux, k is heat conductivity, T is temperature, u is heat energy and c

is heat capacity per unit mass. More equations for different effects and interactions exist,

like for elasto-plastic stress and phase changes. See [GS08] for an overview and more

in-depth information on continuum mechanics.

Numerically solving these governing equations is typically a difficult task, especially

when trying to maintain performance and simplicity. It is therefore common for simula-

tion methods to use simplified models and make assumptions. The way the models are

simplified and solved determines how realistic the simulation will ultimately be, and is

therefore where different methods typically distinguish themselves and provide different

advantages and disadvantages to simulation accuracy.

2.3 Finite Element Method

In many engineering and mathematical disciplines a popular method to numerically solve

the differential equations like the governing equations mentioned above is the Finite El-

ement Method (FEM). In FEM, a continuous system is subdivided into smaller discrete
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parts called finite elements. This is typically done by creating a mesh of the object. The

equations are then solved by formulating boundary conditions and solving a system of

equations with minimum error. Mostly used in engineering, the focus of FEM lies with

accuracy and is as such not very common in computer graphics although some approaches

exist, typically for soft-body simulations [EKS03], [PO09], [Bar+07]. Additionally, real-

time simulation using FEM is also becoming more common, see [MZ19] for an overview.

Because most of the literature around FEM has roots in engineering and falls outside

the scope of this review we will not further focus on this domain, however, there is a high

degree of similarity between FEM and many computer graphics and animation approaches.

Discretizing a volume to finite elements and numerically solving the governing equations

is something all simulation methods that attempt to be as realistic as possible must

fundamentally do to facilitate computation. Therefore, since the definition of FEM is

quite general, many simulation methods share similarities with FEM, even if they initially

appear quite different or approach the problem from a different angle.

2.4 Cellular automata

Perhaps the most straightforward way to model complex behavior in a single grid is the

cellular automaton. In traditional cellular automata (CA) as introduced by John von

Neumann and Stanislaw Ulam in 1940, each cell in the grid has a finite set of possible

states. A new state is determined based on the state of itself and its direct neighbors

through a set of rules. Conway’s infamous game of life [Gam70] is the prime example of

this. In the game of life, each cell is either dead or alive. It is alive if two or three of

its neighbors are alive. It is dead if 4 or more of its neighbors are alive. These are very

simple rules but in actuality, this results in the emergence of very complex behavior and

patterns that far eclipse the complexity of the underlying automaton. In fact, Conway’s

game of life is Turing complete [Ren16]. Cellular automata can be used to model many

different phenomena, from crowd simulation [SHT10] to procedural generation [JYT10]

and machine learning [LY02], [Sha+17]. It can in general be used to model complex

systems and is therefore also a popular tool in biology literature and several other fields.

For simulating more complex phenomena CA are typically extended in several ways. Ex-

tensions may include continuous state variables and corresponding continuous transition

functions instead of discrete states and transition rules, stochastic transition functions,

or asynchronous updating of the cells. However, it then begs the question at what point

a CA with such extensions can still be appropriately called a CA, as it becomes more

like a typical Eulerian method or a Finite Element Method. One may consider that us-

ing a CA for modeling physics is essentially the same as taking an Eulerian approach,

as a CA discretizes the space into a grid and evolves the state as a function of the vol-
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ume the cells represent over time. Although CA at first glance may seem too simple

to model advanced physical behavior, theoretically they are not. Vichniac [Vic84] was

one of the first to propose that all physics can be fully modeled as an automaton in theory.

Cellular automata for physics simulations are quite common in games, although they

are mostly limited to a 2D environment and generally do not model very complex behav-

ior. See [Gal17] for a simple implementation of a fluid with an interactive demo. Games

like Terraria [Re-11] and Starbound [Chu16] likely use similar fluid simulations and other

games in general use CA to model a wide variety of natural dynamic behavior like Far Cry

2 [Ubi08] which uses CA to model the spreading of fire over the terrain. The advanced

physical effects present in Noita [Nol20] (Figure. 2b) are also the result of complex CA.

Beyond 2D there is not much in games or research that presents fully-fledged physics

modeling using CA. Notable examples are the previously mentioned Silent Storm [Niv03]

and X-Com [Fir12], which model a broad collection of effects, although on a modest scale.

Overall the availability of thorough research on cellular automata for games appears

quite thin or dated. One can find interesting practical examples and explanations for

doing several unified physical effects such as fluids, heat, and gases by implementing the

general ideas of the governing equations in [Cho09] and [TF02]. However, it is not imme-

diately apparent how these techniques perform on a larger scale and how realistic they

are as an actual modern implementation can not be found. Most academic research on

physics simulations using CA come in the form of fluid simulations, see [JBG08], [JCG10],

[MMH12], [MF15]. In [Med18] a CA method is presented for real-time fluid simulation

in a game environment that improves upon methods like [Gal17], by more quickly simu-

lating the effects of pressure by using connected components to determine the surface of

the water and directly teleport fluid between cells that are far apart. While this solution

solves some traditional problems with CA fluids, it does not model momentum and uses

global operations over the cells. In [Hei+17] a fluid CA is presented that also models

multi-mixture fluids and can model oil floating on water. In addition to fluid simulation,

some work like [Don+13] also presents a CA method for simulating elastic solid material,

and [XWK03] presents a CA that allows animation of melting solid objects.

There is also little research exploring and improving the performance of larger-scale CA

in 3D [Dav09] for interactive applications, which is surprising since they are often used

in 2D. Research on hardware acceleration on CA’s exists in general [CSH11], [Gob+11],

[Dou+15] but not really in the context of real-time physics simulations for games. When

comparing CA’s to other Eulerian physics simulations, one major disadvantage of tradi-

tional CA stems from the fact that they are limited in the type of computations that can
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be done as they can only consider the state of direct neighbors in the update function.

For many problems, this means they must update faster than the physical phenomena can

traverse them. As an example, when they model an explosion that propagates rapidly,

the speed of the explosion may not traverse faster than a single cell per update. Many

simulation methods have similar constraints where the minimum timestep needed to guar-

antee a proper and stable simulation depends on the modeled phenomena. One way to

deal with this is to use an extended CA that can dynamically set update rates for highly

active cells, however, other Eulerian methods typically access data in an arbitrary location

and circumvent this problem, see the way advection is solved by [Sta09] in Section 3.7

as an example. There exist extensions to CA that can extend the neighborhood beyond

directly adjacent cells, like in [Eva01], or have dynamic topology allowing them to form

links with non-local cells, which could allow them to mimic this behavior. There appears

to be little information on how to deal with specifying the coarseness of CA as some-

times the amount of needed detail needed varies greatly and there is limited research on

dynamic scaling of CA and level of detail adaptation for visual simulation, which seems

like a logical solution to providing visually plausible physics efficiently. See [Wol19] and

[Ila01] for comprehensive overviews of cellular automata.

2.5 Eulerian methods

Besides CA, fully Eulerian methods for continuum simulation mostly constitute fluid

simulations such as presented in [CTG10] and [CM11] which presented a real-time sim-

ulation using tall cell grids. Eulerian methods typically require additional logic when a

non-regular boundary is present, like the surface of water. This is typically done using

level sets and particles, as in [CM11]. The marker-in-cell (MAC) approach simply adds

particles to the grid which then simply follow the velocity field, but no fluid simulation

computations are performed on the particles themselves, they are only used for rendering.

See [GHD03] for a MAC approach to fluid-solid interaction.

As with CA, there is comparatively little work on representing non-rigid solids, at least

in the domain of computer graphics. This may be because it is harder to translate objects

defined by specific points (e.g. vertices) to an Eulerian continuous domain mathematically.

Typically Eulerian approaches can be found in the physics literature, while in engineering

Lagrangian methods are more prevalent. When looking for a unified framework of physics

we find some unified Eulerian frameworks for multi-material continuum mechanics in the

physics literature, see [GSL18] and [JN20], however, these methods are not designed for

fast visual animation of physics.

9



Because of a lack of Eulerian approaches to solid mechanics, little progress has been

made in creating a unified Eulerian approach. Relatively recently [Lev+11] introduces

an Eulerian method for solid deformation and contact, and fluid-solid coupling was in-

troduced in [TLK16]. However, these methods can not match the breadth of effects that

have been simulated with Lagrangian and Hybrid methods, like multi-fluids and phase

transitions.

2.6 Lagrangian methods

Purely Lagrangian methods are popular in computer graphics and animation because of

their straightforward implementation, particularly because they play well with compli-

cated meshes and boundary problems. Smoothed particle hydrodynamics (SPH) [Mon92]

is a flexible method that is widely used for simulation of fluids [GBO04], [MCG03], de-

formable solids [Mül+04] and granular materials like sand [AO11]. Solenthaler [SSP07]

introduced a unified SPH model for the simulation of liquids, deformable and rigid objects

where the materials are defined simply by the attributes of the underlying particles and

also includes phase changes. Other improvements to SPH were introduced in [BK15],

which introduced a way to enforce incompressibility using a divergence-free solver which

allowed SPH to run with higher timesteps without artifacts, and the method presented

in [Rei+19] reduces noise by using a Shepard interpolation.

More recently acceleration techniques have been introduced. Variable resolution of

SPH through dynamically splitting and coalescing particles is presented in [Vac+13] and

[Vac+16] which results in a significant speedup. Similarly [Hu+17] and [Ji+19] intro-

duce multi-resolution SPH while maintaining accuracy. Although Lagrangian methods

are technically grid-free they often still utilize some data structure, like graphs or grids,

to accelerate nearest neighbor queries, and a lot of research on increasing the performance

of these algorithms therefore focuses on this area. Improvements to neighbour searches,

like neighbour lists and neighbour particle identification can be found in [VBC08] and

[Dom+10]. GPU acceleration methods are presented in [Cre+11] and [Che+20a], and a

hierarchical strategy for SPH is presented by [Hua+20].

Many physics simulations solve forces and momentum on an object to calculate the

new positions of the objects and substances as is physically accurate. However these

methods often struggle to correctly fix position violations when the used time step is

relatively large, and in computer animation and games, most manipulation is intuitively

done by editing positions instead of velocities. The Position-Based Dynamics (PBD) ap-

proach which directly works with positions instead of forces and velocities was introduced
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by Muller in [Mül+07]. In PBD the corresponding change in momentum on an object

emerges by solving position constraints. The method is quite popular in games and real-

time applications since it is stable and efficient, even if some accuracy is lost. In [MM13]

Macklin and Muller introduce a similar approach for simulating fluids in Position-Based

Fluids (PBF) and finally in [Mac+14] they present a unified Lagrangian approach po-

sition based fluids and constraint particle positions. Although performance is real-time,

large amounts of particles still create a severe performance penalty and they suggest using

variable particle sizes to allow the hierarchical simulation to improve scalability, similar

to the method proposed by [Vac+13].

A way to model multiple fluids using a mixture model was presented in [Ren+14] and

extended to handle more phenomena in [Yan+15]. Similarly, solids and multiphase-fluid

SPH are provided in the unified framework presented by [Yan+16]. A unified particle

framework that integrates the phase-field method with multi-material simulation and can

model both liquids and solids with phase transitions was also presented in [Yan+17]. A

recent moving least squares approach [Che+20b] to the problem can simulate advanced

solid-fluid interactions but does struggle to maintain good performance when stiffer ma-

terials are involved.

2.7 Semi-Lagrangian methods

Likely the most historic paper in CFD is Jos Stam’s Stable Fluids [Sta99], which pre-

sented the first method for an unconditionally stable fluid simulation by using the semi-

Lagrangian method to approximate the Navier-Stokes equations. It is classified as semi-

Lagrangian because, while it is mostly an Eulerian method, it solves the advection of

the fluid across the grid as the linear movement of essentially ”the average particle” but

does not commit to an explicit particle definition. Although the results are still quite

satisfying from a computer graphics point of view, the flow is not very detailed. This

happens because the advection step linearly interpolates the in reality complex velocity of

the implicit particle to the grid, which results in smoothening of the velocities and numer-

ical dissipation of the flow. Many improvements and extensions to the method followed.

In [FSJ01] the method is improved with vorticity confinement to display better vortice

behavior, particularly for smoke effects, and [SRF05] introduces a hybrid Vortex particles

approach to further improve the simulation of highly turbulent flows typically unachiev-

able by grid-based methods. Other improvements to semi-Lagrangian advection can be

made by using higher-order advection schemes (as opposed to a linear first-order scheme)

such as the MacCormack Advection 2nd order scheme proposed in [Sel+07]. Although

now quite old, Stable Fluids remains a popular approach and is often the initial go-to
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method for game developers or researchers interested in learning about fluid simulations.

The method is practically real-time in 2D, however, when extending the method to 3D

the algorithmic complexity becomes a problem as there will simply be too many cells

that need to be updated for larger simulation domains. This is in general a problem with

(Eulerian) fluid simulations like with CA, as simulating large volumes quickly becomes

too expensive memory-wise without efficient hardware utilization or careful level of detail

LOD scaling like proposed in [LGF04]. A GPU implementation can be found in [Ngu07]

and more recently [ZKM16] detailed a GPU implementation of Stable Fluids specifically

for integration with a voxel engine.

2.8 The Particle in Cell approach

Taking the idea of the semi-Lagrangian method a bit further, many recent and successful

methods use a hybrid Eulerian-Lagrangian approach, combining the good aspects from

both approaches to fluid simulation; The advection is solved from a Lagrangian perspec-

tive and the mass and momentum preservation constraints are solved over a grid. In the

Particle-In-Cell (PIC) method, the movement of particles is simulated as with SPH but

then is interpolated to a grid where the conservation step is solved. The new velocities are

then interpolated back to the particles which can then proceed to the next time step. This

method is stable, but due to the double interpolation presents high numerical dissipation

like the stable fluids method. A successor to PIC that aims to address this problem is

FLIP. FLIP (Fluid-Implicit-Particle) was introduced in [BR86] in 2D and later extended

by [ZB05] for animating sand in 3D. FLIP prevents the double interpolations and there-

fore allows for less dissipative fluids, however it becomes unstable because angular and

shearing information is lost. Often PIC and FLIP are blended to balance the amount of

dissipation and stability, but this requires manual tweaking and is not ideal. More recent

developments such as Affine PIC (APIC) and Polynomial PIC [Jia+15], [Fu+17] further

improve the translation from grid to particle. APIC [Jia+15] uses an affine transforma-

tion to make sure angular and shearing information is correctly transferred from the grid

to the particles and similarly, Polynomial PIC [Fu+17] uses polynomial functions to do

so. PIC techniques such as FLIP and APIC are currently state of the art for fluid simula-

tion. Recent research has also provided several important performance increases, like the

spatially adaptive FLIP [NB16] and sparse volume GPU implementation [Wu+18] which

can handle tens of millions of particles within a sparse grid and on an almost unbounded

simulation domain.

The Material Point Method (MPM) [SZS95] serves as a generalization of the PIC tech-

nique, meant to extend the simulations to the domain of solid mechanics that require
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compressible materials, particularly for simulating the deformation of elastic-plastic ma-

terials. However, beyond this scope, MPM in graphics has recently proven to be a pow-

erful and versatile way to simulate many complex phenomena. This is because the MPM

framework, similar to the unified Lagrangian methods previously seen, universally handles

particles, and as a hybrid technique is quite flexible in the type of calculations that are

allowed. [Sto+13] was the first to introduce MPM to computer graphics and animation

and used MPM to simulate the complex solid-fluid dynamics of snow. Many subsequent

papers followed extending the capabilities of MPM. [Sto+14] introduces phase changes

and heat transport of materials. CD-MPM [Wol+19] introduces continuum damage and

dynamic fracture animation of materials. Visual simulation of baking bread, cookies, and

the like is achieved using a thermomechanical MPM introduced by [Din+19]. Recently

[Su+21] presents unified viscoelastic liquids with phase change using MPM. MLS-MPM

presented in [Hu+18] takes a different approach to solving the MPM system using Moving

Least Squares that naturally formulates the improvements specified in APIC[Jia+15] and

the Polynomial PIC [Fu+17]. It also introduces material cutting and two-way coupling

with rigid bodies while also providing performance benefits and being easy to imple-

ment. Several impressive Real-time simulations have recently been implemented using

this method [Lin20], [Kot20]. MPM is currently an active domain of research and serves

as the backbone of many animation solutions for studios such as Disney. It arguably

delivers the most visually impressive and varied visual simulations of materials and fluids

to date. Recent performance optimizations and GPU implementations such as presented

by [Gao+18], [Hu+19] and [Wan+20] allow for MPM simulations with millions of parti-

cles. In general, the focus for MPM methods still lies with introducing new effects and

improving stability and accuracy for offline rendering. Extensions to the simulation and

coupling of interactions between different materials typically must be defined explicitly.

Even with highly efficient GPU implementations, most MPM solutions are not intended

to be real-time but for the amount of detail and realism provided the performance is quite

impressive. For more information, see [So l+21] for a contemporary overview of MPM.

2.9 Real-time voxel physics

To find a method for implementing interesting physics for a voxel environment this re-

search has explored a number of techniques and developments. Although many solutions

can theoretically be used in a large-scale voxel environment, it seems that there is little

to no research that explicitly explores modeling real-time physics in a single grid voxel

world, although some methods can likely be converted to suit this scenario. It may seem

that ”The Future Is Volumetric” [Ato22], but most relevant research has been developed

in the context of offline computer simulation and with a large focus on accuracy, making
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it not very suitable for use in interactive applications.

Most volumetric physics in grid-based games use cellular automata, which is a straight-

forward solution that can model interesting physical phenomena and can also be intuitively

framed in the context of a voxel engine. However recent research on CA for physical mod-

eling is limited and particularly there seems little research on what a dedicated real-time

3D physics solution would look like, especially for larger-scale grids and with more ad-

vanced and accurate effects. There is little elaboration in the literature on how more

advanced transition functions that better approximate the Governing Equations can be

created and how the nature of CA limits them from achieving higher accuracy in this re-

gard. Furthermore, although several effects have been modeled using CA there is no real

example of a unified CA framework that includes both solid and fluid mechanics in the

same spirit as, for example, [Mac+14]. Particularly, modeling rigid body type movement

is an interesting open question that is particularly relevant for our scenario. The perfor-

mance of CA for physical simulation and acceleration through hardware and algorithmic

improvements has also not seen much exploration, making it unclear how effective CA

can really be.

Similar to cellular automata, pure Eulerian methods, in theory, are very suitable for

representing physics in a grid world since the coordinate system of the simulation coin-

cides with world. However, the purely Eulerian approach seems to be more complicated

and less adept at representing solids, as there is little research on Eulerian solids for com-

puter animation. This consequently means little research on a unified Eulerean system

for material simulation, and the approach particularly lacks behind in modeling advanced

phenomena such as multi-fluids and multi-phases.

On the other side of the spectrum, several Lagrangian methods seem very promising,

such as the unified frameworks as proposed in [Mac+14] or [Yan+16], which can provide

real-time unified physics with many interesting effects. Particularly the PBD based ap-

proach presented in [Mac+14] is attractive since it enforces positional constraints which

are important in providing artifact-free real-time simulations. Unfortunately, it is not

immediately apparent how these particle methods can be elegantly converted to a voxel

world while remaining stable and intuitive.

Recently, hybrid simulation methods have introduced greatly improved performance

and realism. Particularly particle in cell methods such as APIC and FLIP allows for

high-quality fluid simulations and the more general MPM also enables advanced general

material physics. Extended MPM methods, like presented in [Sto+14] that can model
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phase changes and varied materials, are visually very impressive, but they appear to be

too slow and unstable, while also generally being used to model specific scenarios. While

MPM is an active research topic and its full potential has not been reached yet, it looks

likely that the extra attention to detail and realism that MPM methods provide cannot

compensate for its disadvantages in the context of the presented scenario. MPM methods

have so far been mainly used in offline rendering and have generally not been explored

much for use in interactive games. On top of that, as they heavily feature particles they

are also further removed from use in a voxel environment as with the Lagrangian approach.

3 Approach

Since there does not seem to be a method that provides unified volumetric physics ex-

plicitly for use in a single grid voxel environment, someone looking for information on a

physics simulation in that context is therefore left with many questions and little guidance

on how to proceed. Additionally, few solutions exist that can provide Real-Time Eulerian

simulation at interactive rates.

Although it is believed that a particle approach with PBD as described by [Mac+14],

converted to work well in a voxel environment is a solid alternative, and recent MPM

methods are becoming increasingly attractive, it was decided that cellular automata for

physics modeling is the most interesting and suitable avenue to take in our unique sce-

nario. The premise that CA can provide a stable, flexible, and intuitive system for a voxel

environment, is valued highly, even with potentially limited physical accuracy. Addition-

ally, with CA being common in the games industry it is somewhat surprising that little

information is available on what a larger scale fast 3D physics implementation looks like.

Therefore, this research set out to develop a modern large-scale CA physics solution that

can robustly model the desired effects and interactions and try to accelerate the simula-

tion with modern hardware and acceleration structures, so we may further determine and

extend the potential of CA-based physics and see how it can be integrated intuitively into

a real-time environment.

3.1 Scope

While the CA solution should ultimately include a broad set of physics, we limit our scope

to develop improved CA fluids, while designing the system such that other physics can

easily be added to it, like heat flow. The limitations of the type of logic and operations

allowed in our solution are also defined. This is to prevent deviating from the pure CA
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paradigm, which can be easy to do. The following constraints for the CA simulator are

stipulated:

• The CA can only use local operations within range 2 neighborhoods.

• Similarly, when processing a cell, it updates only values associated with itself, as a

function of its neighborhood.

• The CA does not maintain particles of any sort

• Cell state is directly used as input to the renderer

• Arbitrary logic must be able to be easily added to the framework, the fluid simulation

will similarly be developed as a set of rules. Adding additional rules should be

straightforward.

To improve on typical real-time CA fluid simulation, we aim for a solution that sim-

ulates fluids at a more advanced level like Stable Fluids [Sta99], while also sticking as

much as possible to the CA format at the same time, so the associated benefits remain.

In other words, this research tries to combine the good traits from both game-oriented

CA simulation and Eulerian fluid simulation and find a new method and baseline high-

performance CA framework for physics simulation.

Additionally, in contrast to typical Eulerian fluid approaches, the presented solution is

designed to allow for mass compression, making it capable of simulating gases at different

pressures and liquids at the same time. This is to make more advanced extensions like

multi-material physics and phase changes easier in the future. To make sure the system

actually supports such extensions, we test the ease with which new logic can be developed

and added to the system, like heat conduction and mixture materials which are briefly

mentioned as further work but this is otherwise not considered the focus of this research.

Finally, we approach this problem with performance in mind and focus on determining

an efficient data structure and GPU implementation so our implementation can actually

perform in real-time, at reasonably large scales in 3D.

3.2 Rule Neighbourhood

We define our rules in a range 2 Von Neumann neighborhood, instead of a Moore neigh-

borhood, see Figure. 3. The Von Neumann neighbourhood defines the cells in its range

in terms of the Manhattan distance, while the Moore neighborhood uses the Chebyshev

distance. Using a Von Neumann neighborhood means a significantly reduced number of
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cells that need to be accessed to update a cell; 6 instead of 26 at range 1. However, this

also means that there are few directions in which cells can propagate or receive informa-

tion. This consequently implies that the simulation will display anisotropic behavior. A

Moore neighborhood would also still have a limited set of directions, and thus also be

anisotropic, but due to the inclusion of diagonal connections, likely much less so. Still,

the Von Neumann neighborhood is considered worth this drawback from a standpoint of

performance and simplicity, See 3 for a visual example.

In general, only direct neighbors are accessed and most rules operate in a range 1

neighborhood with the exception of the flow update rule (see Section 4.3).

Figure 3: Range 1 and 2 Moore (a) and Von Neumann (b) neighbourhoods. Original
image taken from [Evs+16]

3.3 Flow

In the CA there exist no explicit locations between cells, therefore state values are trans-

ferred discretely directly from one cell to another. While one can define the distance

between cells, the CA does not use a semi-Lagrangian implicit particle to model advec-

tion and does not explicitly define time. Instead, advection is described in terms of the

fraction of material that is transferred between cells in each update. This fraction will be

called ”flow” instead of velocity.

Since distance and time are not defined explicitly, material will essentially teleport in-

stantly between cells. This means the fluid density is smeared out as it travels through

the grid, similar to numerical dissipation and smoothing as present in many Eulerian

methods. Because the system will render the fluid voxels based on material density this

will be particularly visible. We will refer to this behavior as ”dispersion” and visual ex-

amples can be seen in Section 5, particularly, in Figure. 9. While this definition of flow

instead of continuous velocities moves us further away from accurately approximating the
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Governing Equations, it fits the CA paradigm well, is intuitive, and it is still possible to

model the momentum of flow in this way.

Staggered Grid

While a single flow is specified per cell, each flow value refers to the flow on the left

side of each cell, i.e. on the border between the cell and its left neighbor. This offset or

staggered arrangement of the flow component with respect to the pressure and density

values is typically used in MAC methods [GHD03], which has some beneficial properties

for modeling advection and determining the pressure gradient. Defining the flows for

each cell in this way causes some awkward asymmetry in the way rules are defined, i.e.

when updating cell flow we are more interested in the values of left neighbors than the

right (see Section 4.3). However, the advantage is efficient storage of flow in all directions

per cell, and also makes the definition of the pressure gradient between cells much more

straightforward. See Figure. 4.

Figure 4: A 2D staggered grid arrangement, velocity or flow values u, v are located at
the borders between cells. Original image taken from [SCC04]

4 Implementation

4.1 Buffers and Cell Definition

Often CA’s are defined as a class or struct to which a number of data members belong,

like mass and flow. We shall however consider a cell as the collection of data elements

with the same index across buffers. Essentially adopting a Struct of Arrays approach

(SoA), instead of an Array of Structs (AoS). This is mainly done to improve memory
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performance, as typically rules do not require all cell information to be retrieved. For the

fluid simulation the following buffers are allocated;

• pressure buffers P and P0

• flow buffers fx,fy,fz and fx0, fy0, fz0

• material buffers m and m0

Here P0, fx0, fy0, fz0 and m0 are typically the source buffers containing data from

the current update, and P , fx, fy, fz and m are the buffers to which the values for the

next update are written. These buffers are then swapped after each update. This double

buffering is required so that cells do not read from already updated neighbors and use the

appropriate old data.

Notation We will use the following notation to define the CA rules: Every rule is

executed in the local neighborhood of a cell, therefore consider the location of the up-

dated cell to be (0, 0, 0) by definition. The range 1 neighborhood is then defined as

N = (−1, 0, 0), (1, 0, 0), (0,−1, 0), (0, 1, 0), (0, 0,−1), (0, 0, 1). Let u be the state of a buffer

value in update u. We then express a cell property value as; au(x,y,z), which denotes the

value of property a during update u at location (x, y, z) relative to the updated cell. Also

let au(0,0,0) = auc be a shorthand for the location of the updated cell itself and similarly aui

refers to value of neighbour i, where i ∈ N

To connect this notation with the previously mentioned data buffers in an example; for

a cell with location in the world (x, y, z), mu(−1, 0, 0) refers to the value in buffer m0 at

location (x− 1, y, z), and mu+1
(−1,0,0) similarly refers to this location in buffer m.

Brick-Buffers

Additionally, for the top-level brick data structure (Section 4.5) the following buffers are

maintained;

• brick mass buffer brickm

• brick static buffer brickstatic

• trash buffers trash and trashaddr

• brick position buffers brickx, bricky, brickz

• brick job buffers bricka, brickoa, brickjobs
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4.2 Signing Flow

A rule essentially expresses the change in state as a function of the state of a cell’s

neighbours and itself. For advection however, typically the state of a flow component is

only interesting if it is pointed in the right direction. For example, when determining

the outgoing mass of a cell, only flow components that point outwards from the cell

are relevant. To prevent large-scale use of if statements and branching, the calculation

is performed regardless of whether the flow component is actually pointed in the right

direction. To make sure the correct final result is obtained, the contribution of the variable

to the state is nullified if the flow component is not relevant. This essentially just comes

down to setting the flow to 0 if it is in the wrong direction. For this purpose a helper

function s(f) is defined which returns 0 if the flow is outgoing or f if incoming:

s(fx(a,0,0)) =

max(0, fx(a,0,0)), if a < 0

min(0, fx(a,0,0)), if a > 0

cases for s(fy(0,a,0) and s(fz(0,0,a) are defined the same way.

4.3 Rules

The main pipeline of the simulation follows along the lines of traditional Eulerian fluid

simulation, but where every step is implemented as a CA rule. These rules are executed

sequentially for every cell, but the next rule is only executed after all cells have performed

the previous rule.

Material advection

The material advection rule specifies that the new material of a cell is a function of the

mass of it’s direct neighbours, itself and the flows between it’s neighbours. Specifically

the sum of mass movement between each neighbour.

mu+1 =
∑
i∈N

0.5 ∗ s(fi) ∗mu
i +

∑
i∈N

0.5 ∗ s(−fi) ∗mu

In words, the new material of a cell is the sum of outgoing and incoming material across

cell boundaries. The flow is multiplied by 0.5 to prevent oscillations. From this rule, it

follows that as long as the mass of a cell does not become negative, the total mass in the

system will be conserved. Such negative mass is prevented by restricting cell flow later on.
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One reason for a MAC grid-style arrangement becomes apparent here; this advection

scheme stores movement between cells instead of at the center of cells. The latter means

that no movement gradient exists between two specific nodes. See [Sta99], which stores

velocity at the center of nodes. In such a case the gradient is harder to allocate and

diffusion can not be implicitly modeled. This solution, however, allows for compressible

fluids, and can therefore also model gas at different pressures, and potentially be extended

to phase changes.

Flow advection

The flow between cells moves matter along as described in the previous step, but in fluids,

the velocity field also moves itself along, this is called self-advection and is essentially the

momentum of the fluid travelling along with the material it belongs to, which is simply

conservation of momentum.

To model this, flow advection is solved very similarly to the material advection, but

includes some extra complexity. Momentum is equal to the movement of mass as per

p = mv, therefore for every stored flow, start with the old momentum of that flow and

subtract the outgoing momentum and add the incoming momentum. The new flow is

therefore a function of all momentum flowing through the node and the change in mass

of the cell:

fxu+1 =
px0 − pxo + pxx + pxy + pxz

mu+1

where

px0 = max(0, fxu) ∗mu
−1,0,0 −min(0, fxu) ∗mu

0,0,0

is the old momentum across x,

pox =
n∑

i=0

s(−fi) ∗mu

is the outgoing momentum, equal to movement of mass as in the material advection rule.

pxx = (s(fu
−1,0,0))

2 ∗mu
−2,0,0 − (s(fu

1,0,0))
2 ∗mu

1,0,0

is the incoming colinear momentum across axis x from direction x,

pxy = fyu−1,1,0 ∗mu
−1,1,0 ∗max(0, fxu

0,1,0)
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+fyu−1,0,0 ∗mu
−1,−1,0 ∗max(0, fxu

0,−1,0)

+fyu0,1,0 ∗mu
0,1,0 ∗min(0, fxu

0,1,0)

+fyu0,0,0 ∗mu
0,−1,0 ∗min(0, fxu

0,−1,0)

is the incoming orthogonal momentum in across axis x from direction y. pzx is obtained

similarly but indexed in the z-component:

pxz = fzu−1,0,1 ∗mu
−1,0,1 ∗max(0, fxu

0,0,1)

+fzu−1,0,0 ∗mu
−1,0,−1 ∗max(0, fxu

0,0,−1)

+fzu0,0,1 ∗mu
0,0,1 ∗min(0, fxu

0,0,1)

+fzu0,0,0 ∗mu
0,0,−1 ∗min(0, fxu

0,0,−1)

Finding pyu+1 and pzu+1 is then done in the same way, only with the relative coordinates

swapped. Since there is a need to know the mass of source cells for incoming momentum,

sometimes mass values beyond a direct neighbor must be accessed, i.e. m−2,0,0 or m−1,1,0,

which is a Manhattan distance of 2. Therefore it is for this rule that the CA has a range

2 Von Neumann neighborhood.

To finish the new flow the global forces and acceleration can now be added. Since

gravity g is an acceleration and not a force, it does not care about the mass of a cell and

vertical flow can be increased as such:

fyu+1 = fyu+1 + g

Other accelerations in an arbitrary direction are similarly applied. When adding a

force, simply additionally divide the force by the mass of the cell the force is moving out

of as per F = ma.

Divergence

Divergence is the amount with which the simulation diverges from satisfying the density

constraint and is found by taking the expected mass of a cell after applying the material

advection rule and subtracting the maximum mass allowed in that cell. In other words,

divergence is the amount of excess mass in a cell if we were to perform material advection

with the current flow. At this point, cells have been updated to find mu+1 in the material

advection step, in the next update with the current flows, mu+2 would therefore be cal-
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culated. Therefore, simply apply the same material advection logic again to temporarily

obtain the expected mass mu+2 and then find the divergence.

Often, Eulerian fluid simulators assume all cells are filled with liquid and only model

movement of density through a liquid, in such a scenario cell density should always be

1, and a negative divergence, therefore, means a cell has less mass than it should have.

However, in the presented solution we let a negative divergence simply denote available

space, and do not try to solve for negative divergence. In other words the mass constraint

is simply m >= 0 & m <= 1, instead of m == 1. Divergence div is therefore:

div = mu+2 − 1.0

Pressure

To correct the flow values so that no cells can be compressed beyond maximum density,

a pressure gradient is required such that any positive divergence is canceled out. Because

pressure is the same as momentum over time, and the amount of mass needed to move to

solve the divergence is equal to momentum, we require that the total pressure gradient

for a cell with its neighbors cancels out the divergence:

∑
i∈N

∇Pi =
∑
i∈N

Pi − P

2
= −div

Typically here all values P form a matrix of unknowns which are acquired by solving

a system of linear equations. However because this system is sparse (only 6 neighbors

per cell), it is possible to keep calculations local and solve the pressure iteratively using

a Gauss-Seidel approximation. This allows us to stick to the CA paradigm and only

perform local operations. So for the pressure rule, the following rule is executed K times:

P k+1 = div +

∑
i∈N P k∑

i∈N solid(i)

where P k is the pressure in the current iteration k and P 0 = 0. It is not possible to

have a pressure gradient to a solid cell, therefore to ensure this gradient is 0, it is simply

removed from the equation. To this purpose solid(i) is 1 if a neighbor i is marked solid,

and 0 otherwise. The pressure of any solid cell is by definition always 0.

Note that since divergence can be negative, pressure can also be negative. This allows

us to correctly and easily distribute pressure potential to empty cells across iterations,

but this negative value must be set to zero before the pressure gradient step, therefore

after finding the final pressure values, for every pressure value Pi:

23



Pi = max(0, Pi)

Pressure gradient

Now that each cell has determined its pressure, the change in flow using the pressure

gradient rule can be determined. This rule simply takes the difference between two cell

pressures to determine the force that is applied to the flow.

∇Pi =
Pi − P

2

fu+1
i = fu + ∇Pi

Finalising flow

Momentum is maintained, but small inaccuracies in solving divergence can build up over

time and convert acceleration introduced by gravity into more energy, causing the simu-

lation to build up more momentum over time in a positive feedback loop. To prevent this

from occurring the flow is slightly dampened by multiplying with a parameter 0 ≤ d ≤ 1.

For our simulations, d = 0.01 has been empirically chosen, but this value can be experi-

mented with:

fi = fi ∗ d

To finalise the corrected flow, we make sure that it does exceed the maximum allowed

and therefore clamp the flow to not exceed maximum mf (see Section 4.4);

fi = clamp(fi,−mf,mf)

World Set

The final rule simply converts the amount of material in a cell to a color and stores it in the

datastructure used by the raytracer. This color is determined by linearly interpolating the

color between full maximum density (rgb(0, 0, 1)) and minimum density (rgb(0, 0.5, 1)).

voxel =

rgb(0, (1−d)
2

, 1), if d ≥ ϵ

rgb(0, 0, 0), otherwise

where d is the material density, ϵ = 0.0001 is some threshold variable and rgb(r, g, b) is a

function converting r, g and b components to the 4-4-4 12-bit voxel color format of the

template. The template’s renderer considers 0 to denote an empty voxel instead of pure

black.

24



Gas pressure

While the scope of this research has been restricted to liquids, gasses are also able to be

simulated in the presented framework. Gasses, unlike liquids, are compressible and thus

we do not find their pressure based on the amount of divergence. Instead, the pressure

inside a cell filled with gas is a function of the material in the cell. Typically for non-

extreme scenarios, the ideal gas law can be used;

P = nRT

where P is the absolute pressure of the gas, n is the amount of material, R is the gas

constant and T is the temperature. Since n is known, and we can take some arbitrary

temperature T = 20 (or implement heat as a rule), gas pressure can be easily introduced,

and this is all that is needed to simulate compressible gas in this CA framework. However,

for gasses, it is recommended to use coarser grids due to higher flows, like when modeling

an explosion by creating an area with very high gas pressure. Such a scenario would cause

high-pressure gradients to propagate outwards over long distances and in all directions,

therefore requiring high update rates and or relatively large cells.

4.4 Flow clamping

The advection rules as described have two requirements:

• A single flow value can be no larger than 1 as flows above 1 are not defined because

they would no longer index into a direct neighbor and create additional mass.

• The total sum of incoming and outgoing flow must be smaller than -1, as mass can

not become negative.

If either scenario occurs then this is because there exists too much energy or pressure

in the system that can be processed with the given update rate. A solution to this is to

either increase the update rate or lower the forces acting on the fluid (e.g. gravity). To

make sure an invalid scenario never occurs regardless of the update rate or gravity, the

flow is clamped as part of the pressure gradient rule as described previously. To make

sure the second scenario never occurs specifically, it is required that mf ≤ 1
3
. This value

arises from the fact that half of the flow in the material advection rule is applied, and

the total sum of material flow can not eclipse 1, thus summed over all 6 neighbors at

most 6 ∗ 1
3
∗ 0.5 = 1 material can exit a cell. While this is an easy fix and it ensures the

simulation can not blow up, the maximum flow rate of the water is limited in many cases

significantly below the maximum, which causes a high numerical dissipation or loss of
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momentum, making the fluid appear more viscous, while also increasing the ”dispersion”

effect.

Another solution is to dynamically find an appropriate update rate or somehow prevent

the second scenario from occurring without using clamping. Several attempts were made

to prevent clamping below a flow of 1 but were unsuccessful. This is considered the main

deficit in this simulator and the effects can be seen in Section 5.

4.5 Data structure and memory management

Each of the buffers contains 32-bit values with the exception being the brickstatic buffer,

which contains 8-bit chars. Therefore each cell requires 320 bits for the 10 buffers con-

taining its simulation data, and 296 bits for each brick. For 43 sized bricks this gives us

296/256 ≈ 4.6 bits per cell, or 296/256 ≈ 0.57 bits per cell for 83 bricks. As such, by

distributing the brick data over each cell, we find a memory usage of 324.6 bits per cell

when using 43 bricks and 320.57 bits per cell when using 83 bricks.

When working in 3 dimensions memory usage grows cubically with grid size (in terms

of the longest axis). A 2003 grid contains 8 million cells, and with each costing 324.6

bits, this results in a memory requirement of 324.6 Megabytes, a 4003 grid requires about

2.6 GB, and a 10243 grid requires 43.5 GB. While modern GPUs have increasingly large

amounts of memory, typically having at least 6 GB with up to 24GB on high-end devices,

allocating memory for all cells in the 10243 voxel world is prohibitively expensive. While

the memory requirement per cell could potentially be almost halved by using half floats,

which appears to still provide sufficient accuracy for our purposes, feasibly one can not

simulate much more than 2003 cells at interactive rates (see Section 5) either way. Typi-

cally only a fraction of the full world will contain a fluid, the overall updates performed

on cells not containing fluid are a waste of memory and computation time, so preventing

storage and processing of such cells is desirable.

The fluid simulator dynamically allocates and processes bricks of voxels only for rel-

evant locations. To determine whether a brick should be allocated, a simple brick-level

cellular automaton is used with the following rules:

• A brick is alive if contains mass

• brick is alive if any of its neighbours contains mass
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• Otherwise a brick is not alive

A brick that is not alive is not allocated in memory and is therefore also not visited

during the update step. This system reliably allocates bricks when necessary and the

second rule ensures cells never try to access a cell in a non-existing brick. To handle

the boundary of the world, an additional layer of empty bricks is allocated around the

borders of the world, but marked as static and skipped in the update loop. This means

no additional boundary checking needs to be included during each cell update, at the cost

of some extra memory.

Dynamic allocation of the bricks works as follows: Bricks are stored in memory as se-

quential numbers that represent the individual cell data. To index into a given cell, one

therefore must multiply the index of the brick by the brick size. For every brick a status

is maintained in brickstatic, indicating whether it is alive or dead.

The number of bricks that are alive and the highest index in our brick buffer in which a

brick has been allocated are tracked. Whenever a brick is killed, its location in the brick

buffer is added to trash and trashaddr, and the brick is skipped during iteration. When

a new brick has become alive, it is either initialized into a location provided by the trash

list (brick is recycled) or added to the end of the buffer. Whenever the buffer runs out

of memory to allocate new bricks, the entire set of brick buffers doubles in size and is

reallocated. Similarly, if the buffers become sparse, (only a 4th of the bricks are alive)

it is compressed where all bricks are loaded sequentially into a buffer half the size. This

reallocation is expensive, but a rare operation and reduces unnecessary brick visits and

memory usage.

This straightforward approach allows a user to spawn fluid at any location in the world

without having to manually define a fluid domain and it easily keeps track of only the

relevant bricks for updating. However while the second rule guarantees relevant cells are

always alive, especially for larger brick sizes, lots of empty bricks may still be initialized

and updated. Larger brick sizes do have the advantage of better data locality inside the

brick as relatively fewer cells are inside brick faces, but the 43 brick size was used in the

presented simulations as this typically significantly reduces the number of updated cells,

particularly in scenarios where the water has a lot of surface area relative to its volume.
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4.6 GPU implementation

GPGPU (General-Purpose computing on Graphics Processing Units) allows us to utilize

the fast computing power of graphics hardware to accelerate our CA. Therefore the sim-

ulator was originally developed on the CPU and then ported to the GPU using OpenCL

[The13]. While being developed for the CPU, a GPU implementation was intended from

the start, and as such, the CPU version as such was designed with that in mind and

the conversion was relatively straightforward. Running a single kernel on the GPU is

analogous to performing a single rule, where every thread solves the rule for its assigned

cell. For each rule, a number of tasks equal to the number of active cells is assigned. We

make sure each warp or wavefront, which is a group of typically 32 threads executing the

same instruction at the same time, aligns neatly with a brick. This means that threads

in a warp will always fall inside the same brick and when threads initially check if it is

inside a static brick, all threads in the warp terminate at once, preventing branching costs.

Dynamic Memory allocation on the GPU is not available in OpenCL 2.0 and generally

involves complex logic, therefore the brick update step is kept on the CPU. The brick

update step makes sure that the bricks sent to the GPU don’t end up being too sparse,

i.e. most bricks in the buffers are alive, so not too many unnecessary brick visits are

performed. To avoid unnecessary communication, all cell data is kept on the GPU, and

data is only transferred between devices on the brick level. When bricks need to be

initialized or freed, the CPU sends the jobs to the GPU using pinned job buffers in

bricka, brickoa, and brickjobs. These buffers contain all information (new address, old

address, and job type) needed to initialize or free bricks. The GPU then executes these

jobs to free and initialize the bricks and their cells in the reserved buffers device side.

This eliminates large buffer copies. Full buffer transfers only occur when the brick buffers

are reallocated, which is a relatively rare occurrence.

4.7 Rendering

The focus of this project is not to implement new rendering logic, therefore at the end

of every simulation step, the material in cells is converted to a solid color and stored in

the primary ray tracing voxel structure. At this point, the simulation has finished an

update and returns. The rest of the voxel engine then does its work and later calls the

renderer. That said, another advantage of the discussed brick data structure is that is

very suitable for rendering and can double as an effective ray tracing structure. In fact,

the voxel raytracer uses 83 bricks with a single top-level grid and an additional GPU only

323 ubergrid that is rebuilt each frame. This structure has been shown to be a powerful
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tool for high speed raytracing and is similar to the data structure presented in [Hoe16].

While algorithmically the voxel octree, that has seen some popularity seems to be a su-

perior data structure, in reality, the octree typically incurs too many traversal steps and

makes updating too complicated.

Because the simulation data structure can be efficiently traversed and contains material

densities for every cell, it should therefore be very suitable for volumetric ray casting,

although for this project no volumetric ray tracing has been implemented. A volumetric

ray tracer may prove to also greatly increase the visual quality of the simulation and

may particularly help with the dispersion effect, as it should more intuitively be able to

represent those areas as lower density.

4.8 Required update rate

In a local CA paradigm water can only move a single cell per update and typically does

not flow at a maximal speed between cells, to simulate fast-flowing water a similarly fast

update rate is required. It is somewhat subjective as to what is the appropriate update

rate U , and this is left mostly as a parameter.

In general, if we were to define a cell to have a size of 1 meter, then to simulate water

flowing at 10 meters per second, at least 10 updates per second are required, or similarly,

if we define a cell as 0.1 meters in size, at least 100 updates per second would be required.

In general, empirical observations find that for decently fast-flowing water in a grid large

enough to provide enough detail, 100 updates per second is a good target to aim for, with

50 updates per second the minimum recommended amount. In the presented simulation

results and benchmarks, the CA is simply updated every frame, which is alright since the

voxel engine easily runs above 100 fps. However, it is possible to run multiple updates of

the CA for each frame if a faster simulation is required. See Figure. 5 for an overview of

the simulation pipeline.

4.9 Optimizations

Performance enhancements were kept in mind from the start of development and most

have already been mentioned like the brick update structure and SoA approach. Addi-

tional optimizations were applied by reusing unused buffers for swapping to temporarily

store information used in a sequential rule, reducing the need to make a dedicated buffer

and improving memory usage.
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Figure 5: The simulation pipeline

While cell locations have been abstracted behind the brick data structure, whenever

values associated with the updated cell itself are accessed, its global location is already

known and direct indexing can be used when setting and getting values, in which case no

additional indexing costs are incurred.

Furthermore small low-level optimizations to the rules have been performed, but ul-

timately the running times are typically dominated by memory accesses, as relatively

little computation is performed per memory access. Latency hiding by means of context

switches on the GPU alleviates this problem somewhat, but not much more room for im-

provement remains with regards to faster computation. Further improvements to runtime

should therefore focus on improving memory utilization.

5 Results

In this section, the evaluation of the implemented CA system is presented in the context

of our initial requirements. To this purpose, we check for supported visual features of the

simulation, perform a benchmark and compare it with other fluid simulations. We also

consider the complexity and stability of the framework. See 6 for a large scale simulation

example.

Analysing the visual quality of a voxel fluid simulation is not entirely straightforward.

The level of visual realism required is quite low for a real-time retro setting, and voxels
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Figure 6: Tsunami scenario, a large block of water flows downstream and hits a few
apartment buildings, see Table. 1 for benchmark numbers

themselves are not a natural visual presentation of water. Therefore, the solution is

evaluated as follows:

• Property analysis: Test if the simulation expresses a certain feature of real water,

e.g. pressure propagation, conservation of mass, and incompressibility.

• Visual comparison with a voxelised state of the art simulator to capture visual

differences with regards to the conservation of momentum and viscosity.

• Benchmark performance over a number of scenarios and resolutions

• Compare performance against similar high-performance fluid simulator at the same

resolution

5.1 Water properties

Two important properties of water are conservation of mass and incompressibility, i.e.

divergence. We can calculate these values over the grid, as well as observe that the body

of water maintains a consistent volume. We find that mass is perfectly preserved, aside

from some fluctuations from floating point errors. Mass preservation can also be derived

from our mass advection rule. More attention is paid to the divergence of the fluid, which

may reach a couple of percent, depending on the height of the water mass, the strength

of gravity g, and the number of iterations used in the pressure solver, see Figure. 7.

We find that there seems to be a linear relationship between divergence, water height,

and K. While the observed percentages are low enough that it is quite hard to visually
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Figure 7: A graph showing the amount of divergence at different water levels at various
K

observe that water has been compressed. In scenarios where a large body of water uni-

formly is being compressed, it is somewhat visible at a divergence ≥ 5%. Furthermore,

allowing higher amounts of divergence can allow divergence errors to accumulate which

essentially results in internal pressure waves inside the fluid that artificially create mo-

mentum, a divergence below 4% has empirically been determined to be an acceptable

amount as compression is barely visible and the fluid settles appropriately.

Water pressure causes water to level out over time, even if it has to travel through

an indirect path, like two boxes being connected by a pipe at the bottom. See 8 for an

example of water leveling out after traveling through a tube. In this example, it is clear

that our simulation does present this property of water.

5.2 Comparison with Mantaflow

In order to allow for a more visually distinct evaluation of the behavior of our water, we

compare it with another fluid simulator. Mantaflow [TP18] is a state-of-the-art fluid simu-

lator recently provided with Blender [Com18]. The simulator includes an implementation

of FLIP as described in Section 2.8. Because this simulator is of high quality, particu-

larly relative to our demands, it essentially serves as the ground truth for our evaluation

purposes. To facilitate direct visual comparison, comparable simulation scenarios in the

CA simulator and Mantaflow have been set up by duplicating the relative size of objects

32



Figure 8: Water levels out after traveling to a tube at the bottom, initially the water
oscillates due to build-up momentum, eventually settling down at equilibrium.

and the domain. Blender then interpolates the particles of the simulation to voxels, with

approximately the same resolution as used in our simulation. The voxelisation process, on

top of the high-resolution fluid simulation, is quite slow in Blender and has to be rendered

offline, but allows us to perform decent a visual comparison.

Note that the simulations are still subject to many parameters that do not necessarily

have a direct analog between the simulations and the chaotic nature of fluids (i.e. but-

terfly effect) makes it so that the scenarios will not be perfectly comparable, in addition

to differences in rendering and camera settings. Therefore the following images serve as

a comparison of the overall high-level behavior of the fluid, and these differences should

be kept in mind.

We have picked 4 simulation scenarios that were found to demonstrate the breadth of

similarities and dissimilarities between the methods, see Figures. 9, 10, 11 and 12.

We make the following observations regarding the first comparison (Figure. 9), in which

a cube of water is dropped in a square box:

• Our simulation appears more viscous and loses momentum more quickly (due to

high numerical dissipation), which is particularly visible in the difference in height

that the fluid manages to climb.

• Our simulation is more smooth and displays symmetry, likely due to Von Neumann

neighbourhood and a perfect initial scenario, in comparison to the chaotic nature

of particles.

• Our simulation shows the dispersion effect as expected; the fluid has no discrete
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Figure 9: WaterCube: A comparison over time between our method (top 2) and
voxelized Mantaflow (bottom) simulating a cube of water being dropped in an invisible
box

location and gets stretched by global acceleration, while the Mantaflow simulation

does not display this behaviour and the cube stays together before it hits the ground

(see first image).

• Our simulation presents the same general behavior as the Mantaflow simulation, the

formed waves follow along similar lines, other than the aforementioned differences.

Figure 10: DamBreak: A comparison over time between our method (top 2 rows) and
voxelized Mantaflow (bottom 2 rows) simulating a block of water suddenly being free to
flow towards a cubic obstacle.

We make the following observations regarding the second comparison (Figure. 10), in
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which a block of water crashes down a rectangular box and collides with a cube:

• While the water flows downhill, it does not spread as thin as the Mantaflow sim-

ulation, this is due to the restricted flow as the fluid moves at maximum speed

regardless of the height of the wave.

• Again the CA simulation is more smooth and displays more symmetry than Mantaflow

• Our simulation presents the same general behavior as the Mantaflow simulation, the

first contact with the cube (image 3), particularly how the water splashes against

the back wall, then meets in the middle and is pushed towards the cube (image 4),

and finally our simulation also fully travels to the left wall and climbs it (image 6).

Figure 11: ShallowWave: A comparison over time between our method (top 2 rows) and
voxelized Mantaflow (bottom 2 rows) simulating a wave moving into a shallow area

We make the following observations regarding the third comparison (Figure. 11), in

which a wave traveling in shallow enters a shallow area:

• The wave in the Mantaflow simulation more smooth as it travels over the water in

picture 1, the same phenomena as observed in the previous comparison.

• the behavior of the fluid is again comparable in both scenarios, as the water ap-

proaches the shallow area, the wave slows down and shortens (images 1-3) it then

collapses (image 4) and hits the back wall and retreats (images 4 and 5).
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Figure 12: DamHole: A comparison over time between our method (top) and voxelized
Mantaflow (bottom) simulating water flowing through two holes in a dam.

In the final comparison (Figure. 12) water exits a dam through two holes at different

heights. Here the biggest difference between the methods can be observed, particularly

due to the CA’s flow clamping. Water flow through the holes quickly maxes out in the

CA simulator for a relatively small water height. In contrast, the Mantaflow simula-

tion more clearly shows that the top hole has a vastly reduced flow rate compared to

the bottom hole. This consequently means there is little difference between the flow rate

at the two different holes in the CA solution, and less momentum is carried to the far wall.

In general, the visual quality of the water is mostly satisfactory, particularly within the

requirements of a retro voxel engine, however, it can not approach real fluids as closely as

Mantaflow, and its viscous nature prevents chaotic and splashy effects to a certain degree.

5.3 Benchmark results

We perform a performance analysis by benchmarking a few simulation scenarios and also

compare our system with another optimized GPU Grid-based fluid simulation run over a

grid with the same resolution. See Table. 1 for benchmark numbers of the simulator as

a whole and individual rules. The simulations are run on a system containing an AMD

R9 6900XT GPU with 16GB of GDDR6 memory and Intel i7-6700k CPU with 16GB

of RAM. Measured Execution times were averaged over 1000 updates. External costs of

rendering and other template operations outside of the simulation were not included. The

latter means that the number of updates per second presented is the theoretical updates

per second if no other work is performed given the measured update time.

Performance relative to CPU

No extensive measurements were made of the original multi-threaded CPU implementa-

tion, particularly since it was not heavily optimized and outdated. However to give a

rough idea of the performance difference; it was capable of updating around 5-15 million
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Water
Cube

Dam
Break

Dam Hole Tsunami

Updates per second 2932 989 897 43
Peak Active Cells 130176 627248 730048 11294784
Peak Memory 5.28 25.45 29.62 458.29
Update time 341 1011 1114 23245
Brick Update 3 9 11 131
Material Advection 22 67 80 1466
Flow Advection 110 312 340 7177
Divergence 22 43 49 946
Pressure Solve 158 492 532 11433
Pressure Gradient 18 66 56 1288
World Voxel Set 8 22 45 804

Table 1: The Updates per second, memory usage (in MB), and average execution times
(in nanoseconds) for all rules combined and individually.

cells every second. The presented GPU implementation on the other hand can update

around 500 million cells per second as can be seen in Table 1. This would suggest a

30x performance increase at least. It is feasible that the CPU implementation could be

optimized significantly, but this still indicates that the GPU implementation does provide

a significant speedup.

5.4 Performance Comparison with a 3D Eulerian fluid simulator

The computational work performed in Eulerian fluid simulation typically scales linearly

with the number of cells in the grid regardless of the simulated scenario, or in other words

the solution. In that sense comparing performance between simulators is quite straightfor-

ward as we simply need to run them with the same resolution. As such the performance of

this method can be loosely compared with other work that provides performance numbers

for a given resolution like [ZKM16], [Hei+17].

However, to properly take hardware out of the equation we benchmark compare the

performance of the presented CA fluid simulation with another optimized GPU Eulerian

fluid simulator; GPU-GEMS-3D [Scr20] which is run on the same machine. It is a c#

Unity [Uni22] implementation based on the GPU-GEMS article [Ngu07]. Which in itself

is based on the semi-Lagrangian approach as previously explored in Section 2.7. While

this simulation is visually not very comparable to the presented method, because it mod-

els smoke and uses volumetric ray tracing to render, the type of work performed is very

similar. Like our CA solution, this simulator must perform advection over a grid and

prevents divergence by solving pressure iteratively.
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Because of the dynamic data structure in the CA simulator, to make sure that the

same amount of cells is in fact being processed, we initialize a solid block of fluid so the

simulation does not skip cells. Both simulation methods are run with 8 iterations for the

pressure solver and again perform 1000 updates for each measurement. We only consider

the simulation pipeline execution time and do not consider rendering time, see Table. 2.

323 643 1283 2563

CA simulator 104 530.52 3400 27313
GPU-GEMS-3D 154 932 6221 44323

Table 2: The execution times in nanoseconds, for both simulators at given resolutions

We find that our simulation updates about twice as fast at the same resolution. Ad-

ditionally, with the extra flexibility of dynamically adapting memory and resolution, in

many scenarios, our method may be even faster as it typically does not update all cells

within a given simulation domain. Keep in mind however that this comparison is meant

to evaluate the per-cell performance and confirm our simulation keeps up with what is

expected for an optimized GPU solution. Therefore, it can not be concluded that our

simulation actually looks faster, as the modeled effects differ and the GPU-GEMS-3D

solution can typically use a relatively high time step, only requiring around 10 updates

per second, while the CA simulator prefers up to 100 as mentioned in Section 4.7.

5.5 Simulation complexity

From a user experience standpoint, where the user is a novice programmer that wants to

initialize some water into the world the system is relatively easy to utilize. Because the

CA dynamically allocates resources and handles cells analogously to the main 3D voxel-

screen, the user can spawn fluid just like they would a voxel, at any location without

having to worry about manually defining an appropriate simulation domain or collidable

objects.

There are a number of parameters to the simulation that a user may want to tweak but

is not required to. These are previously mentioned; pressure iterations K, update rate U ,

gravity strength g, and flow dampening d. The simulation will work out of the box with

the default values just fine, and tweaking these parameters is relatively intuitive. The

simulation is also robust in the sense that it can not be easily broken, or be made to blow

up or crash. A user may however spend some time tweaking the simulation to perfectly

fit their wants, as the update rate U and amount of flow dampening d can significantly
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change the visual flow speed. Additionally, it is assumed that the user will be somewhat

careful with how much and where they spawn the water with regard to performance.

6 Conclusion

The aim of this work was to research and develop real-time physics simulation for use in

a retro voxel engine without local transformations or particles. The requirements of the

system were that it should be robust and intuitive, fast enough to be real-time, add little

complexity to the existing voxel template and look plausible, while ideally providing as

many effects as possible.

A number of approaches were researched and ultimately, a CA approach was selected.

A purely cell-based fluid simulation was implemented that is run on the GPU. The system

simply fits as an add-on to the voxel template and requires little work to set up. It dy-

namically allocates memory and abstracts the underlying data structure, so that indexing

retains the voxel template’s promise of providing an intuitive 3D voxel ’screen’, although

tweaking the simulation may take some effort.

While the evaluation of the project was limited to water simulation, the provided frame-

work still supports arbitrary extension and simplicity thanks to the CA paradigm. The

visual quality and numerical accuracy of the simulation is inferior to state-of-the-art

particle-in-cell simulation like FLIP, but provides satisfying effects considering a voxel

environment, and the correct dynamics expected from a fluid, like pressure and momen-

tum. It as such improves upon other CA fluid methods like [Med18] and [Hei+17] by

introducing better flow and momentum modeling while sticking to a pure CA paradigm.

This approach also allows the solution to serve as a base framework that can be easily

extended with extra effects or rules, like heat conduction and multi-mixture materials.

6.1 Future work

There remains much room for extensions to our method, specifically since the CA paradigm

should hopefully allow for easily specifying additional rules and logic. However, the cur-

rent fluid simulation could also be further improved, particularly with regard to flow

advection and clamping.

Improving advection

Clamping flows ensures that flow remains local to direct neighbors and mass can never
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be negative, however, the most visual quality is achieved when flow nears 1. A flow of

1 means reduced dispersion as technically the flow will in such a case perfectly describe

the movement of a particle from the center of one cell, to the center of another, and

when no clamping is applied we do not dissipate momentum. Therefore finding a way to

ensure clamping can be prevented or anticipated, can significantly reduce the viscous be-

havior of the fluid and provide a visually faster simulation for the same number of updates.

Additionally, it may be desirable to improve on the advection further using a non-linear

scheme, like mac-Cormack advection, or introducing vorticity confinement to the simu-

lation, which would help reduce the smoothness of the simulation. Alternatively, some

randomness may be introduced to the system to prevent neatly aligned geometry from

creating perfectly symmetric patterns, which is not technically incorrect behavior, but

uncharacteristic for the chaotic nature of turbulent flows which arise from the smallest of

imperfections in real-life scenarios. That said, such improvements may be wasted in the

presented voxel template scenario as such details may not be very visually distinct.

Further optimization

As previously mentioned, memory accesses are the primary bottleneck in the simulation.

Latency hiding on the GPU helps to alleviate high latency, but data locality is an issue on

the borders of bricks and abstraction requires additional indexing operations. An inter-

esting solution would be to split brick processing into two passes: A core pass operating

only on internal cells (e.g. not on the faces of a brick) and a second pass for the faces of

a brick. This allows for direct indexing for the core cells and good data locality. Simi-

larly, apron voxels like those used in [Hoe16] may be an option to remove index mapping

completely and could also decrease memory usage significantly by eliminating the need

for double buffering, as lockstep GPU thread execution can give us the certainty that

data is read before it is updated in the same buffer, given that the borders between warps

are correctly handled. Similarly ordering bricks in memory, or using inverse, or neighbor

mapping between bricks as described in [Hoe16] could further alleviate indexing costs and

improve data locality.

Since solving the pressure is an expensive step, we could adopt an early-out scheme

to avoid performing iterations that are not worthwhile. To accomplish this one would

observe the maximum change in pressure after each iteration and when this falls below

a certain threshold, cease iterating. An additional advantage would be that this removes

the need for manually selecting and pressure iteration count K. However, it is not imme-

diately apparent how kernel executions can be efficiently planned to account for this on

the GPU, however recently introduced Dynamic Parallelism in GPGPU frameworks like
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OpenCL 2.0, which allows kernels to be launched device side may be the solution.

Extending physics

The requirements stated that we wished to simulate as many effects as possible, this in-

cludes many effects beyond water, to that end, instead of a single pair of material buffers,

any number of material buffers could be created, and a corresponding material informa-

tion object would carry the relevant properties. Consequently, other rules can then model

multi-material effects, like buoyancy and heat transport, like in [Hei+17]. Furthermore,

phase changes and explosions, or even conduction of electricity are effects that could be

added, to, for example, approach the breadth of effects modeled in [tan08] and previously

seen Lagrangian solutions like [Mac+14].
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