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1. Abstract 
Many studies show how to engage with audiences on social media, but a lack of studies shows 
how universities use social media accounts in the scientific research domain. Therefore, based 
on the research gap, the present study aims to contribute to the field of predicting the most 
probable type of engagement (like, retweet, or reply) for ten university official Twitter 
accounts. Moreover, the study also proposes to find some of the features contributing to this 
prediction. In order to predict the type of interaction, the research uses a combination of human-
selected and machine-extracted features to train three machine learning models (Logistic 
Regression, Random Classifier, and LightGBM) and a deep learning model (neural network 
using BERT model). Human selected features are mainly binary variables that contain tweet 
information, while machine-extracted features are large-dimensional features that we obtain 
from the texts of the tweets. The results show that by combining both types of features, we can 
predict the most probable type of engagement and an overview of the features that contribute 
to this prediction, such as if the tweet contains a hashtag or if the tweet is a reply. Also, the 
findings show that the best method to predict this engagement is LightGBM and neural 
networks. 
Research and practical implications include helping practitioners to create the content strategy 
based on the engagement objectives and providing more knowledge to help them understand 
which features contribute to the type of engagement. 
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2. Introduction 
Social media have changed the way we communicate and interact. They are the primary source 
of communication for many individuals (Das et al., 2022) and also for businesses, as they can 
expose their products or services to their consumers.  
 
Interacting and managing effectively these platforms has become a necessary task for 
organizations to stay visible and relevant to their consumers (Lemon & Verhoef, 2016). They 
can cost-effectively present their values, mission, and achievements to attract and share content 
with their audiences. For this reason, managing social media effectively and engaging with its 
users has become a priority for these organizations (Weale, 2019). 
 
A broad field of research has explored the interaction between customers and (private and 
public) organizations, also commonly defined as customer engagement (Sashi, 2012; 
Hollebeek et al., 2014; van Doorn et al., 2010). Sashi (2012, p. 253) defines this relationship 
briefly as "customer engagement turns customers into fans". Comparably, van Doorn et al. 
(2010, p. 254) describe customer engagement as behavior that surpasses the act of 
purchasing. Customer engagement is defined as a set of "behavioral manifestations", emotions 
that drive individuals to act— for example, posting a positive review on their social media.  
 
Engaging with the users is not a simple task. It requires time, effort, and a clear and consistent 
marketing strategy to meet specific goals. A report published by the Economist Intelligence 
Unit (2007) acknowledged the importance of technology as a tool to maintain an effective 
relationship with stakeholders. Moreover, they state that level of engagement is the key to 
success for organizations.  
 
Indeed, social media platforms are relevant tools to build and maintain user engagement. In 
particular, the present study focuses on how higher education institutions engage with their 
users. Previous studies state that universities consider it highly important to use social media 
for promoting content through their channels (Constantinides & Zinck Stagno, 2011; Marcus, 
2021). Motta & Barbosa (2018) conclude in their study that all top one-hundred universities 
examined in Europe and US from Academic Ranking World Universities (ARWU) use online 
marketing to promote themselves. 
 
These social media tools help organizations connect with their audiences. The primary 
audiences of universities' social media include potential and former university students and 
researchers (Brech et al., 2016). Both audiences follow university accounts to be updated about 
the developing projects and news despite presenting different interests, expectations, and 
needs. Other universities' social media audiences include students' parents and employees from 
the institution. 
  
Research has shown that the universities' most used social media platforms are Facebook and 
Twitter. Motta & Barbosa (2018) noted that the most trendy social media platforms were 
Twitter and Facebook, followed by Youtube, Instagram, and LinkedIn. Canada et al. (2014) 
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show the different purposes that best suit Facebook and Twitter. Facebook is more beneficial 
for broadcasting events on campus, while Twitter is more effective for establishing direct 
communication and replying to answers. As the present study focuses on the user engagement 
of university accounts, Twitter is a more suitable platform for the approach.  
  
Twitter offers different types of engagement metrics to users. The main ones are retweet, like, 
and reply. Similarly, Lund (2019) describes how user engagement metrics for Facebook help 
measure the post's efficaciousness with the audience. For Twitter, the most used metrics are 
likes, retweets, and replies. A retweet is a tweet initially posted by another account. When the 
user retweets a post, it will be added to his feed, including the original user of the tweet. A like is 
the most basic metric of engagement that represents that the user liked the content posted by 
anyone. It is the most effortless way to show that the user engages with the matter. Both metrics 
are considered positive types of engagement (Vargo, 2016). Kwak et al. (2010) distinguish 
the retweet and the like by the sharing behavior that the retweet implies. Whereas the reply, 
responding to a tweet, requires more time and effort. It does not necessarily show that they 
liked or enjoyed the post, but it shows the sentimental reaction of the stakeholder (Bliss et al., 
2012). 
 
Using these engagement metrics, the main goal of this research project is to determine if we 
can and what factors reliably predict the most probable user behavior in the context of 
university Twitter feeds. More specifically, the study centers on ten universities accounts for 
the science and research domain.  
  
The present paper starts with a critical literature review of the key concepts: Universities' Social 
Media Communication, Science Communication, Twitter and its communities, and User 
engagement. Lastly, we examine the aim of the research. In the following sections, we present 
the dataset and sample used and the procedure used for the analysis. Also, we discuss the 
research outcome and present the study's limitations and future research and practical 
implications for universities. 
 

2.1. Motivation and context 
Utrecht University Faculty of Science department wants to understand what factors increase 
the participation and engagement of their users. Their main objective is to reach a broader 
audience and increase engagement with their followers. Another goal is to raise brand 
awareness and increment the interaction in science and research content. Increasing visibility 
also enhances and strengthens the university's research reputation in the Twitter science 
community and the university brand and attracts scientists to their research. 
 
The marketing team of the faculty of science mostly shares science news and peer-review 
published content. They aspire to engage in scientific discussion and establish Utrecht 
University as a thought leader in this context. Hence, the main focus of this study is on 
analyzing science and research content-related posts.  
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In order to assist them, the selected approach chose to analyze two of their social media 
accounts on Twitter. @UUBeta, the faculty of science account with approximately 3,9K tweets, 
and their official higher education account @UniUtecht with roughly 20K tweets. Eight 
accounts from other US universities are selected based on academic ranking performance to 
compare how other universities engage with their audiences. In particular, US universities were 
sampled for their reputation and visibility in global rankings. In addition, technical 
considerations related to the Natural Language Processing of English texts also played a role. 
 
After the empirical analysis and critical reflection, the paper concludes by giving an overview 
of the contribution of the present study and the practical implications for universities' Twitter 
feeds' in the science and research field. 
 

2.2. Literature Review 

In this section, the available literature on five relevant topics is discussed: Universities' Social 
Media Communications, Science Communications, Twitter and Communities, and User 
Engagement. Each topic contributes to the current research's essential goal and domain. 
 

2.2.1. Universities' Social Media Communications 
Higher education has adapted to technology and connects with its audiences through social 
networking sites such as Facebook, Twitter, and Instagram. Several studies have focused on 
studying how universities engage with users through social media platforms (Assimakopoulos 
et al., 2017; Clark et al., 2016; Brech et al., 2017).  
 
Motta & Barbosa (2018) did an analysis of the higher education social media approach from 
the Top-100 universities in the US and Europe. Their analysis showed that US universities have 
more followers on Twitter than their Europe counterparts. One of the factors contributing to 
this fact is that US universities post three times more content than European universities. 
Nevertheless, both countries consider Twitter as one of the most favorite social media 
platforms and the most suitable platform for interacting with users. 
 
Interacting with different audiences implies taking into account distinct needs and expectations 
from the stakeholders. Particularly, for universities, undergraduate students and the scientific 
community are two of the most relevant stakeholders.  
On one side, undergraduates' interest is to get a general vision of the institution and the 
programs for decision-making when selecting their future studies (Brech et al., 2016). 
Universities use this platform to portray or broadcast different elements such as student life on 
campus (Taecharungroj, 2017) and offer study information about their programs. Stvilia & 
Gibradze (2017) discuss the value of using social media platforms to advertise study programs 
and share content with students. Moreover, they infer that the type of content posted also affects 
the degree of engagement. 
 
On the other side, the science community focuses, in particular, on extending its network, 
sharing published research, and maintaining communication within its circle (Priem & 
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Costello, 2010; Veletsianos, 2011). Following accounts that broadcast this type of scientific 
content is essential for them. For instance, Knight & Kaye (2014) studied the usage of Twitter 
among academics and students through a survey. They showed that researchers are more 
interested in strengthening their reputation instead of centering their attention on the platform's 
utility to connect with students. This lack of use is due to an absence of knowledge of the 
potential benefits. 
 
Similarly, Linvill et al. (2012) and Veletsianos et al. (2017) highlight that university accounts 
tend to broadcast information to the public, reducing engagement with their audiences instead 
of using platforms to increase user interactions and provide a two-way communication. 
Besides, Kimmons et al. (2016) provide evidence of how US universities use Twitter. Their 
results confirm that they are not using Twitter to its maximum capacity as a communication 
platform for educational purposes. The findings suggest that their tweets do not invite users to 
participate; instead, they are monotonous and neutral in sentiment. Increasing the 
communication and engagement in this platform can offer new possibilities for universities as 
a social network in the educational context. 
 
Moreover, Veletsianos et al. (2017) mention how these university accounts try to portray an 
unrealistic and inaccurate vision of the institution because they present only positive or relevant 
events happening within the institutions. As a result, they suggest that higher institutions use 
Twitter mainly for recruiting and brand promotion. Likewise, Peruta & Shields (2016) report 
that the universities' social media uses its accounts mainly as marketing and branding tools. 
For instance, to promote student life, newly published research, and milestones such as 
students' graduation or university anniversaries.   
 
In brief, universities' social media can help promote the institution and increase brand 
awareness. However, universities must understand and be conscious of what social media can 
offer them and their limitations.  
 
In the case of universities, which are educational institutions, their use of social media needs 
should differ from other organizations offering products and services. It should be closer to the 
non-profit trademark (Peruta & Shields, 2017). However, the reality is distorted, as universities 
feel obliged to promote and advertise their services as any other business due to digitalization 
(Maresova, Hruska & Kuca, 2020). On top of that, society values the universities' efforts to 
understand their stakeholders' needs and adaption to meet them. In other words, those 
universities that fulfill those needs have a competitive advantage. Teh et al. (2011) conclude 
that the sector with increasing competition and pressure among universities does not make it 
suitable to use social media as a non-profit organization. 
 
Even though much research has been done about university communications on social media 
platforms, there are still some gaps in the literature. For example, Veletsianos et al. (2017) 
argue that there is a lack of studies analyzing user engagement in the high education social 
media context. Moreover, they propose investigating features that increase user engagement 
for future studies. Likewise, Peruta & Shields (2016) suggest looking into the features that 
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create more engaging interactions on Facebook. They highlight features such as the hours, days 
of the posts, and the content posted. Furthermore, Kimmons et al. (2016) mention the 
limitations of previous studies due to the sample bias, as some only included top-ranked 
universities in their studies.  
 
Our research fills the current gap in the literature as it contributes to the user engagement in 
social media literacy in higher education institutions by exploring user engagement and the 
features that contribute to it. Besides, it broadens the sample used, combining all types of 
universities (high, middle, and middle-low ranked) to overcome the popularity bias. 
 

2.2.2. Science Communication 

Universities use social media to engage in science debates and communicate about research. 
This links to the topic of science communication. Burns, O'Connor & Stocklmayer (2003, p. 
191) define science communication as "the use of appropriate skills, media, activities, and 
dialogue to produce one or more of the following personal responses to science. "  
 
Science communication plays a crucial role in higher education. It strengthens the universties 
reputation, and as a result, attracts students and scientist to their institutions. Therefore, 
universities are expanding their workforce to include individuals that exclusively focus on 
science communication matters (Trench, 2017).  
Trench (2012) explains the duality of science communication for higher education institutions. 
On one side, it is essential for these powerful entities. They are entitled to transmit wisdom, 
reach different collectives, and actively engage in science-related discussions. However, on the 
other side, scientific communication is a susceptible concept for them. It can go against 
universities' conventional objectives and limitations, causing detriment. 
 
Studies show that social media use can give institutions some advantages. Olvera-Lobo & 
López-Pérez's (2014) results show that universities use social media platforms to promote 
scientific communication. In particular, Davis (2014) exposes that Universities' ambitions to 
participate in promoting science communication include recruiting, strengthening their 
reputation, and improving the overall satisfaction of stakeholders. 
Besides, researchers also use social media in a comparable way. They want to reach more users 
and give exposure to recently published studies. In addition, they also want to inspire younger 
generations to study or get involved in science disciplines (Burns, O'Connor & Stocklmayer, 
2003).   
 
Conversely, Gruzd, Staves & Wilk (2012) highlight that one of the major benefits for 
researchers of joining social media is the capacity to form new connections with peers. In 
particular, junior researchers also use these networks to enhance their professional image. 
Moreover, Collins & Hide (2010) mention that a positive correlation exists between the active 
use of social networks for professional use and the support from their surroundings, including 
institutional entities. 
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Nevertheless, social media platforms can harm scientific communication (Fox et al., 2021). 
The reason lies in that anyone can post content online and get massive attention, but it does not 
mean it is reliable. In other words, users can spread misinformation to their audience without 
knowledge or background in the field, or even without any proof. 
Also, social media posts are static, while scientific knowledge is constantly evolving. For 
example, new research providing some evidence can be disproved later, while users can still 
spread outdated information.  
Moreover, social media publications can cause oversaturation of the users. In short, it can be a 
challenging process for the user to critically filter out the relevant information from the large 
amounts of posts. 
 
Furthermore, we can highlight a gap in the science communication literature among the 
published studies. For example, Hwong et al. (2017) mention a lack of studies about social 
media in science communication. Similarly, Fox et al. (2021, p.1630) explain that more studies 
in science communication with social media platforms are required:  
 

Research is needed on these new forms of digital media. Although some platforms may 
be very popular, it is not yet known whether they are effective strategies for knowledge 
translation, which platforms are most effective, or even how we should evaluate 
outcomes related to these new approaches for scientific communication.  

 
2.2.3. Twitter and Communities 

Many studies have been carried out about Twitter in different domains. From analyzing fake 
news during the 2016 presidential elections in the US (Grinberg et al., 2019) to using Twitter 
for detecting real-time events using individuals as sensors (Zhao et al., 2011). Including studies 
on illness, symptom detection, and how individuals use medication (Paul, & Dredze, 2021), 
recognizing and analyzing academics on Twitter (Ke, Ahn, and Sugimoto, 2017), and using 
Twitter to improve learning Marketing in an educational setting (Lowe & Laffey, 2011). 
 
Likewise, Twitter is an essential social media that the science community uses because it is 
global, practical, and cost-effective advantages, and in addition, it updates information in real-
time. Therefore, it is one of the more suitable platfoms for researchers to communicate their 
studies (Veletsianos, 2011).  
Researchers, as well as journal accounts, post their publications, tweeting forthcoming events 
with the objective to expose the content broadly to a larger audience and promote scientific 
research. They even use social media platforms to advocate science for younger students 
(López-Goñi & Sánchez-Angulo, 2017). In addition, scientists use this social media to 
participate in discussions, share ideas and views, and keep up with the new trends in the field 
(Ke, Ahn, and Sugimoto, 2017). Consequently, researchers use Twitter in order to divulgate 
science, and to increase and strengthen their reputation (Knight & Kaye, 2014). 

Besides promoting science and research, Twitter helps researchers create networks and 
establish communities (Mangold & Faulds, 2009). Science discourses involve communicators 
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that can form communities of different scopes and densities in social media networks. 
Communities and their underlying dynamics are essential subjects in research on social media.  

A community can be defined "as a set of people who share sociability, support, and a sense of 
identity" (Gruzd et al., 2011, p. 1295). Members inside a community use these interactions to 
learn and engage with the accounts they follow (Soukup, 2006). One step further, Burke (1974, 
p.227) established a connection between the groups and movements that individuals follow and 
their own personal identification. They identify that those people, ideas, and movements 
individuals follow are "one's ways of seeing one's reflection in the social mirror ."  
The concept of community translates into online communities in the social media setting. Baym 
& Jones (1995, p.152) define online communities as "group-specific forms of expression." 
These online communities have been the focus of many studies to understand social network 
dynamics on Twitter (Gruzd et al., 2011; Blight et al., 2017). 
 
Scientists, as well as other users, create networks on Twitter where they can exchange 
information within its communities. Dron & Anderson (2009) present a study analyzing online 
social groups. They highlight that the social ties presented in Twitter networks are unique, 
forming different networks for various individuals. They explain how the networks are formed 
by strong and weak ties meaning that the type of relationship with the different users varies. 
Likewise, Gladwell (2010) argues that this social media is mainly built from loose ties, not 
similar to our real-world network, which is mainly constructed by strong ties. 
 
De Melo Maricato and de Castro Manso (2022) analyzed the science communities in Brazil 
and found that most of the profiles are individual rather than from institutions. They also point 
out a significant untapped potential because institutional accounts have higher average rates of 
followers than individual accounts and the highest mentions in research published. Based on 
the facts, they highlight that high educational accounts have more potential for outreach and 
impact to promote and spread science content through Twitter. Thefore, universities' accounts 
can take advantage of these findings to increase their reputation.  
 
In short, while a large field of research has examined how scholars use social media platforms 
to promote their research and share publications, Veletsianos (2011) states that the number of 
studies in literacy centered on how higher education institutions use social media for research 
purposes is scant. 
 

2.2.4. User engagement  

Universities and companies use social media platforms to promote and enhance their brand 
image through relationships with stakeholders. This relationship is a form of user engagement. 
More precisely, Attfield et al. (2011, p. 2) define user engagement as "the emotional, cognitive 
and behavioural connection that exists, at any point in time and possibly over time, between a 
user and a resource."  
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User engagement has been widely explored by researchers in many domains such as Artificial 
intelligence, Politics, and Marketing. For instance, DeMasi et al. (2016) present a study 
highlighting how hashtag usage affects user engagement in different settings and communities. 
The results show that hashtag usage is more efficacious in communities formed by strong ties. 
In a different setting, Hu et al. (2015) built a recommender system to suggest Twitter news 
based on user engagement. Some important factors that contribute to these predictions are 
interests, geolocalization, and network structure. Another example is Siyam, Alqaryouti & 
Abdallah (2019), which use the government's tweets to predict the civilians' engagement. They 
use some features from the tweets (day, time) to help predict this engagement. 
 
In the case of Twitter, Muñoz-Expósito, Oviedo-García & Castellanos-Verdugo (2017) review 
metrics for customer engagement. According to their study, the most used type of engagement 
metrics are likes, retweets, and replies. Besides, they expose the importance of designing an 
engagement strategy using the right metrics accordingly. 
Other prior investigations found that question marks are valuable predictors of engagement as 
they invite or call to answer the post in the science social media domain (Hwong et al., 2017). 
Similarly, Suh et al. (2010) came across that external links mentioned in the tweet and hashtags 
increase the chance of being retweeted. Besides, the use of hashtags also helps the formation 
of communities based on a common interest (Su et al., 2017). 
  
Consequently, these metrics contribute to strengthening and maintaining the relationship with 
the users. In particular, the present study has some foundations based on a previous study (Dai 
& Wang, 2021). Their study context covers social media posts, particularly Weibo, from three 
Telecommunication state-owned companies in China.  
They predict the type of engagement (like, share, and comment) based on human and machine-
extracted features. Human features are selected variables that contain information from the 
posts, such as if the post was published at the weekends or if the post contains question marks, 
while machine-extracted features represent the transformations and vectorizations of the post 
using a bag of words and neural networks. In order to predict the outcome, they use three 
machine learning (ML) algorithms (Logistic Regression, Random Forest, and LightGBM 
classifiers) and a deep learning model (neural networks using the BERT model). Their results 
confirm that the use of human and machine-extracted features improves the prediction of the 
most probable type of engagement. 
 
In a similar way, the present study incorporates elements from Dai & Wang's (2021) research 
in a different context,  higher education in the science and research domain.  
As shown above, many studies provide insights into how universities use their social media to 
engage with students for branding and recruiting, as well as how scientists use their Twitter 
accounts to promote their research and connect with their audience. However, literacy about 
how universities use social media for research intentions and which platforms contribute the 
translation of knowledge in the science communication domain is not yet explored. 
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2.3. Research question 
Based on the previous discussion, the following key concepts are an existing research gap on 
social media platforms in science communication and how high educational institutions use 
social media in the scientific research field. Therefore the selected research questions are two: 
Is it possible to predict the type of user engagement based on posts published in their Twitter 
feeds? What are the features that contribute to predicting this engagement type?  
 
Predicting the type of user engagement can help universities provide a clear overview of the 
most probable form of engagement, give more context, and help them shape their publications 
according to their objectives, such as increasing visibility or encouraging user interaction. 
Besides, the study aims to provide insights into the features contributing to this prediction. 
Those features also provide understanding for practitioners on what features affect the type of 
engagement.  
 
In order to predict the type of user engagement (like, retweet or reply) from ten official 
university accounts, machine learning (ML) algorithms and deep learning algorithm with 
neural networks are used. 
 
Therefore, the study implications include practical applications for higher educational 
institutions and research implications for contributing to university social media use in the 
science and research context literature. 
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3. Data & Methods 
In order to predict user engagement, we use the Twitter API to collect the tweets from the ten 
accounts from different universities. Our motivation to collect the data from the API using 
different accounts is due to a lack of data volume from the initial data provided by the Utrecht 
Science Faculty Department. Also, including other higher education institutions to provide a 
general overview of other universities. 
The data extracted from the API is saved in four separated CSV files: the tweets, replies, the 
users, and the attachments (media content). Table 7.1 presents an overview of the datasets and 
variables used. The datasets are combined to obtain the final dataset that includes all the 
accounts. 

 
Table 3.1.  Distribution of tweets per account 

The accounts selected are in Table 3.1.The choice to select those universities is based on two 
criteria: they are included in the Shanghai Academic Research Ranking and have an official 
active Twitter account (Shanghai Ranking, 2021). 
For the first criteria, a selection of these universities is based on the ranking performance to get 
three separate groups: high, middle, and middle-low performance universities. Using this 
criterion, we avoid only studying elite institutions because the result could be biased due to the 
popularity of high-performance institutions. 
 
For the second criterion, universities with an official Twitter account actively used were 
selected. By actively use of the account, the measure decided is a minimum threshold of 10.000 
tweets per account. In other words, all selected accounts have more tweets than the selected 
threshold except for the Utrecht Faculty of Science (@UUBeta) account, which only contains 
around 3,4K tweets. Also, apart from @UUBeta, all accounts chosen are the official university 
accounts. Official accounts provide more visibility and outreach, as they tend to have more 
significant amounts of tweets and followers than secondary accounts from the universities 
(faculty departments). 
 
Using these accounts, the study aims to predict the most probable type of engagement. In order 
to predict this metric, we gathered all the available tweets from the ten mentioned accounts. In 
total, we collected 204.181 tweets from different accounts, see Table 3.1. The sample includes 
tweets from March 26, 2006, until the day the data was collected, May 20, 2020. 
 



 16 

In order to categorize these accounts, the 2021 Shanghai Academic Ranking is used. The main 
criteria to divide and cluster these accounts are academic performance, the total score, and the 
alumni score into three main groups: high-performance universities (HU), middle-performance 
universities (MU), and middle-low performance universities (LU). The first cluster 
includes 85.475 tweets, the second 77.296 tweets, and the last 41.410 tweets, as presented 
in Table 3.2.  
 

 
Table 3.2.  Clustered accounts according to the 2021 Shanghai Academic Ranking 

All selected universities are based in the US except University Utrecht. US universities are 
sampled for their reputation and visibility in global rankings. The language selected is English, 
which, according to Haustein et al. (2018), is the predominant language in social media science 
posts. In addition, technical considerations related to Natural Language Processing of English 
texts also played a role.  
Therefore, the study only considers English tweets (see in Table 3.3) and limits the outreach 
of local communities that post in other languages. Another limitation in the data collection 
process is the metrics available to extract from the API. Promoted tweets, other engagement 
metrics, and direct messages can not be collected using the Twitter Academic Developer 
account. 

 
Table 3.3.  Number of English tweets per account 

In brief, this section exposes the data wrangling process and methods used to prepare the data 
for the analysis, the results from the data exploration phase, the methods used for the analysis, 
the translation of the research question into a data science question, and the ethical and legal 
considerations of the data. 
 
In order to conduct the research, we follow the Figure 1.  Analysis Overviewworkflow. 

 
Figure 1.  Analysis Overview 
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After selecting the English tweets, we do an exploratory analysis of the data that consists of 
topic clustering and network analysis. The exploratory analysis aims to understand the data 
better and give a better context to our research. 
Subsequently, we process the data for the analysis and use the multi-class models to classify 
the tweets. We use three ML algorithms (Logistic Regression, Random Forest, and LightGBM) 
and multimodal transformers using BERT model. 
 

3.1.  Exploratory analysis  

3.1.1. Data preparation and methods 
In the exploratory phase (see in Figure 2), we do a topic clustering to select the tweets clustered 
as science or research content-related, and a network analysis with the retweets and replies 
from the ten universtity accounts.  

 
Figure 2.  Exploratory Analysis Overview 

Topic Clustering 
Topic clustering is the process of dividing the data into groups according to the topics they 
contain after preprocessing the texts. In order to prepare the data, we do a preprocessing step 
using the NTLK library for text mining. Preprocessing helps to clean the data for better 
performance of the subsequent algorithms and techniques. In our case, we remove all the 
tweets' mentions, hashtags, links, and emoticons. We also filter out all the digits and symbols 
that are not alphabetic characters and the retweet heading from the tweet (RT). Apart from all 
extracting mentioned above, we lowercase and tokenize to group the different representations 
of the same word in different genres or verbs in a distinct tense. Finally, we additionally pull 
out stopwords. To clean the text correctly to extract meaningful topics, we add personalized 
stopwords (see in Table 7.3) to the premade list (months, everyday verbs, nouns that do not 
make any meaningful contribution, and specific words containing the universities name or 
abbreviations). 
 
In order to get the topics of the tweets and classify them, we use the K-Means algorithm.  
K-Means is a commonly used method in various domains such as science, healthcare, and 
finance (Shukla & Naganna, 2014). K-Means is an unsupervised clustering algorithm that 
forms non-overlapping groups by partitioning the data based on their characteristics. The 
number of clusters is determined through the k parameter. K determines the number of 
centroids and the centers of each cluster. The algorithm recalculates the centroids to minimize 
the distance between the cluster points and the centroid (Rejito, Atthariq & Abdullah, 2021; 
2.3. Clustering, n.d.).  
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We select K-Means method because it is simple, scalable for large datasets, and generalizes 
correctly for clusters with different forms (k-Means Advantages and Disadvantages| Clustering 
in Machine Learning| Google Developers, 2021).  
Although, one of the main limitations that this clustering method presents is the selection of 
the number of clusters. Many studies have pointed out how demanding it is to determine the 
ideal number for this parameter (Abbas, 2008). In order to address it, we use the knee detection 
method. 
 
We use K-Means algorithm to discover the patterns and commonalities of our data. In order to 
cluster to get the topics, we first use Weighting Term Frequency Inverse Document Frequency 
(Tf-Idf) Vectorizer to process and transform the data.  
TF-Idf is a method used to check for the connection between the different documents and the 
terms in each document. It weights the terms depending on the frequency of occurrence in the 
different documents, giving more value to uncommon words and less to ordinary ones. The 
method includes the term frequency, how many times a word appears in a single document, 
while inverse document frequency, the frequency of the term through the different documents 
(Rejito, Atthariq & Abdullah, 2021). 
 
Our aim of using Tf-Idf is to filter or weigh the uncommonly used words across the documents 
to find the topics. Using the Tf-Idf, we can create the corpus from the cleaned tweets, vectorize 
it to make it interpretable for the algorithm, and normalize it for better results. The minimum 
number of words selected is two, and the maximum document frequency is 38 - 40%. Selecting 
a lower maximum, we ensure that we get the most distinctive and relevant words in the 
documents to cluster them into the topics. 
 
In order to obtain the optimal number of clusters for K-Means, we use the knee or kneedle 
method (Satopaa et al., 2011). It is a commonly used method that locates the optimal number 
of clusters. This number of optimal clusters is selected as the k parameter in K-Means. 
 
Finally, to plot the result, we use the Principal Component Analysis (PCA) algorithm, a method 
used for dimensionality reduction. We use it to plot the clusters in two dimensions. Based on 
the most significant words in each cluster, we manually review the number of clusters obtained, 
regroup them into larger groups, and label them according to the theme. Then, each tweet is 
classified into the selected clusters based on the words it contains. This process is iterated for 
the three university groups (high, middle, and middle-low). The review and assessment of the 
clusters is done by the author of the study and two extra individuals, non-experts in the data 
science field. Both revisions are combined to form the regrouped clusters. 
 
From the obtained topic clusters, we choose to focus our research on the associated branch of 
science-related knowledge, and so do their posts. Due to our purpose being to examine the 
scientific research content in universities' social media accounts, we only zoom in on the 
clusters in which the topic is related to the scientific research domain. In order words, we will 
proceed with the analysis with those tweets clustered in areas of scientific study. 
 



 19 

Hence, the network analysis is based on the science and research group selected from the topic 
clustering. We present two networks: retweets and replies. These networks help us to 
understand the network's structure. Besides, the purpose is to explore from the selected tweets 
how these accounts communicate and what kind of account they interact with in science 
research. 
 
Network analysis 
As previously stated, we filter out all the obtained clusters except the science or research-
related ones. For the network analysis, we use the R library network. It is designed for network 
analysis tasks. We use this library to plot two directed graphs: retweets and replies.  
 
For each university account cluster (HU, MU, and LU), we do the following process: 
To create the retweet network, we use two criteria: filtering tweets that contain the retweet 
header in the tweet (RT @acount) or filtering the referenced tweets that contain referenced type 
"retweeted". Both selections are combined after checking for duplicates. In order to extract the 
nodes and edges for the network, we set the user_name account as a source (the user that has 
retweeted the tweet) and the mentioned or referenced account (the original creator of the tweet) 
as the target. These edge tables (one for each university cluster) contain all the retweet 
interactions, the university cluster (HU, MU, and LU), and the frequency of retweets to these 
accounts.  
We combine all the source and target accounts from the edge list to obtain the node table and 
remove the duplicates. In Table 7.4 and Table 7.5, we present node and edge table examples. 
 
The second network contains the replies. The replies are answers to a previously published 
tweet. To create the replies network, we apply one criterion: filtering the referenced tweets that 
contain referenced type "replied_to". If the tweets are replies, we extract them from the replies 
tweets dataset to get the target from the tweet. To obtain the user's screen name, we merge the 
users and replies table (includes all the replies with the user names and the tweet id) with the 
tweets table. We set the user_name account as a source (the user that has replied to the tweet) 
and the referenced account (the creator of the tweet that has been replied) as the target. The 
node and edge tables have the same structure as the retweet tables. 
 
By selecting retweeted and replied tweets, we can explore what selected accounts reply to or 
retweet and their frequency of interaction.  
Using the replies, we can detect those users that probably mentioned the official university 
accounts and got a response from the universities. Or to which account do these universities 
reply. We can examine if these accounts are using this social media to only broadcast 
information or if they are trying to interact with their audiences by providing direct responses. 
Also, we can check what type of account they reply to, such as institutional or personal 
accounts. While using the retweets, we can identify which accounts the university decides to 
repost and indirectly associate with themselves.  
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In summary, exploring the networks of retweets and replies aims to context our research and 
understand level of interaction with the audience and how often these accounts engage with 
other users. 
 

3.1.2. Selected data exploration results 

This section provides the results of the exploratory analysis, which includes the topic clustering 
and network analysis. 
 
Topic clustering  
We perform topic clustering for the groups created: high, middle, and middle-low university 
accounts (HU, MU, and LU). Using the knee method to find the optimal number of clusters, 
we find that the suitable number of clusters is eight for HU, nine for MU, and ten for LU. 
In Table 7.7, we present a summary table of the topic clustering and the selected labels, and in 
Figure 12, Figure 13, and Figure 14, we show the knee detection graph for each cluster. 
 
 

To look closer into each university cluster, the first group (HU) includes three top-ranked 
universities: Harvard, Stanford, and MIT. In order to assess and reorganize the clusters, we plot 
the most influential words from each cluster. See some of the relevant words in each cluster in 
Table 7.6. Some of the clusters found are similar, so we reduce the initial clusters to four. The 
main topics included are science/research, university events, campus life, and technology.  
Science and research contain terminology related to science, labs, and science research. At the 
same time, university events cover common words for graduation programs, ceremonies, and 
celebrations.  
Campus life exposes terms more familiar with the day-to-day life of the students from the 
university, including programs, lectures, and related words for learning. The technology topic 
is a fuzzy cluster that includes a range of words connected to technologies. 

 
Table 3.4.  Distribution of tweets per clusters 

The cluster we analyze is the science/research one presented in Table 3.4, which aligns with 
our objectives and purpose. This cluster contains 13.318 tweets.  
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The second group (MU) includes three middle-ranked universities: Utrecht University and the 
Science Faculty, Michigan, and Arizona State Universities. Although the optimal number 
selected is nine, we review the clusters and group them. The final number of clusters is five. 
Among the different topics, we can highlight similar topics to the other HU institutions, such 
as university life, science and research, and university events. 
The most specific topics we find are the university community and sports games. In the 
university community, we find a sense of belonging associated with positive emotions and a 
knitted cultural group. At the same time, the sports game topics include the university's pets 
and several sports. This group contains 1.495 tweets selected for science/research context. 
 
The last group (LU) includes three middle-low ranked universities: Oregon and Kansas State 
Universities and City College of NY. In this particular cluster, we obtain ten topics as the ideal 
k. After checking the clusters, we reduce them to six groups. Again, some of these topics are 
comparable to the other groups (HU and MU). For instance, the university community, student 
research, and university life. In this case, we find two distinct topics: social media and 
university programs. The first includes social networks and their usage in the university 
promotion life topics. On the contrary, university programs include various disciplines that 
universities offer to students. We select the related research/science one from these six clusters 
incorporating 945 tweets. 
 
Science / Research Topic 

We present below three different word clouds containing some of the words clustered as 
science or research domain. We can spot a wide variety of related words; some of them are 
common in all distinctive clusters. 
 
One of the limitations of using the topic clustering for the tweets is that we drastically reduce 
the volume of data for the analysis phase. As presented in Table 3.4, for the MU and LU 
university clusters, the number of tweets related to the science and research domain is lower 
compared to the HU universities. 
 

 
Figure 3. Science / Research clusters wordclouds 
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Network Analysis1 
After selecting the scienfic cluster, we plot two separate networks for better knowledge of the 
data. We present a network for retweets and an additional one for replies.  
Using the retweets network2, we can briefly observe which ones are the accounts that they 
choose to get implicated. We use different node colors for the different groups (high, middle, 
and middle-low universities). Besides, we can see the labels indicate the node account and the 
degree of centrality each node has according to the size. The degree of centrality is calculated 
based on the total amount of links connected to the node. 
The network structure is a scale-free network. We can spot that the universities' accounts are 
large hubs connected to different accounts. While High Ranked Universities and Michigan 
State Universities are connected, the rest of the universities have their own retweet clusters, 
forming individual components and not interacting with any other account from the present 
study. Therefore, we can see seven components in the network. Besides, HU cluster form a 
community as they are connected to each other. 
 

 
Figure 4.  Retweet Network 

HU contain a more significant amount of retweets than smaller ones (MU and LU). As we can 
spot in the Figure 4.  Retweet Network1, some of the retweeted accounts are secondary 
accounts of the universities, such as @StanfordHealth, @CCNYLibraries, or @KStateAbroad. 
They also engage with other representative accounts such as @Kennedy_School, 
@WorldBank, or @openculture. In the center of the retweets graph (Figure 4), we can observe 

 
1 Due to the interpretability of the graph, the frequency of interaction is not present in the graphs. 
2 In the 7.2 Attachments, it is provided the full-size page of Figure 4 the retweet network, for better 
interpretability. 
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an interaction between some shared accounts. For instance, Stanford and MIT retweet content 
posted by @WIRED and @NobelPrize. @WIRED is a science/technology account where they 
post articles from realized studies. In contrast, @NobelPrize is the official account for the 
Nobel prize awards, where they post new updates and informative content. 
Besides, Harvard and MIT retweet tweets from the same accounts such as @BostInnovation, 
and @BillGates. Bost Innovation is an old account from @BostInno, a company that gives 
visibility to local startups, technology, and innovation (BostInno [@BostInno], n.d). On the 
contrary, Bill Gates is a known software engineer and entrepreneur renowned for creating 
Microsoft company.  
Lastly, it is interesting to highlight the retweet connection between Harvard, MIT, Stanford, 
and Michigan State University with the @AAUniverstities account. The American Association 
of Universities is the official account for an organization formed by 65 research higher 
institutions with a common aim for research innovation (AAU [@AAUniversities], n.d). This 
retweet network helps to context the universities' social networks in the science/research topics.  
 
Meanwhile, the replies network only contains nine individual components not connected to 
each other. The node size also represents the degree of centrality of the nodes. The network 
structure is also a free-scale network formed by individual components. 

 
Figure 5.  Replies Network 

Besides, in the reply Network (Figure 5), we can observe which accounts interact more with 
the users except for Utrecht Faculty of Science, that does not appear in the graph. We can spot 
that while most of the top universities (HU) do not have many replies to other users, MU and 
LU like Arizona State or Oregon State Universities are encouraging more interaction and, 
therefore, a two-way communications instead of only broadcasting information. We can spot 
that mainly these users that these official accounts replies are mainly individual accounts rather 
than institutions, except MIT, which mainly replies to secondary accounts. These interactions 
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can be from students or individuals requesting information from the higher institution. Some 
examples are provided in section  7.2.1.Tweets Examples. 
  
The main insights from the exploratory analysis are visualizing the free-scale network 
structures formed in both cases by individual components and in the retweet network also by 
different components' interaction. The retweet network offers interaction between accounts, 
and the main retweeted accounts are related to secondary accounts from the universities or 
relevant institutions or public figures related to the research and science university domain. In 
contrast, the reply network contains more replies from MU and LU than the HU ones. The 
replied accounts are mainly secondary accounts from the institution or Twitter personal 
accounts. 
In brief, we can spot that the retweet network contains more interactions than the replies. It can 
be due to it being a more straightforward form of interaction or can also be due to the data 
sampling chosen. We need to acknowledge that both networks are used for qualitative analysis 
with the purpose of giving more context to the study. The science/research context restricts the 
samples used for both networks. Consequently, the rt network includes approximately 2.400 
tweets and the replies network 275 tweets. 
 

3.2. Data Analysis 

3.2.1. Data Preparation and Methods 

After the exploratory phase, we proceed to process the data for analysis (Figure 6).  

 
Figure 6.  Analysis Overview 

The analysis aims to predict the type of engagement (like, retweet, or reply) for each university 
cluster (HU, MU, and LU) using the post from Twitter. Also, to find what are the features that 
contribute to the prediction, we use two types of features: human-selected and large-
dimensional features that we obtain from the texts of the tweets (machine-extracted features). 
The features and methods used are based on a previous study (Dai & Wang, 2021) that 
incorporates human and machine-extracted features from three Chinese telecom state-owned 
companies' posts on Weibo. The present research is based on some of the foundations in the 
previous research. 
We can divide the analysis into two parts: creation, and process of the features, and training of 
the models. 
In the first part, the main overview of the analysis is to create the human features, use statistical 
tests to check the dependence with the outcome variable (type of engagement), create the 
machine-extracted features, and combine the two types of features (human and machine-
extracted). We combined both types of features based on the Dai & Wang's (2021) results, 
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where they state that combining the features increase the accuracy of the prediction (type of 
engagement).  
In the second part, we train four selected models (Logistic Regression, Random Forest, 
LightGBM, and multimodal transformers using BERT) to classify the tweets into the most 
probable type of engagement. In order to train the classifiers using supervised methods, we 
need first to label the dataset. 
 
Human Selected Features 

We select thirty-six human variables that contain information about the tweet content, the 
account, or the interaction of the tweet. The human-selected features are mainly binary/ dummy 
variables, except for the length variable, which is a numeric variable containing the tweet's 
length.  
In order to create them, we check for duplicate tweets and the types of the variables, and we 
add the tweet's length as a new variable. We process the text, delete emojis, URLs, mentions, 
hashtags, and stopwords, tokenize the words, and create the potential predictor variables. These 
thirty-six selected variables are presented in Table 3.5. Most of the main human-selected 
variables used are based on the Dai & Wang's (2021) study, such as if it contains question 
marks, hashtags, or the time of the day. Others are created for our research, such as if the 
content is broadcasted or the universities' accounts. 
 
After preparing the dummy variables, we use the higher type of engagement as the label for 
supervised ML algorithms. It is a multi-class classification problem where the predicted classes 
are like, retweet or reply. If the tweet selected has no engagement (zero likes, retweets, or 
replies), we discard it, as we are interested in predicting the engagement. Table 3.5 contains 
the label distribution of the sample. 

 
Table 3.5.1.3.6  Distribution of classes in the sample 

Subsequently, we use Chi-Square and ANOVA tests to check the statistical dependence 
between the variables.  
Chi-Square Test is a statistical test used to examine if there is any correlation between two 
binary variables. It uses the null hypothesis to check if the variables are independent (we fail 
to reject the null hypothesis) or dependent (we reject the null hypothesis). Similarly, ANOVA 
(Analysis of Variance) to test the correlation between two variables that are not categorical 
(numeric). After, obtaining all the selected human features, we process the large-dimensional 
features that we obtain from the texts of the tweets. 
 
Machine-extracted features 

Machine-extracted features are large-dimensional features that we obtain from the texts of the 
tweets. The machine-extracted features are created differently for the ML classifiers and the 
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network analysis model. We use a bag of words for the ML classifiers to create a representative 
matrix that contains all the words in the corpus. The minimum term frequency selected is five. 
Once we obtain the matrix, we combine it with the human features to obtain the final 
representation for training the ML models. 
Alternatively, we use multimodal transformers for the neural networks that use BERT to 
process the text features. These multimodal transformers combine all features (text, categorical 
and numerical) to train the model for the classification task. 
 
Machine Learning and Deep Learning Models 

The models selected for ML classifiers are Logistic Regression (LR), Random Forest (RF), and 
LightGBM (LGBM). LR is a statistical method conventionally used in statistics, ML, and data 
science. It is more commonly used as a binary classifier than a multiclass classifier. However, 
we find some studies that use them for classifying categorical data, such as Dai & Wang (2021) 
and Pranckevicius & Marcinkevicius (2016).  
RF is a randomized decision tree algorithm (1.11. Ensemble methods, 2022). The decision tree 
model is based on the concept of the wisdom of crowds (Yiu, 2019). The idea behind it is that 
multiple individual trees combined perform better than a single one.  
Light Gradient Boosting Framework is also a decision tree algorithm based on the wisdom of 
crowds (Welcome to LightGBM’s Documentation!- LightGBM 3.3.2.99 Documentation, 2022). 
Remarkably, the advantages of this method for our case are rapid training speed and superior 
accuracy. 
 
Whereas for the deep learning model (neural network), we use multimodal transformers 
(Figure 7). The multimodal-transformers is a toolkit that allows choosing between different 
pre-trained transformers for the text features. Then, it combines all features (text, categorical 
and numerical) using neural networks to perform the selected task (Gu, n.d.). It "integrates well 
with Hugging Face's existing API, such as tokenization and the model hub, which allows easy 
download of different pre-trained models" (Gu & Budhkar, 2021, p.69). Between the available 
pre-trained models, it includes the BERT model.  

 
Figure 7. Multimodal Toolkit Structure3 

 
3 Adapted from Gu & Budhkar (2021) 
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Bidirectional Encoder Representations from Transformers (BERT) model is a pre-trained 
model used for NLP (Cosimo, 2022). In our case, we use it as a multi-nomial classifier. We 
use the transformer pre-trained model to transform the tweet's text into high-dimensional 
vectors. These high-dimensional vectors contribute to predicting the type of engagement. 

For the model training, we split the data into training (70%), validation (15%), and testing 
(15%) before building the models. For the first three classifiers, we knit together the human 
and large dimension features, whereas, for the multimodal transformers, we introduce them 
separately. Overall, we proceed with the analysis repeatedly for our university clusters (HU, 
MU, and LU) to find the differences and similarities among groups. 
 

3.3. Translation of the research question to a data science question 

Based on the research gap provided in the literature review, the present study focuses on the 
social media platforms in science communication and how high educational institutions use 
social media in the scientific research field context. Therefore, the research question of our 
study focuses on two main points: Is it possible to predict the type of user engagement based 
on posts published in their Twitter feeds? What are the features that contribute to predicting 
this engagement type? 
 
As a result, the translation of the research questions into a data science question is the 
following. First, can ML and deep learning algorithms (neural networks) be used to predict 
tweets that include science research content? The data from the science-research clustered is 
divided by the most probable type of engagement: retweets, likes, or replies. After, three ML 
classifiers are trained: LR, RF, and LGBM. Furthermore, a pre-trained multimodal transformer 
that integrates fine-tuned BERT is trained. The metrics used to assess these predictions are 
accuracy, precision, recall, and f1-score. 

In the second place, what are the features that correlate with the outcome of the prediction? In 
order to get these features, human-selected and machine features from the tweet's text are used. 

In the third place, a comparison of the different university clustered accounts (HU, MU, and 
LU) is provided, which includes an exploratory analysis and the prediction results to interpret 
the research outcome. In particular, we use topic clustering, network analysis, and the results 
showing the similarities and dissimilarities. 
 

3.4. Ethical and legal considerations of the data 

We used the Twitter API to collect the data from the ten universities. This data includes all 
published tweets in their feeds and other practical information to be analyzed, such as the day 
and time of the publication creation, the engagement metrics or the retweets, and their replies 
from their feeds.  
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It is widely extended to use this Twitter data for research end. However, using this data for 
research purposes has some ethical considerations. As Williams, Burnap & Sloan (2017) state 
in their study, every one of us accepts the terms and conditions before creating a Twitter 
account. When we accept these conditions, we are also giving away all of our personal 
information published in our account to anyone with access to a Twitter developer account. Or 
an internet connection (Ahmed, Bath & Demartini, 2017). This issue raises an ethical concern 
as users are unaware that external parties use their data for different purposes (research, market 
segmentation). According to their research (Williams, Burnap & Sloan, 2017), 80% of the 
individuals that participated in their survey expressed that they thought the platform would ask 
for their consent in case someone used their data. Whereas 90% of them supposed their data 
would be used anonymously. This fact reflects a lack of knowledge from users on how their 
data is being treated and by whom.  
Although, asking for informed consent is indeed challenging for researchers to request from 
every user due to the large amounts of data used (Ahmed, 2017). 
 
Besides, we ensure ethical handling of the data as the data is anonymized, demographic data is 
not included, and the data is used to provide aggregate results, not a qualitative analysis, except 
in the exploratory phase of the analysis.  

The only information we post without anonymity is the screen name of the mentioned user 
accounts and public tweets to give some examples in the exploratory phase to add more 
understanding of the data. This information is used in the exploratory analysis to give context 
to the data and show how universities communicate through Twitter. In other words, it is used 
to get a better understanding of how university accounts provide information and to whom, as 
well as to compare and contrast how the different types of universities (according to academic 
performance) use their Twitter accounts. 

Lastly, we do not manipulate or alter the tweets to follow Twitter’s User Development Policy 
as it states to publish the tweets without changing them. We only use preprocessing techniques 
to prepare the text for the algorithms, but these tweets are not explicitly used to be quoted or 
mentioned in the analysis. 
 
4. Results 

4.1. Selected analysis results 

Human Explanatory Variables 

After the data analysis, from the thirty-six created explanatory variables, we check which ones 
correlate with the type of engagement for each university cluster: High Ranked Universities 
(HU), Middle Ranked Universities (MU), and Middle-Low Ranked Universities (LU). The 
complete description table of the explanatory variables can be found in Table 7.2.  
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After the statistical tests4 and checking the variables that correlate with the type of engagement, 
the results show which dependent variables help to contribute to the type of engagement 
prediction for each university cluster (HU, MU, and LU). See Table 7.8.  Selected Explanatory 
variables for the complete table that contains all the dependent variables. 
 
The first group (HU) includes a total of nineteen out of thirty-six explanatory variables. 
Similarly, the second group (MU) includes twenty explanatory variables for predicting the type 
of most probable engagement. The last set (LU) includes the lowest number of predictor 
variables for the prediction, with fourteen. 
 
Figure 8 shows the percentages of use of the explanatory variables. Of the total amount of 
human selected variables (n = 36), nine of thirty-six (25%) are used for predicting the 
engagement type for all university clusters (HU, MU, and LU). Five variables (13,9%) 
contribute to the prediction in two out of three university clusters, sixteen variables (44,4%) 
for one university cluster, and six (16,7%) are not included in any cluster because they do not 
correlate with the target variable.  
 

 
Figure 8.  Percentage of use of Explanatory variables 

The following variables (16,7%) are not used because they do not have any dependence on the 
type of engagement for any cluster (HU, MU, and LU). This group includes has_emoji, 
has_underlines, user_is_uniutrecht, is_morning, is_wednesday, and is_thursday. 
 
Alternatively, it is relevant to highlight that some of these selected variables contribute to 
predicting the three university clusters (HU, MU, and LU). This group (25%) includes the 
features: has_hashtag, is_retweet, has_link, has_exclamation_mark, is_reply, has_images, 
is_afternoon, and length.  
 
The rest of the variables are explained by university clusters: 
For the High Ranked Universities (HU), other features that help to predict the type of 
engagement are the accounts variables for user_is_stanford, user_is_harvard, and user_is_mit. 
For the tweets' content has_mention, has_question_mark, and broadcast_content. Moreover, 
including attributes attached such as has_gif or has_video features, or if the tweet was 

 
4 Chi-Square and ANOVA tests measure the relation between the variables using p-value. 
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published was related to is_night or is_monday. See the full results of the statistical test in 
Table 7.9 and Table 7.10. 
 
For the Middle Ranked Universities (MU), more temporal features contribute to the prediction, 
such as is_tueday, is_saturday, is_sunday, is_weekend, and is_night. Other attributes related to 
the tweet's content and the attached media also contribute to predicting the type of interaction, 
such as has_video, has_mention, has_question_mark,  and broadcast_content. For the accounts 
variables, user_is_uubeta, user_is_asu, and user_is_michiganstateu are correlated with the 
prediction of the type of engagement. Notably, user_is_uniutrecht does not correlate with the 
interaction type prediction. It is an independent variable as the p-value is 2,958E-01 for the 
Chi-Square test. See the results of the statistical test in Table 7.11 and Table 7.12. 
 
Lastly, for Middle-Low Ranked Universities (LU), the temporal content almost does not 
correlate with the prediction except for is_thursday. From the different accounts, 
user_is_oregonstate, user_is_collegeny, and user_is_kstate are dependent on the type of 
interaction. Lastly, the feature has_question_mark is also related to this cluster's prediction. 
See the full results of the statistical test in Table 7.13 and Table 7.14. 
 
Classifiers Performance 

After testing the explained variables and selecting those that have a correlation with the type 
of engagement for each university cluster (HU, MU, and LU) (see Table 7.8), the trained 
models' performance is shown. These human explanatory variables, in combination with the 
machine-extracted variables5, are used to train four different models (LR, RF, LGBM, and 
multimodal transformers using BERT) for each cluster (HU, MU, and LU). See the Analysis 
Overview scheme of the process in Figure 6. 
 
In order to assess the performance of the methods, precision, recall, and f1 score metrics are 
used. In particular, average macro metrics are selected because they do not consider the 
imbalances in the dataset. All classes are equally weighted for calculating the average. On the 
contrary, weighted avg metrics are more sensible for imbalanced data because they take into 
account the relative contribution instead of the equal contribution. The Macro metrics consider 
all classes equally relevant, which is the present case. The results aim to provide an overview 
based on predicting the type of engagement where all classes (like, retweet, and reply) are 
uniformly relevant, and using weighted avg would bring misleading conclusions because the 
scores are higher than with the macro avg metrics. 

The complete results of Macro and Weighted metrics are in Table 7.15 and the confusion 
matrix in Table 7.16. The results show that macro avg metrics are more restrictive than 
weighted avg ones. Besides, the table shows a significant imbalance in one of the classes: reply. 
This inequality negatively affects the classifier's performance. In order to prevent it, some 
parameters are modified to lower the imbalance, such as selecting multinomial in the multiclass 

 
5 large-dimensional features that we obtain from the texts of the tweets 
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or balanced in the weight of classes. Moreover, HU dataset has the larger imbalance of classes, 
see the distributions in Table 3.5. Even though the imbalance is still present, the analysis and 
the data can give insights. 

  

Figure 9.  Results based on Macro Avg Precision 

According to Macro Avg Precision Metric, Figure 9 shows that the methods that work better 
for each cluster are Multimodals Transformers for the High Ranked Universities, Random 
Forest for the Middle Ranked Universities, and LightGBM for Middle-Low Ranked 
Universities. Whereas  Figure 10 shows that the best suits High Ranked Universities is 
MultiModals Transformers. For Middle Ranked Universities is LightGBM, and for the Middle-
Low Ranked Universities is Logistic Regression. 

 
Figure 10.  Results based on Macro Avg Recall 
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Figure 11.  Results based on F1 Score 

Finally, Based on Figure 11 presents that the Middle-Low Ranked Universities have the 
highest Macro F1 Score of 0.92 using the LightGBM classifier, as well as the Middle Ranked 
Universities with 0.84 scores, and for High Ranked Universities Multimodal Transformers has 
the higher score with 0.55. The last group has a more imbalanced dataset due to the sample 
used, and as a result, it is more complex for the different classifiers to train the model and get 
accurate predictions. 
 
Overall, the method that works better is Light Gradient Boosting Machine, while for more 
accentuated imbalanced classes, the multimodal transformers with BERT are more suitable.  
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5. Discussion and Conclusion  

The present study aims to predict the most probable type of engagement based on the human 
and machine-extracted features from ten universities' Twitter feeds. In particular, the study 
focuses on the science and research domain. Apart from predicting the type of interaction, the 
research aims to show what features help to predict engagement across the university clusters 
(High, Middle, and Middle-Low Ranked Universities). Moreover, the objectives include an 
overview of the similarities and differences of those features across the universities' clusters. 

The research uses four multi-class models to predict the engagement (like, retweet, or reply) of 
the clusters (HU, MU, and LU). The models are Logistic Regression, Random Forest, 
LightGBM, and multimodal transformers using BERT. 
The metrics (based on precision, recall, and f1-score) show the performance of the models for 
each cluster (HU, MU, and LU). Based on these metrics, the findings confirm that the most 
engagement type can be predicted based on human and machine-extracted features.  
Moreover, the results also show which human features correlate to this prediction for each 
university cluster. The analysis of these features includes statistical tests such as Chi-Square 
and ANOVA. 

Furthermore, the present study objectives incorporate an exploratory data analysis, including 
topic clustering and network analysis. The exploratory analysis aims to provide context to the 
data and explore how universities interact with the platform and audience.  

The results from the topic clustering show that the main clusters contain information related to 
students, university life, science/research, and the university community. Also, the topic 
clustering provides results that large volumes of tweets are focused mainly on students and not 
on the science and research field.  
 
From the obtained clusters, the last one is selected because the focus of the study is to provide 
some knowledge about how universities use social media platforms for research purposes. 
Therefore, the exploratory analysis ends by providing two network analyses based on the 
science and research cluster. It includes one network for retweets and another for replies.  
The retweet network shows how universities inside the HU cluster interact with each other, 
while MU and LU do not have that much interaction with other components. 
Also, the network shows that many accounts retweeted are mainly secondary accounts from 
the university or institutions and public figures related to the scientific field. 
 
On the contrary, the replies network shows less interaction. It presents that the accounts replied 
are mainly secondary accounts from the institution or individual Twitter accounts (such as 
individuals requesting information). Besides, this network shows that MU and LU have a more 
significant number of replied tweets than HU. In contrast, HU provides more retweets than the 
other two clusters (MU and LU).  
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These results from the exploratory analysis can also partly explain the sample used for the data 
analysis. For instance, results show that retweets are more common ways of engagement than 
replies, especially for Higher Ranked Universities. The lower number of direct interactions 
(replies) produces an imbalance in the sample used. Consequently, it reflects in the classifiers' 
performance. The findings from the data analysis show that the best model for each cluster is 
Multimodal transformers for Higher Ranked Universities, and LGBM for Middle and Middle-
Low Ranked universities. The university cluster with the worst results in the performance 
metrics is the HU cluster, and the best one is the MU cluster.  
 
Apart from the classifier's training, a selection of human variables that contribute to predicting 
the most probable type of engagement are tested. The results present the human features that 
correlate with the outcome variable using statistical tests.  
The results show that the MU is the cluster that uses more explanatory variables (twenty out of 
thirty-six) to predict the engagement type. In contrast, the LU uses less amount of variables 
(fourteen out of thirty-six), and the HU uses nineteen.  
The findings show that if the tweet includes hashtags, mentions, or it is a retweet, these are 
some examples of human features that contribute to the predictions of the type of engagement. 
The length of the tweets is also a great predictor. 

In comparison, some specific features related to the time and day of the tweets' publication 
vary across the university clusters (HU, MU, and LU). Similarly, the features related to 
accounts also differ between the universities' groups. See the complete results in Table 7.8. 

Besides, machine-extracted features combined for predictions also contribute to increasing the 
classifiers' predictions, as previous research acknowledges (Dai & Wang, 2021). These 
machine-extracted features are based on the tweet's text. In combination, both features help to 
predict the most probable type of engagement. 

In addition, the research results support existing studies based on the lack of science or research 
content from the universities' accounts, as they use mainly the platforms as a recruiting tool for 
students and less to create and engage with the science and research communities (Davis, 
2014). Moreover, it also aligned with previous studies that reflect a lack of interaction between 
these accounts and their audiences because they use these social media to broadcast content 
instead of establishing a connection with their followers (Linvill et al., 2012; Veletsianos et al., 
2017). Additionally,  lined up with De Melo Maricato & de Castro Manso (2022)  points out 
an untapped potential for universities' official accounts to promote their research as they have 
more outreach and visibility than researchers' accounts. It can help to promote scientific 
research and position the universities as thought leaders in the community.  

The present study aims to create knowledge in this area based on the research gap and 
contribute to the literacy of the universities' social media for research purposes. 
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Therefore the selected research questions are two: Is it possible to predict the type of user 
engagement based on posts published in their Twitter feeds? What are the features that 
contribute to predicting this engagement type? 

As a result, the translation of the research questions into a data science question is the 
following. Is it possible to predict the university's most probable type of engagement from the 
tweets using machine and deep learning algorithms? What are the variables that contribute to 
this prediction? 

Using ten university accounts clustered into (HU, MU, and LU), the study provides an 
exploratory analysis and a data analysis to train different models and confirm that it is possible 
to predict the type of engagement based on selected features. Those features are human-
selected features and machine-extracted features. An overview of the features that contribute 
to the prediction for each university cluster (HU, MU, and LU) is provided using a statistical 
test. As a result, the research and data science questions are answered through this study. 
 
Predicting the type of engagement contributes to creating and building networks in selected 
communities in many ways. Hashtags prediction can be used to strengthen connections using 
topics that audiences are interested in and increase the visibility of the content published. In 
comparison, replies can improve the accessibility to the institutions, which lets to customer 
satisfaction. Connected and interested users contribute to the level of influence and deepen the 
connection with the users. In addition, likes contribute as the most basic engaging metric to 
contextualize user interest. Therefore, each engagement metric leads to specific objectives that 
can be used according to the purpose. 

Even though the research provides insights, it also presents several limitations. The first 
limitation is that the study does not differentiate the type of university (public, private) in the 
analysis. A distinguishable analysis based on the universities aim and values can be included 
in future research. 

The second limitation is that specific metrics were not used because of the Twitter API 
limitations, such as if the tweet was promoted, the number of clicks a post got, or the direct 
messages between users and the official accounts. 

The third limitation is that while several universities have more than one official account that 
provides more specific content to the audiences, the study scope considers only the universities' 
official main accounts. Therefore, each university's available accounts can be incorporated into 
future studies. 

The fourth limitation of the study due to the time and scope is that the present study does not 
add the analysis of the links, images, or any other content attached to the tweet's content. It 
would be interesting to analyze all the multimedia content using convolution neuronal networks 
for future research to get attachment content. Also, the analysis of the links in the tweets to 
extract more information about the external references could be added in future research.  
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Moreover, the network analysis from the exploratory phase presents another research 
limitation. Due to Twitter API limitations, users who liked, retweeted, and replied to university 
posts could not be retrieved. The main reason is because of the volume of the dataset and the 
cap of the number of requests the limited Twitter API was able to retrieve. 

Furthermore, the research only considers tweets posted in English. Therefore, local content is 
not selected for the analysis, especially for Utrecht University and the Faculty of Science, 
which includes content in the dutch language. Extending the number of languages and 
comparing engagement behavior across languages is an aim for future studies. 

The last limitation is that the sampled use for the analysis contains a significant imbalance 
among one of the classes, affecting the classifiers' performance but still giving valuable 
insights. For future research, methods for creating synthetic data to balance the classes will be 
considered. 

On top of that, the study presents some ethical, research, and practical implications. On one 
side, the present study's ethical implications ensure that the data is used for research purposes 
to provide generally aggregated results and insights. Moreover, the information provided aligns 
with Twitter's User Development Policy. 

On the other side, the research implications help universities context and understand how they 
can write their tweets according to the objective they want to archive posting it. Universities 
aiming to increase their interaction with their audiences can use the present research to 
understand what features contribute to predicting the type of engagement and get the most 
probable engagement form based on the tweet published. Universities aiming to expand their 
social network probably will want to aim for retweet engagement. The reason is that the content 
gets published in other accounts, increasing the account's visibility and, therefore, the 
publication's exposure. Research Universities can use these implications to broadcast to larger 
audiences their studies and promote their Academic research as well as their brand awareness 
and positioning. 

In general, by using their content according to their engagement aim and assessing the factors 
contributing to this outcome, they can gain visibility in their research and studies. As a result, 
it attracts more qualified scholars and motivates students to join its community which 
consequently helps to strengthen the brand image and helps to position itself as a referent in 
the educational sector, and, overall, enhances the universities reputation. 
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7. Appendix 

 
Table 7.1.  Overview of the datasets from Twitter API used 

 
Table 7.2. Human selected variables description 
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Table 7.3. Personalized stopword list 

 
Table 7.4. Node table example      

 

Table 7.5. Edge table example 
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Table 7.6. Relevant words from the Topic Clustering 

 

 
Table 7.7. Topic Clustering Results 
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Figure 12. Knee detection line chart for Higher Ranked Universities 

 

 
Figure 13.  Knee detection line chart for Middle Ranked Universities 

 

 
Figure 14.  Knee detection line chart for Middle-Low Ranked Universities 
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7.1. Full data exploration results 

 
Table 7.8.  Selected Explanatory variables 
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Table 7.9. Chi-Square Results for High Ranked Universities 

 

 
Table 7.10.  ANOVA Results for High Ranked Universities 
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Table 7.11.  Chi-Square Results for Middle Ranked Universities 

 
Table 7.12. ANOVA Results for Middle Ranked Universities 
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Table 7.13.  Chi-Square Results for Middle-Low Ranked Universities 

 

 
Table 7.14.  ANOVA Results for Middle-Low Ranked Universities 
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Table 7.15. Complete Results of the Classifiers' Performance 

 
Table 7.16. Confusion matrix from the Classifiers Results 
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7.2.  Attachments 
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7.2.1. Tweets Examples 

 
Figure 15. Tweet from the Arizona State University 

 
Figure 16. Tweet from Utrecht University 

 
Figure 17. Tweet from Kansas State University 
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