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Abstract

Outlier detection methods are becoming increasingly more popular, for example, in the financial world to detect fraudulent transactions. In this thesis, we explore the Isolation Forest (IF) algorithm which is a data-driven anomaly detection method. This method distinguishes itself from other outlier detecting methods, because it isolates the outliers directly instead of creating a profile of the normal instances. However, there is not much theory known behind this algorithm and therefore this is explored in this thesis. Theory based on the number of random splits needed to isolate a datapoint is developed and numerically validated with the IF algorithm. Moreover, new outlier detection methods are developed by combining the original IF algorithm with the theoretical formulas of this algorithm. With these methods, the outliers in multi-dimensional datasets can be detected due to the projection they are using to transform multi-dimensional datasets into one-dimensional ones. We test these methods rigorously for multiple different datasets and that shows us very good performances of some of these new methods. Furthermore, the original IF algorithm is used for further testing of multiple components of this algorithm. For example, the impact of pruning the isolation trees and the number of trees on the performance of the algorithm are tested. Also, different scoring functions are tested in combination with this algorithm. The IF algorithm is also compared with two other outlier detection methods and shows very good results when detecting the most outlying points of multiple random datasets. Finally, a real-world financial dataset is used to test the new methods and the original IF method on. On this dataset, the Transformed IF method gives more accurate results than the original IF algorithm.
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## Nomenclature

### Abbreviations

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>CM</td>
<td>Center of Mass</td>
</tr>
<tr>
<td>DB</td>
<td>Distance-Based</td>
</tr>
<tr>
<td>FN</td>
<td>False Negative</td>
</tr>
<tr>
<td>FP</td>
<td>False Positive</td>
</tr>
<tr>
<td>IF</td>
<td>Isolation Forest</td>
</tr>
<tr>
<td>IN</td>
<td>Interior</td>
</tr>
<tr>
<td>kNN</td>
<td>(k)-nearest Neighbors</td>
</tr>
<tr>
<td>LF</td>
<td>Left Fringe</td>
</tr>
<tr>
<td>LOF</td>
<td>Local Outlier Factor</td>
</tr>
<tr>
<td>PDF</td>
<td>Probability Density Function</td>
</tr>
<tr>
<td>RF</td>
<td>Right Fringe</td>
</tr>
<tr>
<td>RS</td>
<td>Random Splits</td>
</tr>
<tr>
<td>t-SNE</td>
<td>t-distributed Stochastic Neighbor Embedding</td>
</tr>
<tr>
<td>TIF</td>
<td>Transformed Isolation Forest</td>
</tr>
<tr>
<td>TN</td>
<td>True Negative</td>
</tr>
<tr>
<td>TP</td>
<td>True Positive</td>
</tr>
</tbody>
</table>

### Notation

- \(\alpha\): Confidence coefficient
- \(\alpha_n\): Confidence coefficient after being corrected for multiple comparison tests
- \(\hat{\mu}_n\): Sample mean
- \(\hat{\sigma}_n\): Sample standard deviation
- \(\bar{x}_n\): Sample mean vector
- \(\psi\): Sub-sampling size
- \(V_n\): Sample covariance matrix
- \(\vec{r}_i\): Coordinates of datapoint \(i\)
c(n) Average path length of an isolation tree that is built with n datapoints
D Depth of a datapoint
d Number of dimensions in a dataset
$D_k$ The contour of depth $k$
$E(h(x))$ Expected path length of instance $x$
$E(RS)$ Expectation of the number of random splits needed to isolate a datapoint
$F$ Target distribution
$h(x)$ Path length of instance $x$
$k$ Number of neighbours of a datapoint
$l$ Height limit of a tree
$lrd(O)$ Local reachability density of an object $O$
$M_i$ Mahalanobis distance for a multivariate datapoint $i$
$m_i$ Mass of a datapoint $i$
n Number of observations in a dataset
$O$ Object
$p$ Split value of Isolation Forest
$P_{x_j}(RS = s)$ Probability that the datapoint $x_j$ gets isolated in $s$ random splits
$Q_i$ Feature value $i$
$s(x)$ Outlier score of instance $x$
$T$ Node of an isolation tree
$V$ Real vector space
$V_D$ Volume of a ball with center $O$ and radius $D$
$X$ Dataset
$x$ Observation/instance in a dataset
$z_q$ $q$ quintile of the $N(0, 1)$ distribution
1. Introduction

There may exist certain data patterns that have different characteristics than normal instances. We call these anomalies or outliers [2, 3, 10, 25]. Nowadays, we use huge amounts of data because of the fast technological development. That is why the detection of anomalies has become more relevant, for example, in the financial world to detect fraudulent transactions in order to stop money laundering. The majority of the well-known model-based methods use the same approach to detect these outliers. First, a profile of normal instances or inliers is constructed and then instances that do not conform to this profile are identified. This approach has two major disadvantages: namely, creating a profile of the normal instances gives us a method that is not meant for detecting outliers. It focuses mostly on mapping the normal data. Another weak point of these methods is the high computational complexity. That is why they can only process low dimensional data and small data sizes [4, 8, 18].

This thesis investigates a data-driven anomaly detection method that is also commonly used to detect fraudulent transactions. This method is called Isolation Forest (IF) [8, 18]. It is a very popular method and is applied in many different applications. Moreover, it does not suffer from the caveats that most well-known model-based anomaly detection methods have. It does not create a profile of the normal instances, but it isolates the anomalies directly. The special aspects of outliers ensure that they are more sensitive to isolation than the normal points. The advantages of this method are its robust performance and its low computational complexity. The algorithm is very easy to understand and implement, due to the small number of parameters that need to be optimized.

The theoretical properties of Isolation Forest are, however, not well-known, because of the lack of fundamental research in this field. It is known widely that it performs well, but it is not clearly understood why. Interesting theoretical results like in [5, 10, 17, 20, 24] will help us getting a better understanding of the method. It is based on random splits which are used to isolate points. This way of detecting anomalies performs well, because outlying points are isolated more easily from the rest of the points than inliers. The reason for this is that outliers are further away from other points than inliers, since they are different from normal instances. In other words, it takes fewer random splits to isolate an outlying point than an inlier, but it is not known what the probabilities are that a certain point gets isolated in a certain number of random splits. It is also unknown what the expected number of random splits is in which an outlier or inlier gets isolated. Hence, there is much behind this method that is still unknown and that is why this is the main direction the thesis will go. The main goal is to broaden such studies exploring the theoretical properties of Isolation Forest.

Furthermore, in order to exploit the theoretical results obtained in this thesis, new outlier detection methods are developed based on a projection that first transforms multi-dimensional datasets into one-dimensional ones. With these new one-dimensional datasets, the outliers can be detected in the same way as the original IF method. Therefore, we call these methods Transformed Isolation Forest. The first new transformation method calculates the distance of every datapoint in a set to the center of mass of the whole dataset. All these distances conform a new one-dimensional dataset. This method uses three different metrics to calculate the distance of every point to the center of mass. Finally, a second transformation is developed based on the $k$-nearest neighbours distance. The $k$-nearest neighbours distance of a datapoint is then the
mean of the distances to its \( k \) nearest neighbours. With all the distances of every datapoint in the set, we again obtain a one-dimensional dataset.

Once the theory is developed, the findings can be checked experimentally with the algorithm itself. This will be done in this thesis by making use of the Scikit-learn implementation and also the implementation developed in [8]. For different datasets, theory will be developed and then checked with the numerical values by running the Isolation Forest algorithm on the same datasets. Moreover, the new transformation methods will be tested rigorously for multiple random datasets. The number of outliers detected by the new methods will be compared with the number of outliers detected by the original IF method.

Finally, Isolation Forest will be compared with other common anomaly detection algorithms. The two methods that are used for comparison are K-means clustering [25] and the Local Outlier Factor algorithm (LOF) [15, 25]. The concepts of these methods are different from the IF method: K-means clustering detects anomalies based on the cluster membership, distance from other clusters and the size of the closest clusters [8] and LOF is based on local density estimates. Hence, we present a broad comparison between different concepts of anomaly detection. The goal is to better understand the advantages and disadvantages of these methods with respect to each other.

1.1 Research Questions

After motivating the topic of this thesis, the next step is to state the research questions. These are stated below:

1. Can we relate the concept of Isolation Forest with density- and distance-based outlier detection methods?

2. How can we mathematically define the concept of isolation? And can we use this new framework to develop better outlier detection methods?

3. What is the theory behind the Isolation Forest method?

4. Confirm the theoretical findings with numerical experiments.

Therefore, this thesis’s aim is to introduce new theoretical results of the Isolation Forest method that have not yet been explored in the literature before.

1.2 Thesis Structure

In Chapter 2, first a summary of the necessary background literature and related work is given. First, the concept of an outlier is introduced and explained. However, there is no single and clear definition of an outlier. Multiple definitions are stated in the literature and, for reasons of space, only the most relevant ones will be mentioned. After this has been stated, multiple anomaly detection algorithms, which are based on these definitions of an outlier, are introduced and elaborated on. Special emphasis is given to the description of the Isolation Forest method, because it is the main topic of this thesis. After that, a new method is described to transform multi-dimensional datasets to one-dimensional datasets. This transformation ensures that the
theoretical formulas for the original Isolation Forest method to be developed in Chapter 3 for the one-dimensional case can be used. The new transformed datasets are namely one-dimensional and therefore can be used in the same way as the original IF method to detect the outliers with the theoretical formulas developed in Chapter 3. As possible transformations, we consider first the distance to the center of mass, and finally the kNN-distance.

In Chapter 3, new theory behind the existing Isolation Forest is developed. First, the dataset is split into fringe points and interior points and the definition of both is stated. This is because the theory is slightly different for these types of observations. The theory for the fringe points is the starting point before moving on to the interior points of the dataset. Moreover, theory is developed for the two-dimensional case. The theory behind the Isolation Forest method is now developed and stated and thus the next step is checking it experimentally with the numerical results. This is done by validating the theoretical formulas with the numerical Isolation Forest. After this validation, the methods that transform the multi-dimensional datasets into one-dimensional ones are tested numerically. This is done by looking at the number of mistakes that these methods make in detecting the most outlying points of multiple datasets.

Moreover, classical components of the Isolation Forest method are tested numerically in Chapter 4, like the impact of pruning the isolation trees or the number of trees. The computing times of the theoretical formulas for the interior points in the one-dimensional case are also tested. Furthermore, different scoring functions and the performances of three outlier detection methods, including the Isolation Forest method, are compared. The results of these performance tests are summarized in the last section of Chapter 4.

In Chapter 5, a real-world financial dataset is used to test how the methods perform on such a dataset. It is a labelled dataset and thus we can compare the outliers detected by the original IF method and the Transformed IF method with the transactions that are labelled as illicit beforehand. This is done at the beginning of this chapter. Moreover, the impact of pruning on these results is also tested and summarized. Finally, different scoring functions are tested on this real-world financial dataset.

The final chapter, Chapter 6, provides a conclusion of the results derived from this thesis, and issues recommendations into promising further research directions.
2. Outlier Detection

In this chapter, an overview of the relevant background information and related work is provided. Therefore, multiple existing outlier detecting methods are mentioned and explained. Moreover, a new method is introduced. In the first section, the notion of an outlier is introduced and multiple definitions of an outlier with the outlier detection methods that are based on them are given. In the final subsection of the first section, a method to measure the quality and effectiveness of our outlier detection methods is introduced, namely the confusion matrix. In the second section, the main topic of this thesis, the Isolation Forest method, is introduced. Finally, the Transformed Isolation Forest (TIF) is developed and explained in the last section of this chapter. This method uses different distance metrics to transform multi-dimensional datasets into one-dimensional ones. With these one-dimensional datasets, the outliers can be detected in the same way as the original Isolation Forest method.

2.1 Existing Methods

There is no single, generally accepted, formal definition of an outlier. Therefore, a collection of multiple different definitions of an outlier is created. The first one is the definition of an outlier by Hawkins [2, 10, 15] and it definitely captures the spirit.

Definition 2.1 (Hawkins’ definition of an outlier). An outlier is an observation that deviates so much from other observations as to arouse suspicions that it was generated by a different mechanism.

Notice that this is not a mathematical definition. Now multiple definitions that are more mathematically grounded are provided together with the methods based on these definitions. The definitions and methods are separated based on distance, non-parametric density, parametric density, cluster, depth and isolation.

2.1.1 Distance-Based Methods

First, the distance-based definitions and methods are described. There is the following distance-based definition of an outlier stated by [10].

Definition 2.2 (Distance-Based (DB) outlier). An object \(O\) in a dataset \(X\) is a DB\((p, D)\)-outlier if at least a fraction \(p\) of the objects in \(X\) lies at a distance greater than \(D\) from \(O\).

This definition is similar to Hawkins’ definition, but the foundation behind it is more mathematical. The advantage of this definition is that it can be used in the case that the observed data distribution does not fit any standard distribution or when there is no discordancy test developed to check if a datapoint is an outlier. A discordancy test verifies whether an object is significantly larger (or smaller) in relation to the distribution \(F\). Another advantage of Definition 2.2 is that it is well-defined for \(d\)-dimensional datasets for any value of \(d\). If the distribution of the data is known, then there are criteria for being an outlier. This is different for every distribution. Therefore, if an object is an outlier based on a specific discordancy test, then it is also a distance-based outlier for specific values \(p\) and \(D\). This is given by the following definition [10].
Definition 2.3. An object \( O \) is an outlier according to a specific discordancy test if and only if there exist values \( p_0 \) and \( D_0 \) such that \( O \) is a \( DB(p_0,D_0) \)-outlier.

In order to use this definition, the underlying data distribution is required.

In the univariate case, the detection of outliers is done by looking at each variable independently, but in many cases this will not lead to the correct result if there is a relationship between the different variables. In that case, multivariate outlier definitions are more useful. One of them is the Mahalanobis distance [3], which is given by:

**Definition 2.4. (Mahalanobis distance)** The Mahalanobis distance for each multivariate data-point \( i, i = 1, \ldots, n \) in a \( d \)-dimensional dataset, is denoted by \( M_i \) and given by

\[
M_i = \left( \sum_{i=1}^{n} (x_i - \bar{x}_n)^T V_n^{-1} (x_i - \bar{x}_n) \right)^{1/2},
\]

(2.1)

with the sample mean vector denoted by \( \bar{x}_n \) and the sample covariance matrix denoted by \( V_n \). The instances with a large Mahalanobis distance are marked as outliers. If the assumption is made that the data is generated from a multivariate normal distribution, then the squared Mahalanobis distances are approximately chi-squared distributed with \( d \) degrees of freedom. Hence, then it is stated that an instance is a multivariate outlier if its squared robust Mahalanobis distance exceeds the value of the quantile 0.975 of the distribution \( \chi^2_d \).

Distance-based definitions of an outlier can also be interpreted as density-based definitions. For example, Definition 2.2 can also be understood as local density estimate centered around points. This is explained in Subsection 2.1.2. Distance-based methods are based on evaluating distances between datapoints. Anomaly scores are often based on neighbour distances. It is clear that anomalies have larger separation distances compared to their neighbours. One of the advantages of these methods is that this separation can be easily visualized.

One of the distance-based methods that is stated in the literature makes use of Definition 2.2 without the threshold \( p \). This definition can be used to give every object \( O \in X \) with \( \text{distance}(x,O) > D \) for data objects \( x \in X \) an outlier score in the range \([0,1]\) [25]:

\[
\text{score}(O) = \frac{|\{x \in X : \text{distance}(x,O) > D\}|}{|X|}.
\]

(2.2)

Therefore, parameter \( p \) of Definition 2.2 can be seen as fixing a decision threshold for the score. Scores that are larger than the threshold label the object \( O \) as an outlier.

### 2.1.2 Non-Parametric Density-Based Methods

Non-parametric density-based methods investigate specific regions of a dataset, determining the local density within these regions with the number of points. Hence, these methods partition the dataspace. Outliers are in this situation the points in the regions with lower local densities. These methods do not look at the specific density distribution.

Definition 2.2 can also be used for a local density estimate centered at a point \( O \in X \). This is given by [25]:

\[
\text{score}(O) = \frac{|\{x \in X : \text{distance}(x,O) \leq D\}|}{V_D},
\]

(2.3)
with $V_D$ the volume of the $D$-range (i.e. a ball with center $O$ and radius $D$). The lower this estimated density is, the more $O$ is considered to be an outlier. Hence, distance-based definitions of an outlier can be used to create density-based methods for detecting outliers.

We can also derive another density-based score via the $k$-nearest neighbors algorithm (kNN) [25] by using the sum of distances to all points within the set of $k$-nearest neighbours as an outlier degree:

$$\text{score}(O) = \frac{k}{\text{k-dist}(O)},$$

(2.4)

with the distance of $O$ to its $k$th nearest neighbour denoted as $k$-dist($O$). Hence the lower the score, the lower the estimated density is and the more the object $O$ is considered as an outlier.

The advantages of the methods above are the following: all of them make use of local density estimates, but do not look at the density distribution itself. Thus, even if the specific distribution of the dataset is not known, these methods would still work. These methods are global methods, because the outlierness of an object is evaluated in comparison to all other objects. Disadvantages of these methods are that all of them have difficulties with handling data that contain clusters of different local density. Such datasets are handled better by the Local Outlier Factor algorithm (LOF) [15, 25]. The LOF method finds local outliers instead of global outliers that are found by the methods above.

The LOF method compares the density of each object $O$ of a dataset $X$ with the density of the $k$-nearest neighbours of $O$. The density of an object $O$ is estimated by a value called the local reachability density and it is defined as:

$$lrd(O) := \frac{1}{|kNN(O)|} \sum_{o \in kNN(O)} \text{reach-dist}_k(O, o),$$

(2.5)

with $|kNN(O)|$ the number of $k$ nearest neighbours of the object $O$. In this formula, there is the term $\text{reach-dist}_k(O, o)$, which is the reachability distance and it is defined as:

$$\text{reach-dist}_k(O, o) = \max\{k-dist(o), d(O, o)\},$$

(2.6)

with $k-dist(o)$ the distance of $o$ to its $k$th nearest neighbour and $d(o, O)$ the distance between the objects $o$ and $O$. The final score of the LOF algorithm is defined as:

$$\text{LOF}_k(O) = \frac{1}{|kNN(O)|} \sum_{o \in kNN(O)} \frac{lrd_k(o)}{lrd_k(O)}.$$

(2.7)

This can be interpreted as follows: a LOF value around 1 means that the object is located within a cluster, so in a region of homogeneous density and is thus not an outlier. The LOF value is the highest if the density estimate of an object is small relative to the estimates of its nearest neighbours. Therefore, high LOF values are given to the most outlying points.

### 2.1.3 Parametric Density-Based Methods

There are also definitions and methods that look at the specific density distribution. These are parametric density-based methods.
In the chapter written by Ben-Gal [3], there is a definition for being an outlier in the univariate parametric case where the data is normally distributed, but with a small number of observations that are randomly sampled from distributions different from the target distribution. It is the following definition [6]:

**Definition 2.5.** For any confidence coefficient \( \alpha, 0 < \alpha < 1 \), the \( \alpha \)-outlier region of the \( N(\mu, \sigma^2) \) is defined by:

\[
\text{out} (\alpha, \mu, \sigma^2) = \{ x : |x - \mu| > z_{1-\alpha/2} \sigma \},
\]

with \( z_q \) the \( q \) quintile of the \( N(0,1) \) distribution. By this definition, a datapoint \( x \) is classified as an \( \alpha \)-outlier with respect to the target distribution \( F \) (which in this case is \( N(\mu, \sigma^2) \)) if \( x \in \text{out} (\alpha, \mu, \sigma^2) \). This definition can be extended to different target distributions than the normal distribution, namely any unimodal symmetric distribution with positive density function, including the multivariate case. A disadvantage of this definition is that it does not identify which of the observations is sampled from the distributions that differs from the target distribution, but it only indicates the points that lie in the outlier region.

In Section 3.1 of [3], it is stated that there are single-step and sequential procedures for outlier detection. In single-step outlier detection procedures, all outliers are detected at once while in sequential outlier detection procedures at each step one instance is tested for being an outlier.

**Definition 2.6.** If we look at the single-step procedures, there is another definition for detecting outliers, which is given by

\[
\text{out} (\alpha_n, \hat{\mu}_n, \hat{\sigma}_n^2) = \{ x : |x - \hat{\mu}_n| > g(n, \alpha_n) \hat{\sigma}_n \},
\]

with \( n \) the size of the sample; \( \hat{\mu}_n \) and \( \hat{\sigma}_n \) the estimated mean and standard deviation of the target distribution based on the sample respectively. In this definition we also have \( \alpha_n \), which is the confidence coefficient after being corrected for multiple comparison tests. The limits of the outlier regions are defined by \( g(n, \alpha_n) \). Thus, it defines the number of standard deviations that a datapoint should differ from the estimated mean to be an outlier.

Traditionally, \( \hat{\mu}_n \) and \( \hat{\sigma}_n \) are estimated respectively by the sample mean and sample standard deviation. Since these estimates are highly affected by outliers, procedures often replace them by other, more robust, estimates. John Tukey [3] introduced better estimators for \( \hat{\mu}_n \) and \( \hat{\sigma}_n \), namely \( \hat{\mu}_n = (Q_1 + Q_3)/2 \) and \( \hat{\sigma}_n = Q_3 - Q_1 \) with \( Q_1 \) and \( Q_3 \) the first and third quartiles. The first quartile \( Q_1 \) is the value that is greater or equal than \( \frac{1}{4} \) of the dataset and the third quartile \( Q_3 \) is the value that is greater or equal than \( \frac{3}{4} \) of the dataset. One of the definitions, based on this [22], is given by:

**Definition 2.7.** If \( Q_1 \) and \( Q_3 \) are the lower and upper quartiles, then an outlier is an instance that falls outside the following range:

\[
[Q_1 - k(Q_3 - Q_1), Q_3 + k(Q_3 - Q_1)],
\]

for some non-negative constant \( k \).

John Tukey proposed this test where \( k = 1.5 \) indicated a weak outlier and \( k = 3 \) a strong outlier.

In the case of Definition 2.6, instead of a single observation, a set of \( n \) instances is used for the test. While a given \( \alpha \)-value may be appropriate to decide whether a single observation lies in
the outlier region, this is not the case for a set of several comparisons. In order to avoid spurious positives, the \( \alpha \)-value needs to be lowered to account for the number of performed comparisons. This can be done by the Bonferroni’s correction [3] which sets the \( \alpha \)-value for each comparison equal to \( \alpha/n \). Another correction method sets \( \alpha_n = 1 - (1 - \alpha)^{1/n} \). The value \( g(n, \alpha_n) \) is then obtained by numerical procedures.

A major disadvantage of all of these definitions is the assumption of a specific data distribution which is required in order to apply a specific test. This can lead to a considerable model error when such assumptions do not reflect the true distribution.

2.1.4 Cluster-Based Methods

Cluster-based methods partition the datapoints instead of the dataspace. Anomaly scores are based on cluster membership, distance from other clusters and the size of the closest clusters [8]. Thus, these methods classify a datapoint as an outlier if it is not a member of a cluster of points. The most popular clustering algorithm is K-means clustering [25]. This method calculates for each datapoint in a dataset the distance to the center of the nearest cluster. The distance metric that can be used is the Euclidean distance, for example. The larger this distance, the more outlying a point will be.

2.1.5 Measures of Quality

In this subsection, we will introduce a measure to assess the quality and effectiveness of our outlier detection methods. This measure is called the confusion matrix. It is a performance measurement for algorithms, typically supervised ones. Each row of the matrix represents the instances in an actual class while each column represents the instances in a predicted class. It is typically used in the case where we only have 2 classes and thus a binary classification problem. In our case that would be the following 2 classes: outlier and inlier. The four outcomes can be formulated in a \( 2 \times 2 \) confusion matrix, which can be seen in Figure 2.1.

Figure 2.1: \( 2 \times 2 \) confusion matrix of a binary classification problem. Figure is taken from [14].

In Figure 2.1, we see four different outcomes, namely TN, FP, FN and TP. We will explain what these four outcomes mean: True Negative (TN) is the outcome where the algorithm predicted negative and the true outcome is also negative, False Positive (FP) is the outcome where the algorithm predicted positive and the true outcome is negative, False Negative (FN) is the outcome where the algorithm predicted negative and the true outcome is positive and True
Positive (TP) is the outcome where the algorithm predicted positive and the true outcome is also positive.

## 2.2 Isolation Forest

The next definition of an outlier that will be discussed is based on the notion of isolation. This is related to the concept of depth, which we will introduce in the next subsection.

### 2.2.1 Depth-Based Methods

In the univariate case, there is the following definition for the depth of a point [17]:

**Definition 2.8.** The depth of a point $z$ relative to a one-dimensional dataset, $X = \{x_1, x_2, ..., x_n\}$, is defined as the minimum of the number of datapoints to the left of $z$, and the number of datapoints to the right of $z$:

$$\text{depth}(z; X) = \min(\#\{i; x_i \leq z\}, \#\{i; x_i \geq z\}).$$

For a multivariate dataset, John Tukey introduced the notion of “half-space depth of a point” [17]. This is defined as:

**Definition 2.9.** The half-space depth of a point $z \in \mathbb{R}^d$ relative to a $d$-dimensional data cloud $X = \{x_1, x_2, ..., x_n\}$ is defined as the smallest depth of $z$ in any one-dimensional projection of the dataset.

In [17], it is also stated that if the dataset contains $m$ outliers, only the $m$ outermost depth contours can be strongly affected by them. These depth contours are given by $D_k = \{x \in \mathbb{R}^d; \text{depth}(x; X) \geq k\}$. Hence, the convex hull of the dataset will be affected by outliers, whereas sufficiently deep contours remain robust.

In the one-dimensional, univariate case, the points of a dataset can be ranked. The extreme points are given depth one. The values with second lowest and second highest rank are given depth two and so on. The median will then be the point with the highest depth. In higher dimensions, the depth of a point gives an indication of how deep the point is inside the cloud. In [17], they use the following definition in higher dimensions: for a dataset $X \subset \mathbb{R}^d$, we have the set of depth contours. Hence, the interior points of $D_k$ have depth of at least $k$ and the points at the boundary have depth of exactly $k$. Moreover, $D_k$ is introduced as the contour of depth $k$. The outermost contour $D_1$ is the convex hull of the dataset $X$.

### 2.2.2 Basics of Isolation Forest

The definitions of Section 2.1 are based on the normal instances, while the concept of isolation looks directly at the outliers. In this case, an instance will be separated or isolated from the rest of the instances. Hence, the definition of an isolation-based outlier [18] is given by

**Definition 2.10.** An isolation-based outlier is an observation that is separated from the rest of the instances.

Anomalies are points that deviate from other points, and also there are fewer outliers than inliers, therefore they are more susceptible to isolation. The Isolation Forest algorithm, which
is the main topic of this thesis, is based on the notion of isolation. The Isolation Forest method does not create a profile of the normal instances, but instead it isolates the anomalies directly. A tree structure can be used to isolate the outliers and the method that uses this tree structure is called Isolation Forest (IF) \[4, 8, 18\]. Such a tree is called an Isolation Tree. An isolation tree is a proper binary tree. That means that each node in the tree has exactly zero or two daughter nodes. Here the assumption is made that \( T \) is the node of an isolation tree. External nodes have no daughter nodes and internal nodes have exactly two daughter nodes \((T_L, T_R)\) with one test.

Suppose there is a dataset \( X \) of \( n \) instances from a \( d \)-variate distribution and IF is used on it, then \( X \) is recursively divided by randomly selecting the feature \( Q_i \in Q_1, ..., Q_d \) with equal probability from the set of features and a split value \( p \) which gives an isolation tree. After the feature \( Q_i \) is chosen, the value belonging to this specific feature \( X(Q_i) \) is compared with the split value \( p \) for every datapoint. If \( X(Q_i) < p \), the datapoint will go to \( T_L \) and otherwise it will go to \( T_R \). This is done until the tree reaches a height limit\(^1\) or there is only one datapoint from the set \( X \) left or all data in \( X \) have the same values. This is the first stage of the model and it is called the training stage. In this stage, the isolation trees are constructed from a sub-sample of the data. In Figure 2.3, an example of an isolation tree created from a small dataset can be seen.

In isolation trees, instances are partitioned recursively until all of them are isolated. Anomalies are isolated earlier in the trees than the normal instances, because of their distinguishable attribute-values. To illustrate that outliers are more susceptible to isolation than inliers, an example is given in Figure 2.2.

Figure 2.2: Given a Gaussian distribution (135 points), (a) a normal point \( x_i \) requires for example twelve random partitions to be isolated; (b) an anomaly requires only four partitions to be isolated. Figure taken from [18].

The second stage is the evaluation stage, where an anomaly score \( s \) is derived from the expected path length \( E(h(x)) \) for each instance. The path length \( h(x) \) of a datapoint \( x \) is represented by the number of edges from the root node to a terminating node as this point \( x \) passes through the isolation tree. The expected path length is derived by passing all the datapoints through each isolation tree in the isolation forest. It is then the average value of \( h(x) \) from all the isolation trees that were built. However, the trees have a height limit and thus it can happen that the tree is not fully grown. These are early terminated nodes, which means that these nodes will contain more than one datapoint. If this is the case, an extra constant \( c(n) \) is added to the path.

\(^1\)The trees are cut off at the pre-set height limit to reduce the computation time of the IF algorithm.
length of the instance in the early terminated node. This \( c(n) \) is the average path length of an isolation tree that is built with \( n \) datapoints. Finally, the anomaly score of a datapoint \( x \) for a dataset of size \( n \) is given by:

\[
s(x, n) = 2 - \frac{E(h(x))}{c(n)},
\]

with \( E(h(x)) \) the average value of \( h(x) \) from all the isolation trees that were built. We see the following:

- When \( E(h(x)) \to c(n) \): \( s(x, n) = 2^{-\frac{c(n)}{c(n)}} = 2^{-1} = 0.5 \),
- When \( E(h(x)) \to 0 \): \( s(x, n) = 2^{-\frac{0}{c(n)}} = 2^0 = 1 \),
- When \( E(h(x)) \to n - 1 \): \( s(x, n) = 2^{-\frac{n-1}{c(n)}} = 2^{-\frac{1}{\ln(n-1)+0.5\ln\ln(n-1)}} \to 0 \) as \( n \to \infty \).

This score \( s \) can be used to identify outliers. If \( s(x) \) is close to 1, then \( x \) is an outlier. If \( s(x) \) is much smaller than 0.5, then \( x \) is normal observation. If \( s(x) \) is around 0.5 for all instances, then the set of instances does not contain clear outliers.

It is clear that anomalies will be isolated closer to the root of the tree than inliers. IF uses multiple isolation trees for a given dataset to isolate the anomalies. The input of this method only consists of two variables: the number of trees to build and the sub-sampling size. The sub-sampling size controls the training size of the algorithm. A sample of the overall data is taken randomly and used to construct an isolation tree. Two major advantages of this method are that the detection performance converges quickly with a very small number of trees and it only requires a small sub-sampling size to achieve high detection performance with high efficiency. Better isolation trees are built from small sample sizes, because the swamping and masking effects are reduced. Swamping happens when the method wrongly labels normal instances as outliers. Masking is the case if there are too many outliers. Another characteristic from Isolation Forest is that it does not need additional measures to detect the outliers. This reduces the computational cost. It can also easily handle large data sizes. Moreover, it can be explained why a datapoint is an outlier in a certain dataset by looking at the specific paths in the isolation trees and the different features used at every split.
2.3 Transformed Isolation Forest

In this section, a new method is presented to detect the most outlying points of a dataset. The method we will discuss is based on a projection that first transforms a multi-dimensional dataset into a one-dimensional dataset. This one-dimensional dataset can then be used to detect the outliers in the same way as the original IF method. The first transformation that is introduced is based on the distance of every point to the center of mass of the dataset. This transformation will be discussed in the next subsection.

2.3.1 Center of Mass

Before we explain how this transformation works in detail, we first define the center of mass. This is defined as follows [1, 21]:

**Definition 2.11. (Center of Mass)** An object’s Center of Mass (CM) is the (hypothetical) point where the total mass of an object can be treated as a point mass.

Hence, this is the point where all the masses of a set of points are concentrated. It is a hypothetical point, so it does not have to be contained in the dataset itself. For objects or datasets with uniform density, the center of mass will always be the geometric center. This is called the centroid of the object. Non-uniform datasets contain points which are denser than other points. Therefore, the CM will not be the centroid of the dataset in this case. In Figure 2.4, the center of mass of multiple two-dimensional geometric shapes can be seen.

Figure 2.4: Center of mass for some simple geometric shapes (red dots). Figure is taken from [1].

The center of mass can be calculated for all datasets. The formula of the CM is given by (2.12).

\[
CM = \frac{1}{M} \sum_{i=1}^{M} m_i \hat{r}_i, \tag{2.12}
\]

with \( M \) the number of points of the dataset, \( m_i \) the mass of each individual point and \( \hat{r}_i \) the coordinates of each individual point.

The coordinates of the 5 points in this dataset are equal to \{ (3, 0), (2, 1), (3, 5), (4, 0), (6, 2) \} with the mass of every point equal to 1. The calculation of the CM for this dataset is given by (2.13).

\[
CM = \frac{1}{M} \sum_{i=1}^{M} m_i \hat{r}_i = \frac{1}{5} \sum_{i=1}^{5} \hat{r}_i = \frac{1}{5} \left( \sum_{i=1}^{5} x_i, \sum_{i=1}^{5} y_i \right) = \frac{1}{5} (15, 11) = (3, 2.2) \tag{2.13}
\]

Hence, the CM of this dataset is equal to the point (3, 2.2), which is not a point that is contained in the dataset itself. This can be seen in Figure 2.5.
2.3.2 Distance Functions

The idea is to look at the distance of each point to the CM of the whole dataset. This will transform a multi-dimensional dataset into a one-dimensional dataset. The aim is thus to focus on a one-dimensional set-up for a multi-dimensional dataset. For this transformation a proper distance function is needed. In this subsection, multiple distance functions are described.

For the distance function, we use a norm. This is a function from a real (in our case) or complex vector space to the non-negative real numbers that gives information like the distance from the origin. In our case, we have real vector spaces, which are the one- or multidimensional datasets. In this case, the norm on a real vector space \( V \) is a function \( \| \cdot \| : V \rightarrow \mathbb{R} \) with the following well-known properties [11]:

- \( \| x \| > 0 \) for any nonzero \( x \in V \); (positive)
- \( \| ax \| = |a| \| x \| \) for any \( a \in \mathbb{R} \) and \( x \in V \); (homogeneous)
- \( \| x + y \| \leq \| x \| + \| y \| \) for any \( x, y \in V \). (triangle inequality)

Hence, a norm is a function \( \| \cdot \| : \mathbb{R}^n \rightarrow \mathbb{R} \) and thus suitable for the envisioned projection. Common examples of norms on \( \mathbb{R}^n \) are the \( l_p \) norms, with \( 1 \leq p \leq \infty \), defined by:

\[
l_p(x) = \left( \sum_{i=1}^{n} |x_i|^p \right)^{\frac{1}{p}} \text{ if } 1 \leq p < \infty, \quad (2.14)
\]

\[
l_p(x) = \max_{1\leq i \leq n} |x_i| \text{ if } p = \infty, \quad (2.15)
\]

for any \( x = (x_1, ..., x_n)^t \in \mathbb{R}^n \). If \( 0 < p < 1 \), the triangle inequality is not satisfied and thus not a norm.

The most well-known norm is the Euclidean distance [11], which is the 2-norm. This is often used to calculate the distance between two points in space. It is defined by (2.16).

\[
l_2(x) = \| x \|_2 = \left( \sum_{i=1}^{n} |x_i|^2 \right)^{\frac{1}{2}} = \sqrt{\sum_{i=1}^{n} x_i^2} = \sqrt{x_1^2 + ... + x_n^2}. \quad (2.16)
\]

Another common norm is the 1-norm, which is the taxicab distance [11]. It is defined by (2.17).

\[
l_1(x) = \| x \|_1 = \sum_{i=1}^{n} |x_i| = |x_1| + ... + x_n|. \quad (2.17)
\]
It is called the taxicab distance, because it measures the distance for a taxicab to drive from 
(0,0) to (x, y). The $l_2$-norm measures the straight line distance between the two points.

Our goal is to find all the outliers preferably with the correct ordering in a dataset, by making
use of these norms. We expect the $l_2$-norm to be a better choice for this experiment, because
it squares the values and thus increases the cost of outliers exponentially. Therefore, we expect
this norm to perform better than the $l_1$-norm for the specific experiments.

2.3.3 Local Transformation (kNN-distance)

In this subsection, we also discuss a transformation. This will transform a multi-dimensional
dataset into a one-dimensional one. The transformation is different from the transformation
discussed in Subsection 2.3.1, because it uses a local measure of distance instead of a global one.
The $k$-nearest neighbours distance (kNN-distance) of every point is used for the transformation,
already introduced in Subsection 2.1.2. The kNN-distance of a point is derived via the $k$-nearest
neighbors algorithm [25] by looking at the distance of every datapoint to its $k$ nearest neighbours.
The kNN-distance of a datapoint is then the mean of the distances to its $k$ nearest neighbours.
If we calculate the kNN-distance of every datapoint in a dataset, we again get a one-dimensional
dataset. In Figure 2.6, we see how kNN works for different numbers of neighbours.

Figure 2.6: kNN for different numbers of neighbours. Figure is taken from [23].

In Figure 2.6, we see kNN used for a classification problem. We see some pentagons in red and
squares in green. The datapoint in the middle needs to be classified as a square or a pentagon.
If $k = 3$, we look at the three nearest neighbours of this new point and that are 2 pentagons and
1 square. In this case, the new datapoint will be classified as a pentagon. However, if $k = 7$,
we look at the seven nearest neighbours of this new point and then the majority of the nearest
neighbours are squares and thus it will be classified as a square. Classification is one of the most
important applications of this algorithm, but we won’t use it for classification. We will only use
the distances to the $k$ nearest neighbours. What is interesting to see in this figure is how the
algorithm finds the nearest neighbours of a point. This is done with circles around the point
considered.

Unlike the transformation based on the distance to the CM, this new transformation is a local
transformation. It considers the neighbourhood of each datapoint separately, because every
datapoint has other points that are the $k$ nearest neighbours. The transformations based on
the distance to the CM are global transformations, because the CM is applicable to the whole
dataset. Therefore, the distance of every point to the same (hypothetical) point is considered.
However, the TIF in combination with this local transformation does find the global outliers.
The outlierness of a point is evaluated in direct comparison to all other points, because all local
kNN-distances are compared with each other on a global scale. Every datapoint has different
nearest neighbours, but the kNN-distances of every point in a dataset together are a new one-
dimensional dataset. By comparing these local kNN-distances with each other in a new dataset, we get a new global comparison.

In this case, we use the kNN-distances in combination with the theoretical IF. The kNN algorithm makes use of these kNN-distances directly to detect the anomalies. The combination is better for high dimensional datasets, because it transforms these sets to one-dimensional datasets. The kNN algorithm itself does not work well with high dimensional sets, because it becomes computationally expensive. The distance metric here can be any metric measure just like with the distance to the CM, but the Euclidean distance is the most common choice.

2.3.4 Counterexample for the Transformed Isolation Forest Based on Distance to the Center of Mass

The method we described in Subsection 2.3.1 and Subsection 2.3.2 uses a global transformation and therefore there are also datasets for which this method cannot detect any of the most outlying points. An example of a dataset that could be difficult to handle for these type of methods can be seen in Figure 2.7.

Figure 2.7: Two-dimensional dataset of 100 points with 4 clear outliers.

In Figure 2.7, we see four clear outliers. These are the green points and the CM is the red dot. If we now calculate the $l_1$, $l_2$- and $l_{\text{max}}$-distances between the CM and every datapoint in this set, we will see that these four clear outliers will not be seen as clear outliers anymore in the three transformed datasets given by these three distance metrics. The kNN-distance of every datapoint in this set is also calculated and the number of neighbours that is considered is three for each datapoint. The four new transformed datasets can be seen in Figure 2.8.

In Figure 2.8, the red dots are the four outliers of the dataset of Figure 2.7. Hence, it can be concluded that these points are mixed with the inliers and aren’t clear outliers anymore for the three global transformations. For the $l_1$-distance, we see that the four outliers have almost the largest distances of the dataset. For the $l_2$- and $l_{\text{max}}$-distance, we see that many of the inliers have much larger distances to the CM than the distances of the four outliers to the CM. However, in the dataset of the kNN-distance the four outliers are still clear outliers. In Subsection 2.3.2, we expected the $l_2$-norm to be the best choice for the experiments. However, for this specific dataset, our expectation is that the $l_1$-norm perhaps will detect some of the outliers, the $l_2$- and $l_{\text{max}}$-distance won’t detect any of the outliers and the kNN-distance will detect all four clear outliers.
2.4 Summary

Summarizing, we have provided multiple definitions of an outlier together with some of the methods that are based on these definitions. First, the notion of an outlier was introduced in Section 2.1. After that, the distance-based definitions and methods were described in Subsection 2.1.1. In Subsection 2.1.2, non-parametric density-based methods were explained. These are methods that do not look at the specific data distribution. There are also methods that do look at this and these are the parametric density-based methods, which were described in Subsection 2.1.3. The cluster-based methods were explained in Subsection 2.1.4. Moreover, methods that are based on the concept of depth were introduced in Subsection 2.2.1. In Subsection 2.1.5, we introduced the confusion matrix which is a measure of quality for our outlier detection methods. The main topic of this thesis, namely the notion of isolation, was introduced together with the IF method. This was done in Subsection 2.2.2. In the last section of this chapter, Section 2.3, a new method for outlier detection was developed. This method transforms multi-dimensional datasets into one-dimensional ones and then it detects outliers just like the IF method.
3. Theoretical Results and Numerical Experiments

The first section of this chapter introduces some theory behind the original IF algorithm, discussed in Section 2.2. This is especially applicable to one-dimensional datasets. Moreover, Section 3.2 expands the theory to the two-dimensional case. For multi-dimensional datasets, the Transformed Isolation Forest introduced in Section 2.3 is used to transform these datasets to one-dimensional datasets and then use the one-dimensional theoretical formulas. These formulas are validated in Section 3.3 and Section 3.4. In Section 3.5, the results of outlier detection with the Transformed Isolation Forest described in Section 2.3 are presented and explained. The new global and local methods are compared in detecting the most outlying points of multiple datasets with the original Isolation Forest method.

3.1 Theory One-Dimensional Case

In this section, the theory behind the original IF algorithm, discussed in Section 2.2 is developed. There is not much theory known for this method and therefore we want to explore this more thoroughly. In Appendix A of [19], there is some theory developed for simple one-dimensional datasets. We will expand this theory to make it applicable to more complex and bigger datasets. For simplicity, we start with the fringe points of a one-dimensional dataset.

3.1.1 Fringe Points

The theory that is developed in this section is based on the number of random splits that the IF algorithm needs in order to isolate a point. A random split (RS) is the partition of the dataset into two subsets. The setting is as follows: the dataset is equal to \((x_1, ..., x_n)\) and thus consist of \(n\) points. All the observations are assumed different and the dataset is sorted from minor to major. The question is now: what are the probabilities that a certain point in this set can be isolated in \(s\) random splits with \(1 \leq s \leq n - 1\)? The first points that are considered are the fringe points of the dataset. In the one-dimensional case, these are the minimum and maximum points of the dataset. The theory starts with the point \(x_1\), the left fringe point of the dataset, which is the minimum point of the dataset. We find the recursion given by Equation (3.1).

\[
P^{LF}_{x_1}(RS = s + 1) = \sum_{i=s+1}^{n-1} \frac{x_{i+1} - x_i}{x_n - x_1} P^{LF}_{x_i}(RS = s|(x_1, ..., x_i)). \tag{3.1}
\]

In Equation (3.1), \(P^{LF}_{x_1}(RS = s + 1)\) is the probability that the left fringe point \(x_1\) gets isolated in \(s + 1\) random splits. After splitting between the point \(x_i\) and \(x_{i+1}\), we only look at the remaining subset \((x_1, ..., x_i)\). This gives us \(P^{LF}_{x_i}(RS = s|(x_1, ..., x_i))\), which is the probability that the left fringe point \(x_1\) in the remaining dataset \((x_1, ..., x_i)\) gets isolated in \(s\) random splits. This leads to the recursion formula of Equation (3.1). This formula is computationally very demanding and therefore we look for an expression that is faster to implement. Hence, the particular cases \(RS = 1, 2, 3, 4\) are written out to determine a formula for all cases that is also fast to implement.
\[ P_{x_1}^{LF}(RS = 1) = \frac{x_2 - x_1}{x_n - x_1} \]  

(3.2)

\[ P_{x_1}^{LF}(RS = 2) = \sum_{i=2}^{n-1} \frac{x_{i+1} - x_i}{x_n - x_1} \cdot \frac{x_2 - x_1}{x_i - x_1} = \frac{x_2 - x_1}{x_n - x_1} \sum_{i=2}^{n-1} \frac{x_{i+1} - x_i}{x_i - x_1} = P_{x_1}^{LF}(RS = 1) \sum_{i=2}^{n-1} \frac{x_{i+1} - x_i}{x_i - x_1}, \]  

(3.3)

\[ P_{x_1}^{LF}(RS = 3) = \sum_{j=3}^{n-1} \sum_{i=2}^{n-1} \frac{x_{j+1} - x_j}{x_n - x_1} \cdot \frac{x_{i+1} - x_i}{x_j - x_1} \cdot \frac{x_2 - x_1}{x_i - x_1} = \frac{x_2 - x_1}{x_n - x_1} \sum_{j=3}^{n-1} \sum_{i=2}^{n-1} \frac{x_{j+1} - x_j}{x_j - x_1} \cdot \frac{x_{i+1} - x_i}{x_i - x_1} = \frac{x_2 - x_1}{x_n - x_1} \sum_{j=3}^{n-1} \frac{x_{j+1} - x_j}{x_j - x_1} \left( P_{x_1}^{LF}(RS = 2) - \frac{x_2 - x_1}{x_n - x_1} \sum_{i=j}^{n-1} \frac{x_{i+1} - x_i}{x_i - x_1} \right). \]  

(3.4)

In Equation (3.4), we see that the first split is between \( x_j \) and \( x_{j+1} \) for \( j = 3, ..., n-1 \). The value of \( j \) couldn’t be smaller for \( RS = 3 \), because otherwise the first split will be between \( x_j \) and \( x_{j+1} \) for \( j = 1, 2 \) and then the remaining dataset \((x_1, ..., x_j)\) consists of less than 3 datapoints. Therefore, there cannot be more than 1 RS in this remaining dataset and thus \( x_1 \) cannot be isolated in 3 RS. Hence, we have the remaining dataset \((x_1, ..., x_j)\) after the first split and in this set \( x_1 \) should be isolated in 2 RS. Thus, for this dataset we use the formula of Equation (3.3).

\[ P_{x_1}^{LF}(RS = 4) = \sum_{k=4}^{n-1} \sum_{j=3}^{n-1} \sum_{i=2}^{n-1} \frac{x_{k+1} - x_k}{x_n - x_1} \cdot \frac{x_{j+1} - x_j}{x_k - x_1} \cdot \frac{x_{i+1} - x_i}{x_j - x_1} \cdot \frac{x_2 - x_1}{x_i - x_1} = \frac{x_2 - x_1}{x_n - x_1} \sum_{k=4}^{n-1} \sum_{j=3}^{n-1} \sum_{i=2}^{n-1} \frac{x_{k+1} - x_k}{x_k - x_1} \cdot \frac{x_{j+1} - x_j}{x_j - x_1} \cdot \frac{x_{i+1} - x_i}{x_i - x_1} = \frac{x_2 - x_1}{x_n - x_1} \sum_{k=4}^{n-1} \frac{x_{k+1} - x_k}{x_k - x_1} \left( P_{x_1}^{LF}(RS = 3) - \frac{x_2 - x_1}{x_n - x_1} \sum_{j=k}^{n-1} \frac{x_{j+1} - x_j}{x_j - x_1} \sum_{i=2}^{j-1} \frac{x_{i+1} - x_i}{x_i - x_1} \right). \]  

(3.5)

Equation (3.5) can be expanded to a general formula for \( s \) random splits with \( 1 \leq s \leq n - 1 \):
\[ P_{x_1}^{LF}(RS = s) = \frac{n-1}{x_k - x_1} \left( P_{x_1}^{LF}(RS = s - 1) - \frac{x_2 - x_1}{x_n - x_1} \right) \]
\[ + \sum_{k=s}^{n-1} \frac{x_{k+1} - x_k}{x_k - x_1} \sum_{j=s}^{j-1} \frac{x_{j+1} - x_j}{x_j - x_1} \ldots \sum_{a=s}^{b-1} \frac{x_{a+1} - x_a}{x_a - x_1}. \]

Equation (3.6) can be efficiently implemented in Python by making use of cumulative summations of the previous terms.

With the formulas above, the expectation and variance of the number of RS that are needed to isolate the left fringe point \( x_1 \) can also be derived. These formulas are given as follows:

\[ E_{x_1}^{LF}(RS) = \sum_{i=1}^{n-1} i P_{x_1}^{LF}(RS = i), \]  
\[ (3.7) \]
\[ Var_{x_1}^{LF}(RS) = \sum_{i=1}^{n-1} i^2 P_{x_1}^{LF}(RS = i) - \left( E_{x_1}^{LF}(RS) \right)^2. \]  
\[ (3.8) \]

After the probabilities of the left fringe point of the dataset have been calculated, the same can be done for the right fringe point. These probabilities are very similar to those of the left fringe point. Notice that the dataset can be sorted in the opposite direction, i.e. from major to minor, and then the probabilities of the left fringe point can be used again. The explicit probabilities of the right fringe point \( x_n \) are given in Appendix A.1.

### 3.1.2 Interior Points

The next step is computing the probabilities that an interior point gets isolated in \( s \) random splits with \( 2 \leq s \leq n - 1 \). In the one-dimensional case, an interior point is a point which is not the minimum nor the maximum of the dataset. If the same dataset \( (x_1, ..., x_n) \) is used, then these probabilities are as follows for the point \( x_j \) in the dataset:

\[ P_{x_j}^{IN}(RS = s) = \sum_{i=1}^{j-2} \frac{x_{i+1} - x_i}{x_{n} - x_1} P_{x_j}^{IN}(RS = s - 1| x_{i+1}, ..., x_n) \]
\[ + \sum_{i=j+1}^{n-1} \frac{x_{i+1} - x_i}{x_{n} - x_1} P_{x_j}^{IN}(RS = s - 1| x_1, ..., x_i) \]
\[ + \frac{x_j - x_{j-1}}{x_{n} - x_1} P_{x_j}^{LF}(RS = s - 1| x_j, ..., x_n) \]
\[ + \frac{x_{j+1} - x_j}{x_{n} - x_1} P_{x_j}^{RF}(RS = s - 1| x_1, ..., x_j). \]  
\[ (3.9) \]

In this formula, we can see that if the first split is to the left of the point \( x_j \), but not between \( x_j \) and \( x_{j-1} \), then it is between \( x_i \) and \( x_{i+1} \) with \( 1 \leq i \leq j - 2 \) and \( x_j \) is still an interior point. In
that case, the remaining subset is \((x_{i+1}, ..., x_n)\) with now only \(s - 1\) splits. The same happens if the first split is to the right of the point \(x_j\), but not between \(x_j\) and \(x_{j+1}\) and thus between \(x_i\) and \(x_{i+1}\) with \(j + 1 \leq i \leq n - 1\). In this case, we will look at the remaining subset \((x_1, ..., x_i)\) and use the formula for \(s\) splits. If the first split is between \(x_j\) and \(x_{j-1}\), then we will look at the remaining subset \((x_j, ..., x_n)\). In this subset, the point \(x_j\) is a left fringe point and therefore we use the fringe formula. Finally, if the first split is between \(x_j\) and \(x_{j+1}\), then we will look at the remaining subset \((x_1, ..., x_j)\). In this subset, the point \(x_j\) is a right fringe point and therefore we use the fringe formula. Equation (3.9) is the combination of these four possibilities for the first random split. It is a recursion formula and thus computationally very expensive. Again, we are looking for an expression that is faster to implement. Therefore, the particular cases \(RS = 2, 3\) are written out.

\[
P_{x_j}^{IN}(RS = 2) = {x_j - x_j - 1 \over x_n - x_1} \cdot {x_{j+1} - x_j \over x_n - x_j} + {x_{j+1} - x_j \over x_n - x_1} \cdot {x_j - x_j - 1 \over x_j - x_1}, \quad (3.10)
\]

\[
P_{x_j}^{IN}(RS = 3) = \sum_{i=1}^{j-2} {x_{i+1} - x_i \over x_n - x_1} P_{x_j}^{IN}(RS = 2)((x_{i+1}, ..., x_n)) + \sum_{i=1}^{n-1} {x_{i+1} - x_i \over x_n - x_1} P_{x_j}^{IN}(RS = 2)((x_1, ..., x_i)) + {x_j - x_j - 1 \over x_n - x_1} P_{x_j}^{LF}(RS = 2)((x_j, ..., x_n)) + {x_{j+1} - x_j \over x_n - x_1} P_{x_j}^{RF}(RS = 2)((x_1, ..., x_j)). \quad (3.11)
\]

This formula is also written out for 4 random splits in Appendix A.2. Notice that these formulas can be written in terms of the fringe formulas. Starting with Equation (3.10), we find:

\[
P_{x_j}^{IN}(RS = 2) = (x_{j+1} - x_j)(x_j - x_j - 1) \left( {1 \over x_n - x_1} + {1 \over x_n - x_j} \right) = {x_{j+1} - x_j \over x_n - x_j} (x_j - x_1)
\]

\[
= P_{x_j}^{LF}(RS = 1)((x_j, ..., x_n)) P_{x_j}^{RF}(RS = 1)((x_1, ..., x_j)). \quad (3.12)
\]

And starting with Equation (3.11), we get:

\[
P_{x_j}^{IN}(RS = 3) = \sum_{i=1}^{j-2} {x_{i+1} - x_i \over x_n - x_1} \cdot (x_{j+1} - x_j)(x_j - x_j - 1) \left( {x_{i+1} - x_i \over x_n - x_1} \right) + \sum_{i=1}^{n-1} {x_{i+1} - x_i \over x_n - x_1} \cdot (x_{j+1} - x_j)(x_j - x_j - 1) \left( {x_{i+1} - x_i \over x_n - x_1} \right)
\]

\[
+ {x_j - x_j - 1 \over x_n - x_1} \sum_{i=1}^{n-1} {x_{i+1} - x_i \over x_n - x_j} \cdot {x_{j+1} - x_j \over x_n - x_i} + {x_{j+1} - x_j \over x_n - x_1} \sum_{i=1}^{j-2} {x_{i+1} - x_i \over x_n - x_1} \cdot {x_j - x_j - 1 \over x_n - x_1} \sum_{i=1}^{n-1} {x_{i+1} - x_i \over x_n - x_j} \cdot {x_{j+1} - x_j \over x_n - x_i}
\]
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Now, Equation (3.14) is substituted in this formula and that leads to the following:

\[
\frac{x_{j+1} - x_j}{x_n - x_j} (x_j - x_{j-1}) \left( \sum_{i=1}^{j-2} \frac{x_{i+1} - x_i}{x_j - x_{i+1}} + \sum_{i=j+1}^{n-1} \frac{x_{i+1} - x_i}{x_i - x_j} \right)
\]

\[
= \frac{x_{j+1} - x_j}{x_n - x_j} P_{x_j}^{RF} (RS = 2|(x_1, \ldots, x_j)) + \frac{x_j - x_{j-1}}{x_j - x_1} P_{x_j}^{LF} (RS = 2|(x_j, \ldots, x_n))
\]

\[
= P_{x_j}^{LF} (RS = 1|(x_j, \ldots, x_n)) P_{x_j}^{RF} (RS = 2|(x_1, \ldots, x_j))
\]

\[
+ P_{x_j}^{RF} (RS = 1|(x_1, \ldots, x_j)) P_{x_j}^{LF} (RS = 2|(x_j, \ldots, x_n)).
\]

(3.13)

The formulas for isolating in 2 and 3 random splits hint at the recursion formula given by Lemma 3.1. This formula is proven by an induction proof given below.

**Lemma 3.1.** For a particular \(2 \leq s \leq n - 2\), it holds that

\[
P_{x_j}^{IN} (RS = s) = \sum_{i=1}^{s-1} P_{x_j}^{LF} (RS = i|(x_j, \ldots, x_n)) P_{x_j}^{RF} (RS = s - i|(x_1, \ldots, x_j)).
\]

(3.14)

**Proof.** The base case for isolating in 2 random splits is already proven above, so the only aspect that is left to prove is the inductive step. Thus, the goal is to prove that it also holds that:

\[
P_{x_j}^{IN} (RS = s + 1) = \sum_{i=1}^{s} P_{x_j}^{LF} (RS = i|(x_j, \ldots, x_n)) P_{x_j}^{RF} (RS = (s + 1) - i|(x_1, \ldots, x_j)).
\]

It is clear from Equation (3.9) that the following formula holds:

\[
P_{x_j}^{IN} (RS = s + 1) = \sum_{i=1}^{j-2} \frac{x_{i+1} - x_i}{x_n - x_1} P_{x_j}^{IN} (RS = s|(x_{i+1}, \ldots, x_n))
\]

\[
+ \sum_{i=j+1}^{n-1} \frac{x_{i+1} - x_i}{x_n - x_1} P_{x_j}^{IN} (RS = s|(x_1, \ldots, x_i))
\]

\[
+ \frac{x_j - x_{j-1}}{x_n - x_1} P_{x_j}^{LF} (RS = s|(x_1, \ldots, x_n))
\]

\[
+ \frac{x_{j+1} - x_j}{x_n - x_1} P_{x_j}^{RF} (RS = s|(x_1, \ldots, x_j)).
\]

Now, Equation (3.14) is substituted in this formula and that leads to the following:

\[
P_{x_j}^{IN} (RS = s + 1) = \sum_{i=1}^{j-2} \frac{x_{i+1} - x_i}{x_n - x_1} \left( \sum_{k=1}^{s-1} P_{x_j}^{LF} (RS = k|(x_j, \ldots, x_n)) P_{x_j}^{RF} (RS = s - k|(x_{i+1}, \ldots, x_j)) \right)
\]
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\[
\begin{align*}
&+ \sum_{i=j+1}^{n-1} \frac{x_{i+1} - x_i}{x_n - x_1} \left( \sum_{k=1}^{s-1} P_{x_j}^L(\text{RS} = k|(x_j, \ldots, x_i)) P_{x_j}^R(\text{RS} = s - k|(x_1, \ldots, x_j)) \right) \\
&+ \frac{x_j - x_{j-1}}{x_n - x_1} P_{x_j}^L(\text{RS} = s|(x_j, \ldots, x_n)) \\
&+ \frac{x_{j+1} - x_j}{x_n - x_1} P_{x_j}^R(\text{RS} = s|(x_1, \ldots, x_j)) \\
&= \sum_{k=1}^{s-1} P_{x_j}^L(\text{RS} = k|(x_j, \ldots, x_n)) \sum_{i=1}^{j-2} \frac{x_{i+1} - x_i}{x_n - x_1} P_{x_j}^R(\text{RS} = s - k|(x_{i+1}, \ldots, x_j)) \\
&+ \sum_{k=1}^{s-1} P_{x_j}^R(\text{RS} = s - k|(x_1, \ldots, x_j)) \sum_{i=1}^{n-1} \frac{x_{i+1} - x_i}{x_n - x_1} I_{x_j}^L(\text{RS} = k|(x_j, \ldots, x_i)) \\
&+ \frac{x_j - x_{j-1}}{x_n - x_1} P_{x_j}^L(\text{RS} = s|(x_j, \ldots, x_n)) \\
&+ \frac{x_{j+1} - x_j}{x_n - x_1} P_{x_j}^R(\text{RS} = s|(x_1, \ldots, x_j)).
\end{align*}
\]

The first and the third terms are multiplied with \(\frac{x_j - x_i}{x_j - x_1}\) and the second and the fourth terms with \(\frac{x_n - x_j}{x_n - x_j}\), respectively. This gives us the following result:

\[
P_{x_j}^{IN}(\text{RS} = s + 1) = \sum_{k=1}^{s-1} P_{x_j}^L(\text{RS} = k|(x_j, \ldots, x_n)) \sum_{i=1}^{j-2} \frac{x_{i+1} - x_i}{x_n - x_1} \frac{x_j - x_{j-1}}{x_j - x_1} P_{x_j}^R(\text{RS} = s - k|(x_{i+1}, \ldots, x_j)) \\
+ \sum_{k=1}^{s-1} P_{x_j}^R(\text{RS} = s - k|(x_1, \ldots, x_j)) \sum_{i=1}^{n-1} \frac{x_{i+1} - x_i}{x_n - x_1} \frac{x_n - x_j}{x_n - x_j} P_{x_j}^L(\text{RS} = k|(x_j, \ldots, x_i)) \\
+ \frac{x_j - x_{j-1}}{x_n - x_1} \frac{x_j - x_1}{x_j - x_1} P_{x_j}^L(\text{RS} = s|(x_j, \ldots, x_n)) \\
+ \frac{x_{j+1} - x_j}{x_n - x_1} \frac{x_n - x_j}{x_n - x_j} P_{x_j}^R(\text{RS} = s|(x_1, \ldots, x_j)) \\
= \frac{x_j - x_1}{x_n - x_1} \sum_{k=1}^{s-1} P_{x_j}^L(\text{RS} = k|(x_j, \ldots, x_n)) \sum_{i=1}^{j-2} \frac{x_{i+1} - x_i}{x_j - x_1} P_{x_j}^R(\text{RS} = s - k|(x_{i+1}, \ldots, x_j))
\]
The term \( \frac{x_{i+1} - x_i}{x_{j} - x_i} \) is the probability to isolate the points to the left of \( x_{i+1} \) from the dataset \((x_1, ..., x_j)\). The term \( P_{x_j}^{RF}(RS = s - k|(x_{i+1}, ..., x_j)) \) is the probability that the right fringe point \( x_j \) gets isolated in \( s - k \) random splits in the dataset \((x_{i+1}, ..., x_j)\). When these two terms are multiplied, this leads to one extra split due to the term \( \frac{x_{i+1} - x_i}{x_{j} - x_i} \), so \( s - k \) changes in \((s + 1) - k \).

Moreover, the dataset \((x_{i+1}, ..., x_j)\) changes in the whole dataset \((x_1, ..., x_j)\), because the term \( \frac{x_{i+1} - x_i}{x_{j} - x_i} \) is the split in the whole dataset \((x_1, ..., x_j)\). Together with the summation over \( i \) and the term, this leads to the following term: \( P_{x_j}^{RF}(RS = (s + 1) - k|(x_1, ..., x_j)) \). A similar result holds for the second term. This leads to the following:

\[
P_{x_j}^{IN}(RS = s + 1) = \frac{x_j - x_{i+1}}{x_n - x_1} \sum_{k=1}^{s-1} P_{x_j}^{RF}(RS = k|(x_j, ..., x_n))P_{x_j}^{RF}(RS = (s + 1) - k|(x_1, ..., x_j))
\]

\[
+ \frac{x_n - x_j}{x_n - x_1} \sum_{k=1}^{s-1} P_{x_j}^{RF}(RS = s - k|(x_j, ..., x_n))P_{x_j}^{LF}(RS = k + 1|(x_j, ..., x_n))
\]

\[
+ \frac{x_j - x_1}{x_n - x_1} P_{x_j}^{RF}(RS = 1|(x_j, ..., x_n))P_{x_j}^{LF}(RS = s|(x_j, ..., x_n))
\]

\[
+ \frac{x_n - x_j}{x_n - x_1} P_{x_j}^{LF}(RS = 1|(x_j, ..., x_n))P_{x_j}^{RF}(RS = s|(x_1, ..., x_j))
\]

\[
= \frac{x_j - x_{i+1}}{x_n - x_1} \left( \sum_{k=1}^{s-1} P_{x_j}^{LF}(RS = k|(x_j, ..., x_n))P_{x_j}^{RF}(RS = (s + 1) - k|(x_1, ..., x_j)) \right)
\]

\[
+ P_{x_j}^{RF}(RS = 1|(x_1, ..., x_j))P_{x_j}^{LF}(RS = s|(x_j, ..., x_n)))
\]

\[
+ \frac{x_n - x_j}{x_n - x_1} \left( \sum_{k=1}^{s-1} P_{x_j}^{RF}(RS = s - k|(x_1, ..., x_j))P_{x_j}^{LF}(RS = k + 1|(x_j, ..., x_n)) \right)
\]

\[
+ P_{x_j}^{LF}(RS = 1|(x_j, ..., x_n))P_{x_j}^{RF}(RS = s|(x_1, ..., x_j))
\]
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Hence, by induction the recursion formula given by Equation (3.14) holds for all \(2 \leq s \leq n - 1\).

With the formulas above, the expectation and variance of the number of RS that are needed to isolate the interior point \(x_j\) can also be derived. These formulas are given as follows:

\[
E_{IN}^{x_j}(RS = i) = \sum_{i=2}^{n-1} iP_{x_j}^{IN}(RS = i), \tag{3.15}
\]

\[
Var_{IN}^{x_j}(RS) = \sum_{i=2}^{n-1} i^2P_{x_j}^{IN}(RS = i) - \left( E_{IN}^{x_j}(RS) \right)^2. \tag{3.16}
\]

### 3.2 Theory Two-Dimensional Case

The random splitting theory that is derived in the previous section holds for one-dimensional datasets. The next goal is to expand this to higher dimensions, particularly to two-dimensional datasets. Instead of only \(x_j\), the points are now denoted by \((x_j, y_j)\). In this case, there are four possible types of points. It could be a fringe point in both directions, an interior point in both directions, an interior point in the \(x\)-direction and a fringe point in the \(y\)-direction or a fringe point in the \(x\)-direction and an interior point in the \(y\)-direction. These formulas will turn out to be long, involved and cumbersome. Therefore, only theoretical formulas are developed for points that are fringe points in both directions.

#### 3.2.1 Fringe Point in Both Directions

For simplicity, a point that is a left fringe point in both directions is looked at first. This point is thus the point \((x_1, y_1)\). Such a point may not always exist, but in this dataset it is assumed that it does. It is known that IF chooses randomly which direction to split. In particular, it
is uniformly random. This means that for every split it holds that the probability that the split will be in one direction or the other is equal to \( \frac{1}{2} \). Here, the assumption is made that the points are ordered in the \( x \)-direction only, so the following dataset \( \{(x_1, y_1), (x_2, \tilde{y}_2), \ldots, (x_n, \tilde{y}_n)\} \) is considered. The \( \tilde{y} \) are the points in the \( y \)-direction according to the sorting in the \( x \)-direction. The mapping \( f : i_y \rightarrow i_y \) ensures that the points are ordered in the \( y \)-direction. This mapping has as input the index of the point in the unsorted \( y \)-direction and gives as output the same index in the sorted \( y \)-direction. For example, \( \tilde{y}_3 = y_{f(3)} \). There is also the mapping for the other direction \( g : i_x \rightarrow i_x \). If \( y \) is the sorted sample, then it gives rise to the following dataset \( \{(x_1, y_1), (\tilde{x}_2, y_2), \ldots, (\tilde{x}_n, y_n)\} \). Before every random split, a sorting function is used in order to get the dataset sorted in the right direction, meaning, in the direction of the upcoming split. As already mentioned, for every split it holds that the probability that the split will be in one direction or the other is equal to \( \frac{1}{2} \). With this in mind, the formula that the point \((x_1, y_1)\) gets isolated in \( s \) random splits with \( 1 \leq s \leq n - 1 \) can be derived. It is given by:

\[
P^{LF,LF}_{(x_1,y_1)}(RS = s) = \frac{1}{2} \sum_{j=s}^{n-1} \frac{x_{j+1} - x_j}{x_n - x_1} P^{LF,LF}_{(x_1,y_1)}(RS = s - 1)((x_1, y_1), \ldots, (x_j, y_j))
\]

\[
+ \frac{1}{2} \sum_{j=s}^{n-1} \frac{y_{j+1} - y_j}{y_n - y_1} P^{LF,LF}_{(x_1,y_1)}(RS = s - 1)((x_1, y_1), \ldots, (\tilde{x}_j, y_j)).
\]

(3.17)

In Equation (3.17), \( P^{LF,LF}_{(x_1,y_1)}(RS = s) \) is the probability that the left fringe point in both directions \((x_1, y_1)\) gets isolated in \( s \) random splits. If the first split is in the \( x \)-direction, we will look at the remaining subset \((x_1, y_1), \ldots, (x_j, y_j)\) with \( x \) the sorted sample. This gives us \( P^{LF,LF}_{(x_1,y_1)}(RS = s - 1)((x_1, y_1), \ldots, (x_j, y_j)) \), which is the probability that the left fringe point in both directions \((x_1, y_1)\) in the remaining dataset \((x_1, y_1), \ldots, (x_j, \tilde{y}_j)\) gets isolated in \( s - 1 \) random splits. If the first split is in the \( y \)-direction, we will look at the remaining subset \((x_1, y_1), \ldots, (\tilde{x}_j, y_j)\) with \( y \) the sorted sample.

This recursive formula is written out for the particular cases \( RS = 1, 2, 3 \), as follows:

\[
P^{LF,LF}_{(x_1,y_1)}(RS = 1) = \frac{1}{2} \cdot P^{LF}_{x_1}(RS = 1) + \frac{1}{2} \cdot P^{LF}_{y_1}(RS = 1)
\]

\[
= \frac{1}{2} \cdot \frac{x_2 - x_1}{x_n - x_1} + \frac{1}{2} \cdot \frac{y_2 - y_1}{y_n - y_1}.
\]

(3.18)

In Equation (3.18), we see that the probability that the point \((x_1, y_1)\) gets isolated in 1 RS is equal to \( \frac{1}{2} \) multiplied by the probability that \( x_1 \) gets isolated in 1 RS together with \( \frac{1}{2} \) multiplied by the probability that \( y_1 \) gets isolated in 1 RS. This has to do with the fact that there is only one RS and this RS can only be in one direction. The probability that it is in either direction
In Equation (3.20), we see all the 8 possibilities for the point \((x, \tilde{y})\) is equal to \(\frac{1}{2}\). For this specific point to be isolated in 2 random splits, we find:

\[
P_{(x_1,y_1)}^{LF,LF}(RS = 2) = \frac{1}{4} \cdot P_{x_1}^{LF}(RS = 2) + \frac{1}{4} \cdot P_{y_1}^{LF}(RS = 2) + \frac{1}{4} \cdot \sum_{i=2}^{n-1} \frac{x_{i+1} - x_i}{x_n - x_1} P_{y_1}^{LF}(RS = 1)((x_1, y_1), \ldots, (x_i, \tilde{y}_i)) + \frac{1}{4} \cdot \sum_{i=2}^{n-1} \frac{y_{i+1} - y_i}{y_n - y_1} P_{x_1}^{LF}(RS = 1)((x_1, y_1), \ldots, (\tilde{x}_i, y_i))
\]

\[
= \frac{1}{4} \cdot x_2 - x_1 \sum_{i=2}^{n-1} \frac{x_{i+1} - x_i}{x_n - x_1} x_i - x_1 + \frac{1}{4} \cdot \sum_{i=2}^{n-1} \frac{y_{i+1} - y_i}{y_n - y_1} y_i - y_1 + \frac{1}{4} \cdot \sum_{i=2}^{n-1} \frac{x_{i+1} - x_i}{x_n - x_1} yf(2) - y^1 + \frac{1}{4} \cdot \sum_{i=2}^{n-1} \frac{y_{i+1} - y_i}{y_n - y_1} xg(2) - x^1\]

(3.19)

While the formula for three splits grows to:

\[
P_{(x_1,y_1)}^{LF,LF}(RS = 3) = \frac{1}{2} \cdot \sum_{j=2}^{n-1} \frac{x_{j+1} - x_j}{x_n - x_1} P_{(x_1,y_1)}^{LF,LF}(RS = 2)((x_1, y_1), \ldots, (x_j, \tilde{y}_j)) + \frac{1}{2} \cdot \sum_{j=2}^{n-1} \frac{y_{j+1} - y_j}{y_n - y_1} P_{(x_1,y_1)}^{LF,LF}(RS = 2)((x_1, y_1), \ldots, (\tilde{x}_j, y_j))
\]

\[
= \frac{1}{8} \cdot \sum_{j=3}^{n-1} \sum_{i=2}^{j-1} \frac{x_{j+1} - x_j}{x_n - x_1} \frac{x_{i+1} - x_i}{x_n - x_1} \frac{x_2 - x_1}{x_i - x_1} + \frac{1}{8} \cdot \sum_{j=3}^{n-1} \sum_{i=2}^{j-1} \frac{y_{j+1} - y_j}{y_n - y_1} \frac{y_{i+1} - y_i}{y_n - y_1} \frac{y_2 - y_1}{y_i - y_1} + \frac{1}{8} \cdot \sum_{j=3}^{n-1} \sum_{i=2}^{j-1} \frac{x_{j+1} - x_j}{x_n - x_1} \frac{x_{i+1} - x_i}{x_n - x_1} \frac{yf(2) - y^1}{yf(i) - y^1} + \frac{1}{8} \cdot \sum_{j=3}^{n-1} \sum_{i=2}^{j-1} \frac{y_{j+1} - y_j}{y_n - y_1} \frac{y_{i+1} - y_i}{y_n - y_1} \frac{yf(2) - y^1}{yf(i) - y^1}
\]

(3.20)

In Equation (3.20), we see all the 8 possibilities for the point \((x_1, y_1)\) to be isolated in 3 RS. There are 2 directions, namely \(x\) and \(y\) and 3 random splits. For every RS, the probability is
that the split is in either direction. Hence, there are \(2^3 = 8\) possibilities and each possibility has a probability of \(\frac{1}{2^3} = \frac{1}{8}\).

With the formulas above, the expectation and variance of the number of RS that is needed to isolate the left fringe point in both directions \((x_1, y_1)\) can also be derived:

\[
E^{LF,LF}_{(x_1,y_1)}(RS) = \sum_{i=1}^{n-1} iP^{LF,LF}_{(x_1,y_1)}(RS = i),
\]

\[
Var^{LF,LF}_{(x_1,y_1)}(RS) = \sum_{i=1}^{n-1} i^2 P^{LF,LF}_{(x_1,y_1)}(RS = i) - \left(E^{LF,LF}_{(x_1,y_1)}(RS)\right)^2.
\]

The next step is to look at one of the other four possibilities for the type of point we deal with. The point that is explored next is a point that is an interior point in the \(x\)-direction and a fringe point in the \(y\)-direction. For these types of points, there are also formulas developed which turned out to be very cumbersome. These formulas were extremely difficult to implement in Python and also to prove. Due to the lack of efficient implementations, these formulas cannot be used for large datasets. Therefore, these formulas are only placed in Appendix A.3.

Hence, we will not go further with developing formulas for the two-dimensional case. Instead, we will use new methods to transform multi-dimensional datasets into one-dimensional set-ups in order to make use of the developed theoretical formulas for the one-dimensional case. Before that, we validate numerically the theory developed for one-dimensional datasets.

### 3.3 Numerical Validation One-Dimensional Case

In this section, the theoretical results from the previous sections will be compared with numerical results that are obtained from the Isolation Forest algorithm [8]. The theoretical formulas have been implemented in Python 3.9 for the fringe and interior points in a one-dimensional dataset. With these implementations, it is now possible to calculate the probabilities that a fringe or interior point in a one-dimensional dataset gets isolated in \(s\) random splits. The expectation and variance of the number of random splits needed to isolate a point can also be calculated theoretically. Numerically, this is also possible with the Isolation Forest method. Hence, we will compare the two to see if the theoretical and numerical probabilities match. We start with a numerical validation of the theoretical formulas developed in Section 3.1.

#### 3.3.1 Fringe Points

The first dataset that is used for the comparison is a continuous uniformly distributed dataset consisting of 10 points. The Isolation Forest algorithm is tested with and without pruning. Pruned trees have a height limit \(l\) as already mentioned in Section 2.2. The height limit that is used here is the standard height limit of the algorithm, namely \(l = \lceil\log_2(\psi)\rceil\) with \(\psi\) the sub-sampling size. The sub-sampling size controls the training size of the algorithm. A sample of the overall data is taken randomly and used to construct an isolation tree. The sub-sampling size is the minimum of 256 and the size of the dataset and thus in our case equal to the size of the dataset.

Before looking at the interior points, the fringe points are investigated. For the left fringe point of the dataset, the theoretical probabilities (3.6) that it becomes isolated in \(s\) random splits are compared with the numerical probabilities. This comparison is presented in Table 3.1.
Table 3.1: Theoretical and numerical probabilities that the left fringe point becomes isolated in $s$ random splits.

<table>
<thead>
<tr>
<th>Number of random splits</th>
<th>Theoretical probability</th>
<th>Isolation Forest (with fully grown trees)</th>
<th>Isolation Forest (with pruning)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.00587</td>
<td>0.00579</td>
<td>0.00583</td>
</tr>
<tr>
<td>2</td>
<td>0.26545</td>
<td>0.26607</td>
<td>0.26378</td>
</tr>
<tr>
<td>3</td>
<td>0.41991</td>
<td>0.42129</td>
<td>0.42055</td>
</tr>
<tr>
<td>4</td>
<td>0.23728</td>
<td>0.23580</td>
<td>0.23871</td>
</tr>
<tr>
<td>5</td>
<td>0.06239</td>
<td>0.06196</td>
<td>0.07064</td>
</tr>
<tr>
<td>6</td>
<td>0.00847</td>
<td>0.00838</td>
<td>0.00049</td>
</tr>
<tr>
<td>7</td>
<td>0.00061</td>
<td>0.00066</td>
<td>0</td>
</tr>
<tr>
<td>8</td>
<td>0.00002</td>
<td>0.00005</td>
<td>0</td>
</tr>
<tr>
<td>9</td>
<td>0.0000003</td>
<td>0.00000</td>
<td>0</td>
</tr>
</tbody>
</table>

In Table 3.2, the theoretical expectation (3.7) and variance (3.8) of the number of random splits that is needed to isolate the left fringe point are compared with the numerical expectation and variance.

Table 3.2: Expectation and variance of the number of random splits that is needed to isolate the left fringe point.

<table>
<thead>
<tr>
<th></th>
<th>Expectation</th>
<th>Variance</th>
</tr>
</thead>
<tbody>
<tr>
<td>Theoretical</td>
<td>3.113</td>
<td>0.850</td>
</tr>
<tr>
<td>IF (with fully grown trees)</td>
<td>3.110</td>
<td>0.848</td>
</tr>
<tr>
<td>IF (with pruning)</td>
<td>3.106</td>
<td>0.802</td>
</tr>
</tbody>
</table>

By looking at Table 3.1 and Table 3.2, it can be seen that the theoretical probabilities, expectation and variance of this left fringe point match very well with the numerical probabilities for both the pruned and fully grown trees. For the fully grown trees, the difference is smaller between the numerical and theoretical results than for the forest with pruning. The numerical probabilities, when making use of pruned trees, are equal to zero after fewer random splits than with fully grown trees. This is because in this case the trees have been cut off at a certain point. The right fringe point of this dataset has also been looked at and that led to similar results as the left fringe point.

All these results are based on a uniform distribution, so with no clear outliers. Therefore, we also look at a dataset that comes from a standard normal distribution $N(0, 1)$. The dataset consists of 10 points again. The left fringe point of this dataset has been explored first before experimenting with the interior points. The theoretical probabilities (3.6) that it becomes isolated in $s$ random splits are compared with the numerical probabilities. The results are summarized in Table 3.3. The expectation (3.7) and variance (3.8) are shown in Table 3.4.

Just like with the uniform distribution, it can be seen that the theoretical probabilities, expectation and variance of this left fringe point match very well with the numerical probabilities for both the pruned and fully grown trees. The right fringe point of this dataset has also been looked at and that led to similar results as the left fringe point.

Further validation of these formulas is done in Section 3.5 using the Transformed Isolation Forest.
Table 3.3: Theoretical and numerical probabilities that the left fringe point becomes isolated in $s$ random splits.

<table>
<thead>
<tr>
<th>Number of random splits</th>
<th>Theoretical probability</th>
<th>Isolation Forest (with fully grown trees)</th>
<th>Isolation Forest (with pruning)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.07234</td>
<td>0.07087</td>
<td>0.07270</td>
</tr>
<tr>
<td>2</td>
<td>0.31931</td>
<td>0.32266</td>
<td>0.31982</td>
</tr>
<tr>
<td>3</td>
<td>0.35913</td>
<td>0.35949</td>
<td>0.35715</td>
</tr>
<tr>
<td>4</td>
<td>0.18704</td>
<td>0.18443</td>
<td>0.18892</td>
</tr>
<tr>
<td>5</td>
<td>0.05291</td>
<td>0.05294</td>
<td>0.05976</td>
</tr>
<tr>
<td>6</td>
<td>0.00848</td>
<td>0.00875</td>
<td>0.00165</td>
</tr>
<tr>
<td>7</td>
<td>0.00075</td>
<td>0.00084</td>
<td>0</td>
</tr>
<tr>
<td>8</td>
<td>0.00003</td>
<td>0.00002</td>
<td>0</td>
</tr>
<tr>
<td>9</td>
<td>0.0000005</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

Table 3.4: Expectation and variance of the number of random splits that is needed to isolate the left fringe point.

<table>
<thead>
<tr>
<th></th>
<th>Expectation</th>
<th>Variance</th>
</tr>
</thead>
<tbody>
<tr>
<td>Theoretical</td>
<td>2.857</td>
<td>1.076</td>
</tr>
<tr>
<td>IF (with fully grown trees)</td>
<td>2.856</td>
<td>1.074</td>
</tr>
<tr>
<td>IF (with pruning)</td>
<td>2.848</td>
<td>1.030</td>
</tr>
</tbody>
</table>

### 3.3.2 Interior Points

Now that the numerical probabilities of the fringe points have been compared with the theory for 2 different datasets, the same will be done for the interior points. First, an interior point of the same uniform distribution used in Subsection 3.3.1 is explored. In Table 3.5, the theoretical (3.14) and numerical probabilities that the point gets isolated in $s$ random splits are compared. The expectation (3.15) and variance (3.16) are shown in Table 3.6.

Table 3.5: Theoretical and numerical probabilities that the interior point becomes isolated in $s$ random splits.

<table>
<thead>
<tr>
<th>Number of random splits</th>
<th>Theoretical probability</th>
<th>Isolation Forest (with fully grown trees)</th>
<th>Isolation Forest (with pruning)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>0.02588</td>
<td>0.02657</td>
<td>0.02639</td>
</tr>
<tr>
<td>3</td>
<td>0.30876</td>
<td>0.30813</td>
<td>0.30784</td>
</tr>
<tr>
<td>4</td>
<td>0.40954</td>
<td>0.40894</td>
<td>0.40851</td>
</tr>
<tr>
<td>5</td>
<td>0.20386</td>
<td>0.20429</td>
<td>0.23579</td>
</tr>
<tr>
<td>6</td>
<td>0.04658</td>
<td>0.04655</td>
<td>0.02147</td>
</tr>
<tr>
<td>7</td>
<td>0.00513</td>
<td>0.00527</td>
<td>0</td>
</tr>
<tr>
<td>8</td>
<td>0.00025</td>
<td>0.00024</td>
<td>0</td>
</tr>
<tr>
<td>9</td>
<td>0.000003</td>
<td>0.00001</td>
<td>0</td>
</tr>
</tbody>
</table>
Table 3.6: Expectation and variance of the number of random splits that is needed to isolate the interior point.

<table>
<thead>
<tr>
<th></th>
<th>Expectation</th>
<th>Variance</th>
</tr>
</thead>
<tbody>
<tr>
<td>Theoretical</td>
<td>3.953</td>
<td>0.850</td>
</tr>
<tr>
<td>IF (with fully grown trees)</td>
<td>3.953</td>
<td>0.854</td>
</tr>
<tr>
<td>IF (with pruning)</td>
<td>3.918</td>
<td>0.728</td>
</tr>
</tbody>
</table>

Thus, we can conclude from Table 3.5 and Table 3.6 that for this interior point the theoretical probabilities also match with the numerical probabilities just like the expectation and variance at least for these experiments. This is also the case for another interior point in this dataset.

In Figure 3.1, the comparison between the distribution of random splits of the left fringe point and an interior point of the uniformly distributed dataset, for pruned and fully grown trees, is shown. We see two different distributions of the depth. For the left fringe point, the depth is much smaller than for the interior point. For the pruned trees, there are some differences for more than five random splits. This has to do with the cutting point of the trees that in a dataset with 10 points has been set at \( l = \lceil \log_2(\psi) \rceil = \lceil \log_2(10) \rceil = 4 \). This implies that up to four random splits the probabilities of the pruned trees and fully grown trees will be similar and after that there will be differences.

![Figure 3.1](image1.png)

(a) Left fringe point

![Figure 3.1](image2.png)

(b) Interior point

Figure 3.1: Probability that the left fringe point and an interior point of a continuous uniform distributed dataset become isolated in \( s \) random splits for the Isolation Forest [8] method with 100000 trees.

The next step is to experiment with the interior points of the same standard normally distributed dataset used in Subsection 3.3.1. The theoretical (3.14) and numerical probabilities for an interior point of this dataset are shown in Table 3.7 and the expectation (3.15) and variance (3.16) are shown in Table 3.8.

Hence, we can conclude from Table 3.7 and Table 3.8 that for this interior point the theoretical probabilities also match with the numerical probabilities just like the expectation and variance. This is also the case for another interior point in this dataset. In Figure 3.2, the comparison between the numerical probabilities for pruned and fully grown trees of the left fringe point and an interior point of the standard normally distributed dataset is shown. There are similar results as for the comparison between the left fringe point and an interior point of the uniform distribution, with differences in probabilities between the pruned trees and fully grown trees after the trees have been cut off.
Table 3.7: Theoretical and numerical probabilities that the interior point becomes isolated in \( s \) random splits.

<table>
<thead>
<tr>
<th>Number of random splits</th>
<th>Theoretical probability</th>
<th>Isolation Forest (with fully grown trees)</th>
<th>Isolation Forest (with pruning)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>0.03621</td>
<td>0.03510</td>
<td>0.03668</td>
</tr>
<tr>
<td>3</td>
<td>0.17466</td>
<td>0.17219</td>
<td>0.17398</td>
</tr>
<tr>
<td>4</td>
<td>0.32584</td>
<td>0.32701</td>
<td>0.32759</td>
</tr>
<tr>
<td>5</td>
<td>0.29613</td>
<td>0.29596</td>
<td>0.43009</td>
</tr>
<tr>
<td>6</td>
<td>0.13507</td>
<td>0.13696</td>
<td>0.03166</td>
</tr>
<tr>
<td>7</td>
<td>0.02910</td>
<td>0.02976</td>
<td>0</td>
</tr>
<tr>
<td>8</td>
<td>0.00288</td>
<td>0.00296</td>
<td>0</td>
</tr>
<tr>
<td>9</td>
<td>0.00011</td>
<td>0.00006</td>
<td>0</td>
</tr>
</tbody>
</table>

Table 3.8: Expectation and variance of the number of random splits that is needed to isolate the interior point.

<table>
<thead>
<tr>
<th></th>
<th>Expectation</th>
<th>Variance</th>
</tr>
</thead>
<tbody>
<tr>
<td>Theoretical</td>
<td>4.419</td>
<td>1.291</td>
</tr>
<tr>
<td>IF (with fully grown trees)</td>
<td>4.429</td>
<td>1.289</td>
</tr>
<tr>
<td>IF (with pruning)</td>
<td>4.246</td>
<td>0.817</td>
</tr>
</tbody>
</table>

Figure 3.2: Probability that the left fringe point and an interior point of a standard normally distributed dataset become isolated in \( s \) random splits for the Isolation Forest \([8]\) method with 100000 trees.

3.4 Numerical Validation Two-Dimensional Case

Just like for the 1D case, the theoretical formulas for the 2D case have been implemented in Python. There are more possible points now, because a point can be a fringe point or an interior point in both directions. Hence, four possible points should be distinguished. We only derived formulas for the fringe points in both directions, because deriving formulas for the other types of points turned out to be very computationally demanding.
3.4.1 Fringe Point in Both Directions

First, points that are a left fringe point in both the $x$-direction as the $y$-direction are investigated. These formulas have been implemented in Python and are tested numerically. The first dataset that is used for comparison is a uniform distributed set, consisting of 10 points and that has a left fringe point in both directions. The comparison between the theoretical (3.17) and numerical probabilities that this point gets isolated in $s$ random splits are summarized in Table 3.9.

Table 3.9: Theoretical and numerical probabilities that the left fringe point in both directions becomes isolated in $s$ random splits.

<table>
<thead>
<tr>
<th>Number of random splits</th>
<th>Theoretical probability</th>
<th>Isolation Forest (with fully grown trees)</th>
<th>Isolation Forest (with pruning)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.04862</td>
<td>0.04946</td>
<td>0.04739</td>
</tr>
<tr>
<td>2</td>
<td>0.21752</td>
<td>0.21919</td>
<td>0.21737</td>
</tr>
<tr>
<td>3</td>
<td>0.37930</td>
<td>0.37582</td>
<td>0.3819</td>
</tr>
<tr>
<td>4</td>
<td>0.25763</td>
<td>0.25818</td>
<td>0.2557</td>
</tr>
<tr>
<td>5</td>
<td>0.08209</td>
<td>0.08238</td>
<td>0.09648</td>
</tr>
<tr>
<td>6</td>
<td>0.01371</td>
<td>0.01381</td>
<td>0.00116</td>
</tr>
<tr>
<td>7</td>
<td>0.00109</td>
<td>0.00110</td>
<td>0</td>
</tr>
<tr>
<td>8</td>
<td>0.00004</td>
<td>0.00006</td>
<td>0</td>
</tr>
<tr>
<td>9</td>
<td>0.0000005</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

In Table 3.10, we see the theoretical expectation (3.21) and variance (3.22) compared with the numerical expectation and variance that this point gets isolated in $s$ random splits.

Table 3.10: Expectation and variance of the number of random splits that is needed to isolate the left fringe point in both directions.

<table>
<thead>
<tr>
<th></th>
<th>Expectation</th>
<th>Variance</th>
</tr>
</thead>
<tbody>
<tr>
<td>Theoretical</td>
<td>3.153</td>
<td>1.116</td>
</tr>
<tr>
<td>IF (with fully grown trees)</td>
<td>3.151</td>
<td>1.126</td>
</tr>
<tr>
<td>IF (with pruning)</td>
<td>3.140</td>
<td>1.039</td>
</tr>
</tbody>
</table>

From Table 3.9 and Table 3.10, it can be concluded that the theoretical probabilities match very well with the numerical probabilities for this specific left fringe point in both directions in this specific dataset. However, there are some differences after the height limit of the pruned trees is reached between the theoretical probabilities and numerical probabilities calculated with pruned trees.

To expand on this, a second dataset is used for comparison. This dataset is standard normally distributed, consists of 10 points and also has a left fringe point in both directions. The theoretical formulas (3.17) have been validated numerically again on this point, which can be seen in Table 3.11. The comparison between the theoretical expectation (3.21) and variance (3.22) and numerical expectation and variance that this point gets isolated in $s$ random splits is summarized in Table 3.12.

The overall conclusion that can be drawn from the validations of the theoretical formulas is that the theoretical probabilities, expectations and variances are almost equal to the numerical ones with fully grown trees. For pruned trees, there are some differences due to the trees cut off at a certain point.
Table 3.11: Theoretical and numerical probabilities that the left fringe point in both directions becomes isolated in $s$ random splits.

<table>
<thead>
<tr>
<th>Number of random splits to isolate the point</th>
<th>Theoretical probability</th>
<th>Isolation Forest (with fully grown trees)</th>
<th>Isolation Forest (with pruning)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.02992</td>
<td>0.02984</td>
<td>0.02995</td>
</tr>
<tr>
<td>2</td>
<td>0.17624</td>
<td>0.17823</td>
<td>0.17914</td>
</tr>
<tr>
<td>3</td>
<td>0.32081</td>
<td>0.31967</td>
<td>0.31931</td>
</tr>
<tr>
<td>4</td>
<td>0.27692</td>
<td>0.27529</td>
<td>0.276</td>
</tr>
<tr>
<td>5</td>
<td>0.14725</td>
<td>0.14802</td>
<td>0.1889</td>
</tr>
<tr>
<td>6</td>
<td>0.04293</td>
<td>0.04347</td>
<td>0.0067</td>
</tr>
<tr>
<td>7</td>
<td>0.00565</td>
<td>0.00526</td>
<td>0</td>
</tr>
<tr>
<td>8</td>
<td>0.00027</td>
<td>0.00022</td>
<td>0</td>
</tr>
<tr>
<td>9</td>
<td>0.000004</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

Table 3.12: Expectation and variance of the number of random splits that is needed to isolate the left fringe point in both directions.

<table>
<thead>
<tr>
<th></th>
<th>Expectation</th>
<th>Variance</th>
</tr>
</thead>
<tbody>
<tr>
<td>Theoretical</td>
<td>3.488</td>
<td>1.407</td>
</tr>
<tr>
<td>IF (with fully grown trees)</td>
<td>3.486</td>
<td>1.410</td>
</tr>
<tr>
<td>IF (with pruning)</td>
<td>3.435</td>
<td>1.202</td>
</tr>
</tbody>
</table>

### 3.5 Outlier Detection with Transformed Isolation Forest

In Section 3.1, formulas were developed for the points in a one-dimensional dataset. The effort to expand this to a two-dimensional dataset turned out to be impractical. In this case, only formulas were developed for fringe points in both directions. For the other kinds of points, this was extremely difficult. However, Transformed Isolation Forest was developed which, with a transformation, turned a multi-dimensional dataset into a one-dimensional set-up. In this case, the one-dimensional theoretical formulas can again be applied. This method was described in Section 2.3. After this method is used, we have a new one-dimensional dataset. On this set-up, we can then use the formulas we derived in Section 3.1 for the one-dimensional case. The idea is then to calculate the theoretical expectation of the number of random splits that is needed to isolate every datapoint in this new dataset. The lower this expectation, the more outlying a point. Outliers are more susceptible to isolation than inliers and therefore they are isolated in less random splits than inliers. Hence, their expectation will be lower than the expectation of the inliers.

#### 3.5.1 Counterexample for the Transformed Isolation Forest Based on Distance to the Center of Mass

The dataset described in Subsection 2.3.4 is used for the experiments with the new transformation methods. The four new transformed datasets can be seen in Figure 2.8 and by looking at this figure we expect the TIF in combination with the local transformation based on the $k$NN distance to detect all the four clear outliers and the TIF in combination with the global transformations to detect none of the clear outliers.
Thus, the expectation of the number of random splits needed to isolate each datapoint in the datasets of Figure 2.8 is calculated. The results of this can be seen in Table 3.13.

Table 3.13: Number of mistakes made in detecting the most outlying points for a dataset of 100 points coming from a two-dimensional dataset with four clear outliers.

<table>
<thead>
<tr>
<th>Outlier detection method</th>
<th>Mistakes made in detecting the 4 most outlying points</th>
</tr>
</thead>
<tbody>
<tr>
<td>Isolation Forest (1000 trees)</td>
<td>0</td>
</tr>
<tr>
<td>$E[RS]$ of $l_1(x_i, CM)$</td>
<td>3</td>
</tr>
<tr>
<td>$E[RS]$ of $l_2(x_i, CM)$</td>
<td>4</td>
</tr>
<tr>
<td>$E[RS]$ of $l_{max}(x_i, CM)$</td>
<td>4</td>
</tr>
<tr>
<td>$E[RS]$ of kNN-distance with 3 neighbours</td>
<td>0</td>
</tr>
</tbody>
</table>

From Table 3.13, it can be concluded that our expectation was correct. Hence, the TIF in combination with the global transformations does not work on this dataset. The TIF in combination with the local transformation detects all four clear outliers and that also matches our expectation. Hence, for this dataset the local transformation gives more accurate results than the global transformations.

3.5.2 One-Dimensional Case

The datasets considered in this subsection are already one-dimensional. For these datasets, we will now first calculate the CM and then the distance of every datapoint to the CM. All these distances together will form a new one-dimensional dataset and on this dataset the formulas derived in Section 3.1 are used. With these formulas, the theoretical expectation of the number of random splits needed to isolate every point in this new dataset is calculated. The lower this expectation, the more outlying a point.

The first example that is considered is a standard normal distributed dataset of 100 points. This dataset can be seen in Figure 3.3.

Figure 3.3: Standard normally distributed dataset of 100 points.

The red dot in Figure 3.3 is the center of mass of this dataset. The green points are the 10 most outlying points in this dataset. We calculated the $l_1$-distance between the CM and every datapoint of this dataset. For one-dimensional datasets, the $l_1$, $l_2$- and $l_{max}$-distances are the same. Therefore, we only checked the results for one of these metrics. This new dataset can be seen in Figure 3.4. In this figure, the green points are also the 10 most outlying points.
Figure 3.4: $l_1$-distance between the CM and every datapoint in the standard normal distributed dataset of Figure 3.3.

For the dataset of Figure 3.3, the most outlying points are calculated beforehand. This is done with 3 different metrics. The first one is the $l_2$-distance (2.16) to the mean of the dataset. The most outlying points have the largest distance to the mean. The second metric is the kNN-distance, already discussed in Subsection 2.3.3, which is the mean distance of every datapoint to his $k$-nearest neighbours. The bigger this kNN-distance is, the more outlying a point is. The third metric is the probability density function (PDF) of the distribution. The probability density function is a function that provides the likelihood that the value of a random variable will fall between a certain range of values. Therefore, the lower the PDF of a point, the more outlying it is.

The most outlying points calculated by these three metrics are compared with the most outlying points calculated by looking at the expectation of the number of random splits needed to isolate each datapoint in the dataset of Figure 3.4. The ordering of the outliers according to these three measures, is also taken into account. The results of this comparison can be seen in Table 3.14.

Table 3.14: Number of mistakes made in detecting the most outlying points for a dataset of 100 points coming from a standard normal distribution. Between brackets the number of mistakes if also the order is taken in consideration.

<table>
<thead>
<tr>
<th>Outlier detection method and metric for the outliers</th>
<th>Mistakes made in detecting the 5 most outlying points</th>
<th>Mistakes made in detecting the 10 most outlying points</th>
</tr>
</thead>
<tbody>
<tr>
<td>IF (1000 trees) and $l_2$-distance to the mean.</td>
<td>2 (5)</td>
<td>1 (9)</td>
</tr>
<tr>
<td>IF (1000 trees) and kNN-distance with $k = 50$.</td>
<td>1 (4)</td>
<td>1 (8)</td>
</tr>
<tr>
<td>IF (1000 trees) and PDF of the distribution.</td>
<td>2 (5)</td>
<td>1 (9)</td>
</tr>
<tr>
<td>IF (Theory) and $l_2$-distance to the mean.</td>
<td>2 (5)</td>
<td>2 (10)</td>
</tr>
<tr>
<td>IF (Theory) and kNN-distance with $k = 50$.</td>
<td>1 (4)</td>
<td>2 (9)</td>
</tr>
<tr>
<td>IF (Theory) and PDF of the distribution.</td>
<td>2 (5)</td>
<td>2 (10)</td>
</tr>
<tr>
<td>$E[RS]$ of $l_1(x, CM)$ and $l_2$-distance to the mean.</td>
<td>2 (2)</td>
<td>5 (6)</td>
</tr>
<tr>
<td>$E[RS]$ of $l_1(x, CM)$ and kNN-distance with $k = 50$.</td>
<td>1 (2)</td>
<td>5 (6)</td>
</tr>
<tr>
<td>$E[RS]$ of $l_1(x, CM)$ and PDF of the distribution.</td>
<td>2 (2)</td>
<td>5 (6)</td>
</tr>
</tbody>
</table>

In Table 3.14, we see in the mistakes columns two numbers. The first number is the number of mistakes made in detecting the most outlying points and the second number, between the brackets, is the number of ordering mistakes in detecting the most outlying points. The results of the theoretical Isolation Forest are calculated by using the theoretical formulas of Section 3.1.
to get the theoretical expectation of the number of random splits needed to isolate every point in the original dataset. With these expectations, the scores (2.11) of the theoretical IF can be calculated and with these scores we can determine the number of outlying points detected by the theoretical IF method. We see that the expectation of the number of random splits needed to isolate every point in the dataset of Figure 3.4 gives us less ordering mistakes than both the theoretical and numerical IF on the original dataset. It also gives very accurate results when the detecting the 5 most outlying points.

3.5.3 Two-Dimensional Case

In this section, two-dimensional datasets are explored. In Chapter 3, we only derived formulas for fringe points in both directions for the two-dimensional case. Therefore, the distance of every datapoint to the CM of the dataset is calculated. This gives us a new one-dimensional dataset and on this dataset the theoretical formulas for the one-dimensional case are used. Hence, we can use the same techniques as we did for the one-dimensional case in Subsection 3.5.2.

The first two-dimensional dataset that is used for our experiment is a standard normally distributed dataset of 100 points. This dataset can be seen in Figure 3.5.

**Figure 3.5: Two-dimensional standard normally distributed dataset of 100 points.**

In Figure 3.5, the green dots are the 10 most outlying points in the dataset and the red dot is the CM of the dataset. For this dataset, the $l_1$, $l_2$, and $l_{\text{max}}$-distances between the CM and every datapoint are calculated. This can be seen in Figure 3.6.

In Figure 3.6, it can be seen that these 3 distances are not the same for this two-dimensional dataset.

The most outlying points of the dataset of Figure 3.5 are calculated with the same three metrics used in Subsection 3.5.2. These are compared with the most outlying points calculated by looking at the expectation of the number of random splits needed to isolate each datapoint in the datasets of Figure 3.6. The ordering of the points is also taken into account. The results can be seen in Table 3.15. From there, it can be concluded that the numerical IF on the original two-dimensional dataset does a perfect job in detecting the 10 most outlying points. It also performs the best in ordering these points. If we look at the 5 most outlying points, the new transformation method in combination with the $l_2$-norm gives us very accurate results. It only makes 1 mistake when detecting the 5 most outlying points. Hence, the $l_2$-norm performs the best of the three norms. In Section 2.3, we also expected the $l_2$-norm to be the best choice for the new method based on the distance to the CM.

We also want to do this same experiment with a different dataset. Hence, the dataset we will use for the next experiment is a uniformly distributed set. Thus, it has no clear outliers and therefore it will be interesting to see which points will be detected as the most outlying points by each of the different norms. The PDF of the uniform distribution is constant for every
Figure 3.6: Distance between the CM and every datapoint in the standard normally distributed dataset of Figure 3.5.

Table 3.15: Number of mistakes made in detecting the most outlying points for a dataset of 100 points coming from a two-dimensional standard normal distribution. Between brackets the number of mistakes if also the order is taken in consideration.

<table>
<thead>
<tr>
<th>Outlier detection method and metric for the outliers</th>
<th>Mistakes made in detecting the 5 most outlying points</th>
<th>Mistakes made in detecting the 10 most outlying points</th>
</tr>
</thead>
<tbody>
<tr>
<td>IF (1000 trees) and $l_2$-distance to the mean.</td>
<td>2 (2)</td>
<td>0 (4)</td>
</tr>
<tr>
<td>IF (1000 trees) and kNN-distance with $k = 50$.</td>
<td>1 (2)</td>
<td>0 (7)</td>
</tr>
<tr>
<td>IF (1000 trees) and PDF of the distribution.</td>
<td>2 (2)</td>
<td>0 (4)</td>
</tr>
<tr>
<td>$E[RS]$ of $l_1(x_i, CM)$ and $l_2$-distance to the mean.</td>
<td>1 (2)</td>
<td>4 (7)</td>
</tr>
<tr>
<td>$E[RS]$ of $l_1(x_i, CM)$ and kNN-distance with $k = 50$.</td>
<td>2 (3)</td>
<td>4 (8)</td>
</tr>
<tr>
<td>$E[RS]$ of $l_1(x_i, CM)$ and PDF of the distribution.</td>
<td>1 (2)</td>
<td>4 (7)</td>
</tr>
<tr>
<td>$E[RS]$ of $l_2(x_i, CM)$ and $l_2$-distance to the mean.</td>
<td>1 (2)</td>
<td>4 (6)</td>
</tr>
<tr>
<td>$E[RS]$ of $l_2(x_i, CM)$ and kNN-distance with $k = 50$.</td>
<td>1 (2)</td>
<td>4 (7)</td>
</tr>
<tr>
<td>$E[RS]$ of $l_2(x_i, CM)$ and PDF of the distribution.</td>
<td>1 (2)</td>
<td>4 (6)</td>
</tr>
<tr>
<td>$E[RS]$ of $l_{max}(x_i, CM)$ and $l_2$-distance to the mean.</td>
<td>3 (5)</td>
<td>4 (10)</td>
</tr>
<tr>
<td>$E[RS]$ of $l_{max}(x_i, CM)$ and kNN-distance with $k = 50$.</td>
<td>2 (5)</td>
<td>4 (10)</td>
</tr>
<tr>
<td>$E[RS]$ of $l_{max}(x_i, CM)$ and PDF of the distribution.</td>
<td>3 (5)</td>
<td>4 (10)</td>
</tr>
</tbody>
</table>

datapoint in the set. Hence, we cannot use this metric to calculate the most outlying points for this dataset. Therefore, we are only using the other two metrics in this case. The dataset is shown in Figure 3.7.

For the standard normally distributed dataset of Figure 3.5, the most outlying points detected by the three different metrics were the same points. In Figure 3.7, we see that this is not the case for this uniform distribution. Each metric considers different points as the most outlying points. This can also be seen if we calculate the $l_1$-, $l_2$- and $l_{max}$-distances between the CM and every datapoint. In Figure 3.8, we can see these distances with the most outlying points detected by the different metrics in green.

In Figure 3.8, we see differences between the three norms. The distances are from a different order and also the most outlying points are at different places in the three datasets. Moreover,
Figure 3.7: Two-dimensional uniformly distributed dataset of 100 points with the 10 most outlying points (green dots) detected by two different metrics.

(a) $l_2$-distance to the mean  
(b) kNN-distance with 50 neighbours

Figure 3.8: Distance between the CM and every datapoint in the uniformly distributed dataset of Figure 3.7.

(a) $l_1$-distance  
(b) $l_2$-distance  
(c) $l_{\text{max}}$-distance

The most outlying points are different for the metrics we used to calculate them. We already saw this in Figure 3.7.

The most outlying points of the dataset of Figure 3.7 are thus calculated with the same three metrics used for the standard normally distributed dataset. These are compared with the most outlying points calculated by looking at the expectation of the number of random splits needed to isolate each datapoint in the datasets of Figure 3.8. The ordering of the points is also taken into account. The results of this can be seen in Table 3.16.

From Table 3.16, we can conclude that for this dataset all methods make more mistakes than for the standard normally distributed dataset. The reason for this may be the distribution itself, because an uniform distribution has no clear outliers. Therefore, it is more difficult to detect the outliers and that leads to more mistakes. Moreover, we notice that the new transformation method in combination with the $l_1$- and $l_2$-norms gives the most accurate results in terms of the detecting the 5 most outlying points. The numerical IF on the original two-dimensional dataset performs the best of all the methods considered, because it only makes 1 mistake when detecting the most outlying points. If the order is taken into consideration, then all methods make many mistakes.
Table 3.16: Number of mistakes made in detecting the most outlying points for a dataset of 100 points coming from a two-dimensional uniform distribution. Between brackets the number of mistakes if also the order is taken in consideration.

<table>
<thead>
<tr>
<th>Outlier detection method and metric for the outliers</th>
<th>Mistakes made in detecting the 5 most outlying points</th>
<th>Mistakes made in detecting the 10 most outlying points</th>
</tr>
</thead>
<tbody>
<tr>
<td>IF (1000 trees) and $l_2$-distance to the mean.</td>
<td>3 (4)</td>
<td>4 (9)</td>
</tr>
<tr>
<td>IF (1000 trees) and kNN-distance with $k = 50$.</td>
<td>1 (5)</td>
<td>3 (10)</td>
</tr>
<tr>
<td>$E[RS]$ of $l_1(x_i, CM)$ and $l_2$-distance to the mean.</td>
<td>3 (5)</td>
<td>5 (10)</td>
</tr>
<tr>
<td>$E[RS]$ of $l_1(x_i, CM)$ and kNN-distance with $k = 50$.</td>
<td>2 (4)</td>
<td>7 (9)</td>
</tr>
<tr>
<td>$E[RS]$ of $l_2(x_i, CM)$ and $l_2$-distance to the mean.</td>
<td>3 (5)</td>
<td>6 (10)</td>
</tr>
<tr>
<td>$E[RS]$ of $l_2(x_i, CM)$ and kNN-distance with $k = 50$.</td>
<td>2 (4)</td>
<td>7 (9)</td>
</tr>
<tr>
<td>$E[RS]$ of $l_{\text{max}}(x_i, CM)$ and $l_2$-distance to the mean.</td>
<td>4 (5)</td>
<td>9 (10)</td>
</tr>
<tr>
<td>$E[RS]$ of $l_{\text{max}}(x_i, CM)$ and kNN-distance with $k = 50$.</td>
<td>3 (5)</td>
<td>6 (9)</td>
</tr>
</tbody>
</table>

3.5.4 Three-Dimensional Case

The goal is to also perform the same experiments as we did with the one- and two-dimensional sets with datasets that are three-dimensional. These experiments are described in this subsection. These experiments are exactly the same as the ones for the two-dimensional datasets, but the only difference is now that the dataset has an extra dimension.

The first three-dimensional dataset that is used for this experiment is a standard normally distributed dataset of 100 points. This dataset can be seen in Figure 3.9.

Figure 3.9: Three-dimensional standard normally distributed dataset of 100 points.

In Figure 3.9, the green points are the most outlying points. The red dot is the CM of this dataset. The three metrics we used for the two-dimensional set to calculate the most outlying points consider the same points as the outliers. However, there is one exception: the kNN-distance considers one point as an outlier, which the other two metrics does not consider as an outlier. The other 9 points are exactly the same. Therefore, there is only one figure of this dataset shown.

Again, the distances between the CM and every point in the dataset of Figure 3.9 are calculated for the three different metrics used in Subsection 3.5.3. This can be seen in Figure 3.10.

From Figure 3.10, we can conclude that there are differences between the three norms. In the dataset of the $l_{\text{max}}$-distance, the outliers are more mixed with the other points than for the datasets of the other two norms. Between the three metrics to calculate the most outlying points of the dataset beforehand, there are no major differences.
Figure 3.10: Distance between the CM and every datapoint in the standard normally distributed dataset of Figure 3.9.

The same experiment is done with these three new datasets as we have done with all the previous datasets we have considered in this section. The results of this can be seen in Table 3.17.

In Table 3.17, we see that the most accurate results come from the numerical IF on the original three-dimensional dataset. The new transformation method together with the \( l_{\text{max}} \)-norm has the least accurate results of the three norms considered.

### 3.5.5 Multi-Dimensional Case

The datasets that are considered in this section are multi-dimensional datasets, namely ten-dimensional datasets. With these datasets, the same experiments are done as with the lower
dimensional datasets of the previous subsections. This is done in order to see how the results of the lower dimensional datasets expand to higher dimensions.

The first multi-dimensional dataset that is used for these experiments is a ten-dimensional standard normally distributed dataset of 100 points. This dataset cannot be plotted, but we can visualize the $l_1$-, $l_2$- and $l_{max}$-distances between the CM and every datapoint in this set. For this set, we have also calculated the kNN-distance of every point with the number of neighbours equal to 5. Hence, this is the first set on which we use the TIF in combination with the local transformation based on the kNN-distance of every point. The new transformed datasets can be seen in Figure 3.11.

![Figure 3.11: Transformed one-dimensional datasets of the ten-dimensional standard normally distributed dataset.](image)

In Figure 3.11, we see differences between the four new datasets. For the kNN-distance, the most outlying points are separated the most from the rest of the points. The $l_2$-distance gives us a new dataset with more than half of the most outlying point separated from the inliers. If we look at the $l_{max}$-distance, we see that only 2 of the most outlying points are separated from the rest of the points. The other 8 most outlying points are mixed with the inliers. The $l_1$-distance gives us almost half of the outlying points clearly, but the other half is mixed with the inliers. Hence, we expect the kNN-distance to have the most accurate results followed by the $l_2$-distance.

For these four new datasets, the theoretical expectation of the number of random splits needed to isolate every datapoint is calculated and compared with the most outlying points calculated with the three metrics we used to calculate the outliers beforehand. The results of this experiment can be seen in Table 3.18. From this table, it can be concluded that the kNN-distance gives the most accurate results from the four methods if we are considering the 10 most outlying points. If we are considering the 5 most outlying points, then the new transformation method in combination with the $l_1$-norm gives us the most accurate results. However, the results of the new transformation method in combination with the $l_2$-norm and the kNN-distance do not deviate much from the results of the $l_1$-norm. The numerical IF still performs better than the new methods we consider.
Table 3.18: Number of mistakes made in detecting the most outlying points for a dataset of 100 points coming from a ten-dimensional standard normal distribution. Between brackets the number of mistakes if also the order is taken in consideration.

<table>
<thead>
<tr>
<th>Outlier detection method and metric for the outliers</th>
<th>Mistakes made in detecting the 5 most outlying points</th>
<th>Mistakes made in detecting the 10 most outlying points</th>
</tr>
</thead>
<tbody>
<tr>
<td>IF (1000 trees) and $l_2$-distance to the mean.</td>
<td>1 (1)</td>
<td>2 (6)</td>
</tr>
<tr>
<td>IF (1000 trees) and kNN-distance with $k = 50$.</td>
<td>1 (2)</td>
<td>1 (6)</td>
</tr>
<tr>
<td>IF (1000 trees) and PDF of the distribution.</td>
<td>1 (1)</td>
<td>2 (6)</td>
</tr>
<tr>
<td>$E[RS]$ of $l_1(x_i, CM)$ and $l_2$-distance to the mean.</td>
<td>1 (4)</td>
<td>5 (9)</td>
</tr>
<tr>
<td>$E[RS]$ of $l_1(x_i, CM)$ and kNN-distance with $k = 50$.</td>
<td>2 (5)</td>
<td>5 (10)</td>
</tr>
<tr>
<td>$E[RS]$ of $l_1(x_i, CM)$ and PDF of the distribution.</td>
<td>1 (4)</td>
<td>5 (9)</td>
</tr>
<tr>
<td>$E[RS]$ of $l_2(x_i, CM)$ and $l_2$-distance to the mean.</td>
<td>2 (3)</td>
<td>5 (8)</td>
</tr>
<tr>
<td>$E[RS]$ of $l_2(x_i, CM)$ and kNN-distance with $k = 50$.</td>
<td>2 (3)</td>
<td>5 (8)</td>
</tr>
<tr>
<td>$E[RS]$ of $l_2(x_i, CM)$ and PDF of the distribution.</td>
<td>2 (3)</td>
<td>5 (8)</td>
</tr>
<tr>
<td>$E[RS]$ of $l_{max}(x_i, CM)$ and $l_2$-distance to the mean.</td>
<td>3 (4)</td>
<td>8 (9)</td>
</tr>
<tr>
<td>$E[RS]$ of $l_{max}(x_i, CM)$ and kNN-distance with $k = 50$.</td>
<td>3 (4)</td>
<td>7 (9)</td>
</tr>
<tr>
<td>$E[RS]$ of $l_{max}(x_i, CM)$ and PDF of the distribution.</td>
<td>3 (4)</td>
<td>8 (9)</td>
</tr>
<tr>
<td>$E[RS]$ of kNN-distance with $k = 5$ and $l_2$-distance to the mean.</td>
<td>2 (4)</td>
<td>5 (9)</td>
</tr>
<tr>
<td>$E[RS]$ of kNN-distance with $k = 5$ and kNN-distance with $k = 50$.</td>
<td>2 (4)</td>
<td>5 (8)</td>
</tr>
<tr>
<td>$E[RS]$ of kNN-distance with $k = 5$ and PDF of the distribution.</td>
<td>2 (4)</td>
<td>5 (9)</td>
</tr>
<tr>
<td>$E[RS]$ of kNN-distance with $k = 10$ and $l_2$-distance to the mean.</td>
<td>2 (3)</td>
<td>3 (8)</td>
</tr>
<tr>
<td>$E[RS]$ of kNN-distance with $k = 10$ and kNN-distance with $k = 50$.</td>
<td>2 (3)</td>
<td>3 (7)</td>
</tr>
<tr>
<td>$E[RS]$ of kNN-distance with $k = 10$ and PDF of the distribution.</td>
<td>2 (3)</td>
<td>3 (8)</td>
</tr>
</tbody>
</table>

If we look back at the two- and three-dimensional standard normally distributed datasets, we see the same as for the ten-dimensional set. The new transformation method in combination with the $l_1$- and $l_2$-norms gives the most accurate results from the global norms. Our expectation, in Section 2.3, was that the $l_2$-distance is the best global norm for this experiment, because it squares the values and thus increases the cost of outliers exponentially. The numerical IF performs the best out of all the methods we consider.

However, all these methods to detect the most outlying points still make some mistakes. Therefore, we look at the numerical probabilities that the datapoint in the original ten-dimensional dataset gets isolated in $s$ random splits and compare this with the theoretical and numerical probabilities of the three transformed datasets. This is done to explore what the impact is of those transformations. When the number of dimensions is decreased, there will always be some information lost. However, the advantage of decreasing the number of dimensions to one is that we can use the theoretical formulas for the one-dimensional case and thus it helps with interpretable results. This helps us to detect the outliers of multi-dimensional datasets with the new transformation methods. Hence, there is always a field of tension between interpretability on the one side and loss of information on the other side with these transformations. With these new transformation methods, we tried to get a balance between those two. To explore what the impact is of the transformations, the probabilities for the right fringe point of the dataset from Figure 3.11a are shown in Table 3.19. This is the point with the largest distance to the CM of the dataset and thus should also be an outlier in the original dataset. Only the probabilities for the first 15 RS are considered and the numerical probabilities are calculated with fully grown trees
Table 3.19: Theoretical and numerical probabilities that the right fringe point in the transformed dataset becomes isolated in $s$ random splits.

<table>
<thead>
<tr>
<th>Number of random splits</th>
<th>Isolation Forest (original dataset)</th>
<th>Isolation Forest (Transformed dataset)</th>
<th>Theoretical probability (Transformed dataset)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.0084</td>
<td>0.04670</td>
<td>0.04400</td>
</tr>
<tr>
<td>2</td>
<td>0.0296</td>
<td>0.2763</td>
<td>0.27665</td>
</tr>
<tr>
<td>3</td>
<td>0.0672</td>
<td>0.3382</td>
<td>0.33729</td>
</tr>
<tr>
<td>4</td>
<td>0.1083</td>
<td>0.2103</td>
<td>0.21508</td>
</tr>
<tr>
<td>5</td>
<td>0.1419</td>
<td>0.09260</td>
<td>0.09059</td>
</tr>
<tr>
<td>6</td>
<td>0.1397</td>
<td>0.02720</td>
<td>0.02803</td>
</tr>
<tr>
<td>7</td>
<td>0.1405</td>
<td>0.00730</td>
<td>0.00678</td>
</tr>
<tr>
<td>8</td>
<td>0.1167</td>
<td>0.00120</td>
<td>0.00133</td>
</tr>
<tr>
<td>9</td>
<td>0.0905</td>
<td>0.00020</td>
<td>0.00022</td>
</tr>
<tr>
<td>10</td>
<td>0.0613</td>
<td>0</td>
<td>0.00003</td>
</tr>
<tr>
<td>11</td>
<td>0.0398</td>
<td>0</td>
<td>0.000004</td>
</tr>
<tr>
<td>12</td>
<td>0.0269</td>
<td>0</td>
<td>0.0000004</td>
</tr>
<tr>
<td>13</td>
<td>0.0146</td>
<td>0</td>
<td>0.00000004</td>
</tr>
<tr>
<td>14</td>
<td>0.008</td>
<td>0</td>
<td>0.000000003</td>
</tr>
<tr>
<td>15</td>
<td>0.0041</td>
<td>0</td>
<td>0.00000000002</td>
</tr>
</tbody>
</table>

The probabilities for the right fringe point of the dataset from Figure 3.11b can be seen in Table 3.20.

Table 3.20: Theoretical and numerical probabilities that the right fringe point in the transformed dataset becomes isolated in $s$ random splits.

<table>
<thead>
<tr>
<th>Number of random splits</th>
<th>Isolation Forest (original dataset)</th>
<th>Isolation Forest (Transformed dataset)</th>
<th>Theoretical probability (Transformed dataset)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.03680</td>
<td>0.1799</td>
<td>0.17508</td>
</tr>
<tr>
<td>2</td>
<td>0.05960</td>
<td>0.3311</td>
<td>0.32820</td>
</tr>
<tr>
<td>3</td>
<td>0.09250</td>
<td>0.2757</td>
<td>0.27890</td>
</tr>
<tr>
<td>4</td>
<td>0.1130</td>
<td>0.1426</td>
<td>0.14578</td>
</tr>
<tr>
<td>5</td>
<td>0.1179</td>
<td>0.05240</td>
<td>0.05340</td>
</tr>
<tr>
<td>6</td>
<td>0.1211</td>
<td>0.01420</td>
<td>0.01475</td>
</tr>
<tr>
<td>7</td>
<td>0.1156</td>
<td>0.00370</td>
<td>0.00322</td>
</tr>
<tr>
<td>8</td>
<td>0.1009</td>
<td>0.00030</td>
<td>0.00058</td>
</tr>
<tr>
<td>9</td>
<td>0.08220</td>
<td>0.00010</td>
<td>0.00009</td>
</tr>
<tr>
<td>10</td>
<td>0.05410</td>
<td>0</td>
<td>0.00001</td>
</tr>
<tr>
<td>11</td>
<td>0.04350</td>
<td>0</td>
<td>0.000001</td>
</tr>
<tr>
<td>12</td>
<td>0.02610</td>
<td>0</td>
<td>0.0000001</td>
</tr>
<tr>
<td>13</td>
<td>0.01530</td>
<td>0</td>
<td>0.000000001</td>
</tr>
<tr>
<td>14</td>
<td>0.01150</td>
<td>0</td>
<td>0.00000000008</td>
</tr>
<tr>
<td>15</td>
<td>0.00530</td>
<td>0</td>
<td>0.000000000005</td>
</tr>
</tbody>
</table>

The probabilities for the right fringe point of the dataset from Figure 3.11c can be seen in Table 3.21.
Table 3.21: Theoretical and numerical probabilities that the right fringe point in the transformed dataset becomes isolated in $s$ random splits.

<table>
<thead>
<tr>
<th>Number of random splits</th>
<th>Isolation (original dataset)</th>
<th>Isolation (Transformed dataset)</th>
<th>Theoretical probability (Transformed dataset)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.03680</td>
<td>0.1293</td>
<td>0.12562</td>
</tr>
<tr>
<td>2</td>
<td>0.05960</td>
<td>0.293</td>
<td>0.29747</td>
</tr>
<tr>
<td>3</td>
<td>0.09250</td>
<td>0.3021</td>
<td>0.29909</td>
</tr>
<tr>
<td>4</td>
<td>0.1130</td>
<td>0.1725</td>
<td>0.17769</td>
</tr>
<tr>
<td>5</td>
<td>0.1179</td>
<td>0.0699</td>
<td>0.07214</td>
</tr>
<tr>
<td>6</td>
<td>0.1211</td>
<td>0.0245</td>
<td>0.02173</td>
</tr>
<tr>
<td>7</td>
<td>0.1156</td>
<td>0.007</td>
<td>0.00512</td>
</tr>
<tr>
<td>8</td>
<td>0.1009</td>
<td>0.0011</td>
<td>0.00098</td>
</tr>
<tr>
<td>9</td>
<td>0.08220</td>
<td>0.0006</td>
<td>0.00016</td>
</tr>
<tr>
<td>10</td>
<td>0.05410</td>
<td>0</td>
<td>0.00002</td>
</tr>
<tr>
<td>11</td>
<td>0.04350</td>
<td>0</td>
<td>0.0000003</td>
</tr>
<tr>
<td>12</td>
<td>0.02610</td>
<td>0</td>
<td>0.0000002</td>
</tr>
<tr>
<td>13</td>
<td>0.01530</td>
<td>0</td>
<td>0.000000002</td>
</tr>
<tr>
<td>14</td>
<td>0.01150</td>
<td>0</td>
<td>0.0000000002</td>
</tr>
<tr>
<td>15</td>
<td>0.00530</td>
<td>0</td>
<td>0.0000000001</td>
</tr>
</tbody>
</table>

The expected values following from Table 3.19, Table 3.20 and Table 3.21 are also calculated. The results of that are shown in Table 3.22.

Table 3.22: Expectation of the number of random splits that is needed to isolate the right fringe point in the transformed dataset.

<table>
<thead>
<tr>
<th>IF (Original dataset)</th>
<th>IF (Transformed dataset)</th>
<th>Theoretical probability (Transformed dataset)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$E(RS</td>
<td>RS \leq 15)$ of Table 3.19</td>
<td>6.71</td>
</tr>
<tr>
<td>$E(RS</td>
<td>RS \leq 15)$ of Table 3.20</td>
<td>6.330</td>
</tr>
<tr>
<td>$E(RS</td>
<td>RS \leq 15)$ of Table 3.21</td>
<td>6.330</td>
</tr>
</tbody>
</table>

From Table 3.19, Table 3.20, Table 3.21 and Table 3.22, it can be concluded that the theoretical and numerical probabilities and expectations of the transformed datasets are matching for the right fringe point of these 3 sets. This is what we also saw when we numerically validated the theoretical formulas developed in Section 3.1. Hence, no surprise there.

What we also see in these four tables is that for the first 4 splits the numerical probabilities for the original dataset are much smaller than for the transformed datasets. However, for the last splits ($RS \geq 5$) the probabilities for the original dataset are much larger than the probabilities for the transformed datasets. Hence, we lose information in both cases. For the first 4 RS, the probabilities are too big in comparison with the original dataset and for the last 11 RS ($5 \leq RS \leq 15$) the probabilities are too small. Moreover, the (conditional) expectation of the number of RS needed to isolate these points is larger for the original dataset than for the transformed datasets. The reason for this could be the decrease of dimensions, because in multi-dimensional datasets you may need more random splits to isolate an outlier than in a one-dimensional dataset. This only has to do with the number of dimensions.

Finally, we are going to perform the same experiments as we did for the ten-dimensional standard normal distribution with a ten-dimensional $t$-distribution. The $t$-distribution is a family of continuous distributions that look almost identical to the normal distribution curve. The only
differences are that the curves are a bit shorter and it has fatter tails. The $t$-distribution has a parameter, the degrees of freedom, that can be used to change the curve of the distribution. The curve of the $t$-distribution comes closer to the curve of the normal distribution as the degrees of freedom increases. The probability density function of this distribution is shown in Figure 3.12.

Figure 3.12: Probability density function of one-dimensional $t$-distribution for different degrees of freedom ($\nu$).

Hence, we see in Figure 3.12 that the tails are the fattest when the distribution has only 1 degree of freedom. In that case, the distribution has the most clear outliers. Therefore, we will consider a ten-dimensional $t$-distribution with 1 degree of freedom of 100 points. This is a dataset with clear outliers and thus the outliers should be easier detected than when we considered the standard normal distribution. Hence, we again have calculated the $l_1$, $l_2$- and $l_{\text{max}}$-distances between the CM and every datapoint in this set. For this set, we have also calculated the kNN-distance of every point with the number of neighbours equal to 5. The new transformed datasets can be seen in Figure 3.13.

Figure 3.13: Transformed one-dimensional datasets of the ten-dimensional $t$-distribution with 1 degree of freedom.

In Figure 3.13, we see that for all the 4 new transformed one-dimensional datasets the outliers are clearly separated from the rest of the points. Thus, we expect that the transformation methods detect almost all the outliers for these specific datasets. The theoretical expectation of the number of random splits needed to isolate every datapoint is calculated and compared with the most outlying points calculated with the three metrics we used to calculate the outliers beforehand. The results of this experiment can be seen in Table 3.23.
Table 3.23: Number of mistakes made in detecting the most outlying points for a dataset of 100 points coming from a ten-dimensional t-distribution with 1 degree of freedom. Between brackets the number of mistakes if also the order is taken in consideration.

<table>
<thead>
<tr>
<th>Outlier detection method and metric for the outliers</th>
<th>Mistakes made in detecting the most outlying points</th>
<th>Mistakes made in detecting the 10 most outlying points</th>
</tr>
</thead>
<tbody>
<tr>
<td>IF (1000 trees) and $l_2$-distance to the mean.</td>
<td>1 (1)</td>
<td>1 (5)</td>
</tr>
<tr>
<td>IF (1000 trees) and kNN-distance with $k = 50$.</td>
<td>1 (1)</td>
<td>1 (5)</td>
</tr>
<tr>
<td>IF (1000 trees) and PDF of the distribution.</td>
<td>1 (1)</td>
<td>1 (5)</td>
</tr>
<tr>
<td>$E[RS]$ of $l_1(x_i, CM)$ and $l_2$-distance to the mean.</td>
<td>1 (1)</td>
<td>2 (5)</td>
</tr>
<tr>
<td>$E[RS]$ of $l_1(x_i, CM)$ and kNN-distance with $k = 50$.</td>
<td>1 (1)</td>
<td>2 (5)</td>
</tr>
<tr>
<td>$E[RS]$ of $l_1(x_i, CM)$ and PDF of the distribution.</td>
<td>1 (1)</td>
<td>2 (5)</td>
</tr>
<tr>
<td>$E[RS]$ of $l_2(x_i, CM)$ and $l_2$-distance to the mean.</td>
<td>1 (1)</td>
<td>1 (5)</td>
</tr>
<tr>
<td>$E[RS]$ of $l_2(x_i, CM)$ and kNN-distance with $k = 50$.</td>
<td>1 (1)</td>
<td>1 (5)</td>
</tr>
<tr>
<td>$E[RS]$ of $l_2(x_i, CM)$ and PDF of the distribution.</td>
<td>1 (1)</td>
<td>1 (5)</td>
</tr>
<tr>
<td>$E[RS]$ of $l_{max}(x_i, CM)$ and $l_2$-distance to the mean.</td>
<td>0 (0)</td>
<td>1 (1)</td>
</tr>
<tr>
<td>$E[RS]$ of $l_{max}(x_i, CM)$ and kNN-distance with $k = 50$.</td>
<td>0 (0)</td>
<td>1 (1)</td>
</tr>
<tr>
<td>$E[RS]$ of $l_{max}(x_i, CM)$ and PDF of the distribution.</td>
<td>0 (0)</td>
<td>1 (1)</td>
</tr>
<tr>
<td>$E[RS]$ of kNN-distance with $k = 5$ and $l_2$-distance to the mean.</td>
<td>1 (1)</td>
<td>1 (6)</td>
</tr>
<tr>
<td>$E[RS]$ of kNN-distance with $k = 5$ and kNN-distance with $k = 50$.</td>
<td>1 (1)</td>
<td>1 (6)</td>
</tr>
<tr>
<td>$E[RS]$ of kNN-distance with $k = 5$ and PDF of the distribution.</td>
<td>1 (1)</td>
<td>1 (6)</td>
</tr>
<tr>
<td>$E[RS]$ of kNN-distance with $k = 10$ and $l_2$-distance to the mean.</td>
<td>1 (1)</td>
<td>1 (6)</td>
</tr>
<tr>
<td>$E[RS]$ of kNN-distance with $k = 10$ and kNN-distance with $k = 50$.</td>
<td>1 (1)</td>
<td>1 (6)</td>
</tr>
<tr>
<td>$E[RS]$ of kNN-distance with $k = 10$ and PDF of the distribution.</td>
<td>1 (1)</td>
<td>1 (6)</td>
</tr>
</tbody>
</table>

From Table 3.23, we can conclude that all the new transformation methods give us very accurate results for this specific dataset. Almost all outliers are detected by all the methods. When looking at the 5 most outlying points, the new transformation methods also make almost no ordering mistakes. In this case, the new transformation method in combination with the $l_{max}$-norm performs the best of all the methods. The 5 most outlying points are detected perfectly and in detecting the 10 most outlying points this method makes only 1 mistake.

### 3.5.6 Outlier Detection in Low-Dimensional Subspaces

In this subsection, we are going to explore a specific dataset and use the original IF and transformed IF on this dataset to try to find a specific outlying point. This is done in order to see how robust our methods are.

The dataset we are using is a ten-dimensional normally distributed set of 101 points with correlation between the dimensions. The variance is equal to 1 in all the dimensions. However, the mean is not the same in every dimension. It is namely equal to 0 in $i$ dimensions and equal to 4 in $10 - i$ dimensions for $i = 1, \ldots, 9$. The point we are considering is $(4, 4, \ldots, 4)$, which is in this case an outlier in $i$ dimensions and an inlier in $10 - i$ dimensions. For different values of $i$ and different values of the correlation, we are going to explore which methods detect this point as one of the 5 most outlying points in the set. The results of these experiments are summarized in Table 3.24.

In Table 3.24, we see that if the correlation increases the transformation method in combination with the $l_1$-distance has the most difficulties with detecting the point $(4, 4, \ldots, 4)$ as one of the 5 most outlying points. The values of $i$ for which it is detected for this norm decreases when
Table 3.24: Values of $i$ for which the outlier given by $(4, 4, \ldots, 4)$ is detected in a ten-dimensional normally distributed dataset for different values of correlation.

<table>
<thead>
<tr>
<th>Outlier detection method</th>
<th>Values of $i$ for which the outlier is detected (Correlation = 0.25)</th>
<th>Values of $i$ for which the outlier is detected (Correlation = 0.50)</th>
<th>Values of $i$ for which the outlier is detected (Correlation = 0.75)</th>
</tr>
</thead>
<tbody>
<tr>
<td>IF (1000 trees)</td>
<td>2-9</td>
<td>2-9</td>
<td>3-9</td>
</tr>
<tr>
<td>$E[RS]$ of $l_1(x_i, CM)$</td>
<td>3-9</td>
<td>4-9</td>
<td>5-9</td>
</tr>
<tr>
<td>$E[RS]$ of $l_2(x_i, CM)$</td>
<td>2-9</td>
<td>2-9</td>
<td>3-9</td>
</tr>
<tr>
<td>$E[RS]$ of $l_{max}(x_i, CM)$</td>
<td>1-9</td>
<td>1-9</td>
<td>1-9</td>
</tr>
<tr>
<td>$E[RS]$ of kNN-distance with $k = 5$</td>
<td>2-9</td>
<td>1-9</td>
<td>1-9</td>
</tr>
<tr>
<td>$E[RS]$ of kNN-distance with $k = 10$</td>
<td>2-9</td>
<td>1-9</td>
<td>1-9</td>
</tr>
</tbody>
</table>

The correlation increases. The transformation method in combination with the $l_2$-distance did not obtain the best results of all the methods, but it still performs reasonably well. The same holds for the original IF method with 1000 trees. For this dataset, the transformation method in combination with the $l_{max}$- and kNN-distance gives us the most robust results. The $l_{max}$-distance detects the outlier in all the cases we considered. Almost the same holds for the kNN-distance with the only difference for a correlation of 0.25.

3.6 Summary

Summarizing, we have developed theoretical formulas for the fringe and interior points of one-dimensional datasets based on the number of random splits that the original Isolation Forest algorithm needs to isolate a point. We started with recursion formulas, which are computationally very demanding, and therefore we looked for expressions faster to implement. In the one-dimensional case, we have found these expressions for both the fringe and interior points. However, in the two-dimensional case only expressions for fringe points in both directions were found. After the development of these theoretical formulas, we have numerically validated them in Section 3.3 and Section 3.4. This was done by comparing the theoretical probabilities and numerical probabilities coming from the IF algorithm of multiple datasets. The IF algorithm was tested with and without pruning. The conclusion that can be drawn from this validation is that the theoretical and numerical probabilities were approximately equal when we considered fully grown trees for the specific datasets we tested. For the pruned trees, there are some differences between the theoretical and numerical probabilities. This is because the trees have been cut off at a certain height. The formulas developed in Section 3.3 were for the points in the one-dimensional case. The effort to expand this to a two-dimensional dataset turned out to be cumbersome. Therefore, in Section 3.5 new outlier detection methods were tested based on a transformation from multi-dimensional datasets to one-dimensional ones. On these new one-dimensional sets, we could then use the formulas for the one-dimensional case. We have looked at the number of mistakes made in detecting the most outlying points for multiple datasets. The TIF in combination with the global transformations, based on the distance to the CM of every point, made still some mistakes in detecting the outliers. However, the performances of the new global transformation method in combination with the $l_1$- and $l_2$-norms gave us the most accurate results of the three norms we looked at. A dataset that was already introduced in Subsection 2.3.4 was also used to test the new methods on. The TIF in combination with the three global transformations did not detect any of the four clear outliers in this set. The
last transformation we have considered is a new local transformation based on the kNN-distance of every point. The TIF in combination with this local transformation detected all clear outliers. Moreover, this transformation method was also tested on the ten-dimensional standard normally distributed dataset. It gave us the same results as the new transformation method in combination with the $l_2$-norm for this specific dataset. The numerical IF still gave the most accurate results of all the methods considered for all the datasets, except the $t$-distribution in Subsection 3.5.5, we considered in this chapter. This ten-dimensional $t$-distribution with 1 degree of freedom had very fat tails and therefore very clear outliers. Almost all of these outliers were detected by the new transformation methods and thus every method performed very well on this specific dataset. Finally, in Subsection 3.5.6, we explored the robustness of our methods. We did this by experimenting on a ten-dimensional normally distributed set of 101 points with correlation between the dimensions and variance 1 in every dimension. The mean was equal to 0 in $i$ dimensions and equal to 4 in $10 - i$ dimensions for $i = 1, ..., 9$. The point we were considering was $(4, 4, ..., 4)$, which was in this case an outlier in $i$ dimensions and an inlier in $10 - i$ dimensions. For different values of the correlation, we explored the values of $i$ for which the methods detected this outlying point. The result of that was that the transformation method in combination with the $l_1$-distance had the worst performance of all the methods considered. The $l_{max}$- and kNN-distance gave us the most accurate results and were thus the most robust methods for this specific dataset. The overall conclusion that can be drawn from all the experiments done with these new transformation methods in this chapter is that the transformation method in combination with the $l_2$- and kNN-distance performs the best overall. In some experiments, these norms gave us the best performance of all norms and in the experiments where they weren’t the best norms they still gave us reasonably accurate results. With the $l_2$-norm the cost of the outliers increase exponentially and the main advantage of the kNN-distance is that it considers the direct neighbourhood of every datapoint. These statements could be explanations for the very accurate performances of these two distances in combination with the Transformed IF method.
4. Further Rigorous Testing of Isolation Forest and Transformed Isolation Forest

In this chapter, the original Isolation Forest method and the Transformed Isolation Forest method are used for further testing and more experiments. In Section 4.1, multiple components of the Isolation Forest algorithm are rigorously tested. This is done to explore the impact of each component on the performance of the IF algorithm. In Section 4.2, more advanced components of the IF algorithm are tested: different score functions for the IF method are considered in Subsection 4.2.1 and the performances of the different outlier detection methods are compared in Subsection 4.2.2.

4.1 Tests with Classical Isolation Forest Components

The original Isolation Forest algorithm, as described in Section 2.2, has multiple components that can be changed to improve the results. In this section, three of these components are tested. In Section 3.1, multiple theoretical formulas were developed for this algorithm and the computing times of the implementations of these formulas are therefore compared in Subsection 4.1.1. The next component that is tested is the number of isolation trees that the algorithm uses. This is done in Subsection 4.1.2. Finally, the impact of pruning of the isolation trees is tested in Subsection 4.1.3.

4.1.1 Computing Times

In the one-dimensional case, all the theoretical probabilities for the interior points that have been calculated up until now, come from the first implementation in Python. This implementation is based on the first theoretical formulas of the interior points, which are given by (3.9). This works properly, but only for small datasets. For larger datasets, it is extremely slow due to the recursion formulas. The solution for this is found in the simplified formulas for the interior points, which are given by Equation (3.14). These formulas also have been implemented in Python and the result is a function that performs much better than the first implementation based on Equation (3.9). It has been tested on the same two datasets as the first implementation and that resulted in the same theoretical probabilities for both implementations. This means that both implementations are correct, but the major difference is that the second one is much faster. On the standard normally distributed dataset used in Section 3.3, both implementations have calculated all the theoretical probabilities for four different interior points. This has been done hundred times by both implementations. The results of this experiment are summarized in Table 4.1.

From Table 4.1, it can be concluded that the implementation based on Equation (3.14) is much faster than the implementation based on Equation (3.9) for the specific set-up we used.
Table 4.1: Computation times of two different implementations of the theoretical formulas of the interior points used on a standard normally distributed dataset (average of 100 runs).

<table>
<thead>
<tr>
<th>Point</th>
<th>Computation time (3.9)</th>
<th>Computation time (3.14)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Interior point 1</td>
<td>44 s</td>
<td>0.17 s</td>
</tr>
<tr>
<td>Interior point 2</td>
<td>29.2 s</td>
<td>0.18 s</td>
</tr>
<tr>
<td>Interior point 3</td>
<td>53.2 s</td>
<td>0.18 s</td>
</tr>
<tr>
<td>Interior point 4</td>
<td>54.2 s</td>
<td>0.17 s</td>
</tr>
</tbody>
</table>

4.1.2 Number of Trees

In the Isolation Forest algorithm there are multiple variables that can be changed in order to improve the results. One of them is the number of trees: increasing this number will lead to better results, but also to a higher computation time. The goal is to find the number of trees that leads to accurate results with a computation time that is not too high and thus a balance between the two. In order to find this, the standard normally distributed dataset used in Section 3.3 with 10 datapoints is used again. The left fringe point is first explored: the numerical probabilities and the theory are compared for an increasing number of trees. In Figure 4.1, we see the numerical probabilities converging to the theoretical probabilities when the number of trees increases.

This is also done with an interior point of this dataset. The corresponding results of that can be seen in Figure 4.2 for 4 and 5 random splits.

From Figure 4.1 and Figure 4.2, it can be concluded that for both points increasing the number of trees will lead to more accurate results. For these two points, the difference between the numerical and theoretical variances when increasing the number of trees has also been looked at. This has been done for multiple random seeds. First, both the numerical and theoretical variances are plotted for different numbers of trees. Next to these plots, the graph of the absolute difference between the two is shown in Figure 4.3 and Figure 4.4.

Finally, a log-log plot of the difference between the numerical and theoretical variances is created for both the left fringe point as well as for the interior point. This can be seen in Figure 4.5.

The slope of the two log-log plots in Figure 4.5 is calculated in order to find the rate of convergence. For the left fringe point, the slope is equal to -0.64. For the interior point, the slope is equal to -0.84. Note that, the slope of a log-log plot is equal to a rate of convergence of $N^{-\text{slope}}$ with $N$ the number of trees. Hence, the numerical variance converges with approximately a
Figure 4.2: Probability that the interior point gets isolated in 4 and 5 random splits for a different number of trees.

Figure 4.3: Variance of the number of random splits that is needed to isolate the left fringe point for a different number of trees, for multiple samples of Isolation Forest.

Figure 4.4: Variance of the number of random splits that is needed to isolate the interior point for a different number of trees, for multiple samples of Isolation Forest.

rate of $N^{0.64}$ to the theoretical variance for the left fringe point of this specific dataset and with approximately a rate of $N^{0.84}$ for the interior point of this specific dataset.
4.1.3 Pruning

Pruning of trees in the Isolation Forest algorithm is a very interesting topic, because it saves a lot of computation time. Therefore, it would be important if the trees could be pruned as early as possible with as accurate results as the fully grown trees. To check this, the same dataset from Section 4.1.2 is used. First, the left fringe point of this dataset has been explored. The number of random splits to isolate this point is a constant here. For an increasing height limit of the trees, the difference between the theoretical probability and the numerical probability has been investigated. In Figure 4.6, this can be seen for 4 and 5 random splits for the left fringe point of this dataset:

![Figure 4.6: Probability that the left fringe point gets isolated in 4 and 5 random splits with pruned trees.](image)

Hence, in Figure 4.6 it is clear that for 4 random splits the numerical and theoretical probabilities are very similar for a height limit of minimal 4. For 5 random splits, this height limit has to be minimal 5, for this specific dataset.

The same experiments are done for an interior point of this dataset. The results can be seen in Figure 4.7.

In Figure 4.7, the results are similar as for the left fringe point above. Hence, it can be concluded for this set-up that for accurate numerical probabilities of a point getting isolated after $s$ random

\[ \text{(a) 4 Random splits} \quad \text{(b) 5 Random splits} \]
4.2 Performance of Advanced Isolation Forest Components

The Isolation Forest algorithm also has more advanced components that have an impact on the performance of the algorithm. For example, the score function and therefore multiple different scoring functions are tested in Subsection 4.2.1. In Subsection 4.2.2, the performance of the Isolation Forest algorithm is compared with the performances of two other outlier detection methods. This is done by looking at the number of mistakes made in detecting the most outlying points for multiple different datasets.

4.2.1 Different Scoring Functions

Another interesting aspect of the IF method, is the score function and in particular how this function is defined. The article [13] proposes an enhanced score function on forest level. The usual score function makes use of the product rule and is defined as

\[
\text{Score} = 2 \sum_{t \in \mathcal{F}} \frac{h_t(x)}{c_t(n_t) |\mathcal{F}|} = 2 \frac{h_1(x)}{c_1(n_1) |\mathcal{F}|} \cdots 2 \frac{h_{|\mathcal{F}|}(x)}{c_{|\mathcal{F}|}(n_{|\mathcal{F}|}) |\mathcal{F}|}, \tag{4.1}
\]

with $|\mathcal{F}|$ the number of trees. The authors of [13] use a different score function that makes use of the sum rule instead of product rule. This score function is defined as follows:

\[
s(x) = \sum_{t \in \mathcal{F}} 2 \frac{h_t(x)}{c_t(n_t) |\mathcal{F}|}. \tag{4.2}
\]

This score function may give a better performance, because the product rule may be inaccurate due to the fact that a single bad score can decrease the overall performance of the methodology significantly.

To check if this score function led to better results, the Isolation Forest algorithm from [8] has been extended with this new scoring function. After that, it is run on a dataset of 1000 points that is standard normally distributed. The results of this experiment are summarized in Table 4.2.

Figure 4.7: Probability that the interior point gets isolated in 4 and 5 random splits with pruned trees.

splits a height limit of $s$ suffices.
Table 4.2: Number of mistakes made on average, over multiple random datasets, in detecting the most outlying points for a dataset of 1000 points while using the code of [8] and the scoring function from [13]. Between brackets the number of mistakes if also the order is taken in consideration.

<table>
<thead>
<tr>
<th>Outlier detection method</th>
<th>Mistakes made in detecting the 5 most outlying points</th>
<th>Mistakes made in detecting the 10 most outlying points</th>
<th>Mistakes made in detecting the 15 most outlying points</th>
<th>Mistakes made in detecting the 20 most outlying points</th>
</tr>
</thead>
<tbody>
<tr>
<td>Isolation Forest (100 trees)</td>
<td>1.35 (3.2)</td>
<td>1.45 (7.15)</td>
<td>2.1 (11.55)</td>
<td>2.85 (16.2)</td>
</tr>
<tr>
<td>Isolation Forest (1000 trees)</td>
<td>1.25 (3.3)</td>
<td>1.3 (7.15)</td>
<td>2.25 (11.9)</td>
<td>2.95 (16.7)</td>
</tr>
</tbody>
</table>

Hence, the conclusion that can be drawn from the comparison of Table 4.2 with Table 4.7, is that this new scoring function does not lead to better results in this case. The reason why [13] got better results with this new scoring rule could be that they use 16 different datasets that encompass a wide variety of cases. They differ in size, in the number of features and in the percentage of outliers. The dataset that is used in this case is just a set with 1000 points that come from a standard normal distribution and therefore not so diverse as their data.

With the theoretical probabilities for the fringe and interior points from Section 3.1, the scores (2.11) can also be calculated and with that it is possible to look again at the ordering of the most outlying points. A mixture of three normal distributions is used. On this set, the three outlier detection methods have been tested and their performances are checked. This is done for one random seed only this time. The difference is, that the performances are now compared with the theory. This can be seen in Table 4.3.

Table 4.3: Number of mistakes made in detecting the most outlying points for a dataset of 1000 points with 980 points coming from a standard normal distribution, 10 points from a normal distribution with mean -15 and variance 1 and 10 points from a normal distribution with mean 15 and variance 1. Between brackets the number of mistakes if also the order is taken in consideration.

<table>
<thead>
<tr>
<th>Outlier detection method</th>
<th>Mistakes made in ordering the 20 most outlying points</th>
</tr>
</thead>
<tbody>
<tr>
<td>Local Outlier Factor</td>
<td>0 (18)</td>
</tr>
<tr>
<td>K-means Clustering</td>
<td>0 (8)</td>
</tr>
<tr>
<td>Isolation Forest (100 trees)</td>
<td>0 (19)</td>
</tr>
<tr>
<td>Isolation Forest (1000 trees)</td>
<td>0 (18)</td>
</tr>
<tr>
<td>Isolation Forest (Theory)</td>
<td>2 (19)</td>
</tr>
</tbody>
</table>

From Table 4.3, we can conclude that in theory Isolation Forest has an infinite number of trees, but this does not lead to major improvements in detecting the 20 most outlying points for this specific dataset. Moreover, in theory IF does not even detect all the 20 most outlying points.

For the dataset used in Table 4.3, we also looked at different score functions. The goal is to get a score function that makes fewer mistakes in the ordering of the 20 most outlying points. In Chapter 3, the whole distribution of the number of random splits that was needed to isolate a point was explored. Therefore, there are now many more options for the score function such as the variance or the conditional expectation of the number of random splits that is needed to isolate a point. First, the following score function is tested:

$$s_2(x) = 2^{-\text{Var}_s(RS)}.$$  (4.3)
This should lead to a higher score for outlying points than for inliers, because the variance is bigger for inliers than for outliers. Finally, the following score function is tested:

\[ s_3(x) = E_x(RS|RS \leq i), \]  

for different values of \( i \). The expectation of the number of random splits needed to isolate a point conditional on a few random splits should be bigger for outliers than for inliers, because outliers are isolated in a smaller number of random splits. The results can be seen in Table 4.4. From Table 4.4, it can be concluded that these two new score functions are not significantly better than the original score function in terms of ordering mistakes. The conditional expectation as a score function (4.4) does not detect all the 20 most outlying points. The variance as a score function (4.3) performs very well on this specific dataset, because it detects all the most outlying points.

Table 4.4: Number of mistakes made in detecting the most outlying points for a dataset of 1000 points with 980 points coming from a standard normal distribution, 10 points from a normal distribution with mean -15 and variance 1 and 10 points from a normal distribution with mean 15 and variance 1. Between brackets the number of mistakes if also the order is taken in consideration.

<table>
<thead>
<tr>
<th>Outlier detection method</th>
<th>Mistakes made in detecting the 20 most outlying points</th>
</tr>
</thead>
<tbody>
<tr>
<td>Local Outlier Factor</td>
<td>0 (18)</td>
</tr>
<tr>
<td>K-means Clustering</td>
<td>0 (8)</td>
</tr>
<tr>
<td>IF with score function ( E_x(RS</td>
<td>RS \leq 2) )</td>
</tr>
<tr>
<td>IF with score function ( E_x(RS</td>
<td>RS \leq 3) )</td>
</tr>
<tr>
<td>IF with score function ( E_x(RS</td>
<td>RS \leq 4) )</td>
</tr>
<tr>
<td>IF with score function ( 2^{-\text{Var}_x(RS)} )</td>
<td>0 (20)</td>
</tr>
</tbody>
</table>

In all the previous tables, we looked at different score functions and compared the results with the 20 most outlying points and their ordering. These points were calculated by looking at the distance to the mean, with the most outlying points having the biggest distance to the mean. Another metric to calculate these points beforehand is also used, namely the kNN-distance for different numbers of neighbours. The kNN-distance is then the mean of the distance of every point to its neighbours. This was also used as a method to detect the most outlying points in Section 3.5. This was also compared with the new score functions and the results can be seen in Table 4.5.

From Table 4.5, it can be concluded that this new metric does not lead to a better ordering of the most outlying points for this specific dataset. There are still a lot of mistakes, also in detecting the most outlying points. Moreover, the new scoring functions do not give significantly better results in comparison with the original scoring function, in this case. Again, the variance as a score function (4.3) performs very well on this specific dataset, because it detects all the most outlying points.

Another metric is explored to calculate the most outlying points of a dataset, namely the probability density function of the distribution, already introduced and discussed in Section 3.5. Thus, the probability density function is a function that provides the likelihood that the value of a random variable will fall between a certain range of values. Therefore, the lower the PDF is of a point, the more outlying it will be. In these experiments, we are using a mixture distribution consisting of three normal distributions with a total of 1000 points. The first distribution has mean -15 and variance 1 and we are giving this distribution the weight \( w_1 = \frac{10}{1000} \), the second
Table 4.5: Number of mistakes made in detecting the most outlying points for a dataset of 1000 points with 980 points coming from a standard normal distribution, 10 points from a normal distribution with mean -15 and variance 1 and 10 points from a normal distribution with mean 15 and variance 1. Between brackets the number of mistakes if also the order is taken in consideration.

<table>
<thead>
<tr>
<th>Outlier detection method and metric for the outliers</th>
<th>Mistakes made in detecting the 20 most outlying points</th>
</tr>
</thead>
<tbody>
<tr>
<td>Local Outlier Factor and kNN-distance with $k = 5$.</td>
<td>5 (20)</td>
</tr>
<tr>
<td>Local Outlier Factor and kNN-distance with $k = 10$.</td>
<td>2 (20)</td>
</tr>
<tr>
<td>Local Outlier Factor and kNN-distance with $k = 50$.</td>
<td>0 (18)</td>
</tr>
<tr>
<td>K-means Clustering and kNN-distance with $k = 5$.</td>
<td>5 (18)</td>
</tr>
<tr>
<td>K-means Clustering and kNN-distance with $k = 10$.</td>
<td>2 (19)</td>
</tr>
<tr>
<td>K-means Clustering and kNN-distance with $k = 50$.</td>
<td>0 (4)</td>
</tr>
<tr>
<td>IF (1000 trees) and kNN-distance with $k = 5$.</td>
<td>5 (20)</td>
</tr>
<tr>
<td>IF (1000 trees) and kNN-distance with $k = 10$.</td>
<td>2 (19)</td>
</tr>
<tr>
<td>IF (1000 trees) and kNN-distance with $k = 50$.</td>
<td>0 (16)</td>
</tr>
<tr>
<td>IF (Theory) and kNN-distance with $k = 5$.</td>
<td>4 (16)</td>
</tr>
<tr>
<td>IF (Theory) and kNN-distance with $k = 10$.</td>
<td>1 (17)</td>
</tr>
<tr>
<td>IF (Theory) and kNN-distance with $k = 50$.</td>
<td>2 (19)</td>
</tr>
<tr>
<td>IF with score function $E_x(\frac{\text{RS}}{\text{RS} \leq 2})$ and kNN-distance with $k = 5$.</td>
<td>3 (18)</td>
</tr>
<tr>
<td>IF with score function $E_x(\frac{\text{RS}}{\text{RS} \leq 2})$ and kNN-distance with $k = 10$.</td>
<td>2 (19)</td>
</tr>
<tr>
<td>IF with score function $E_x(\frac{\text{RS}}{\text{RS} \leq 2})$ and kNN-distance with $k = 50$.</td>
<td>3 (18)</td>
</tr>
<tr>
<td>IF with score function $E_x(\frac{\text{RS}}{\text{RS} \leq 3})$ and kNN-distance with $k = 5$.</td>
<td>3 (19)</td>
</tr>
<tr>
<td>IF with score function $E_x(\frac{\text{RS}}{\text{RS} \leq 3})$ and kNN-distance with $k = 10$.</td>
<td>2 (18)</td>
</tr>
<tr>
<td>IF with score function $E_x(\frac{\text{RS}}{\text{RS} \leq 3})$ and kNN-distance with $k = 50$.</td>
<td>3 (19)</td>
</tr>
<tr>
<td>IF with score function $E_x(\frac{\text{RS}}{\text{RS} \leq 4})$ and kNN-distance with $k = 5$.</td>
<td>3 (18)</td>
</tr>
<tr>
<td>IF with score function $E_x(\frac{\text{RS}}{\text{RS} \leq 4})$ and kNN-distance with $k = 10$.</td>
<td>3 (17)</td>
</tr>
<tr>
<td>IF with score function $E_x(\frac{\text{RS}}{\text{RS} \leq 4})$ and kNN-distance with $k = 50$.</td>
<td>4 (19)</td>
</tr>
<tr>
<td>IF with score function $2^{-\text{Var}_x(\text{RS})}$ and kNN-distance with $k = 5$.</td>
<td>5 (19)</td>
</tr>
<tr>
<td>IF with score function $2^{-\text{Var}_x(\text{RS})}$ and kNN-distance with $k = 10$.</td>
<td>2 (18)</td>
</tr>
<tr>
<td>IF with score function $2^{-\text{Var}_x(\text{RS})}$ and kNN-distance with $k = 50$.</td>
<td>0 (20)</td>
</tr>
</tbody>
</table>
distribution has mean 0 and variance 1 and we are giving this distribution the weight $w_2 = \frac{980}{1000}$ and the third distribution has mean 15 and variance 1 and we are giving this distribution the weight $w_3 = \frac{10}{1000}$. Hence, this leads to the following PDF for this dataset:

$$f(x) = w_1 \cdot f_1(x) + w_2 \cdot f_2(x) + w_3 \cdot f_3(x)$$

$$= \frac{10}{1000} \cdot \frac{1}{\sqrt{2\pi}} e^{-\frac{(x+15)^2}{2}} + \frac{980}{1000} \cdot \frac{1}{\sqrt{2\pi}} e^{-\frac{x^2}{2}} + \frac{10}{1000} \cdot \frac{1}{\sqrt{2\pi}} e^{-\frac{(x-15)^2}{2}}$$

(4.5)

with $f_1(x)$, $f_2(x)$ and $f_3(x)$ the PDFs of the three different distributions. For the mixture distribution with PDF given by (4.5), the most outlying points are also compared with those detected by the different outlier detection methods we have considered together with the new scoring functions. The results of that can be seen in Table 4.6.

Table 4.6: Number of mistakes made in detecting the most outlying points for a dataset of 1000 points coming from a mixture distribution consisting of 3 different normal distributions. Between brackets the number of mistakes if also the order is taken in consideration.

<table>
<thead>
<tr>
<th>Outlier detection method</th>
<th>Mistakes made in detecting the 20 most outlying points</th>
</tr>
</thead>
<tbody>
<tr>
<td>Local Outlier Factor</td>
<td>5 (20)</td>
</tr>
<tr>
<td>K-means Clustering</td>
<td>7 (20)</td>
</tr>
<tr>
<td>IF (1000 trees)</td>
<td>4 (19)</td>
</tr>
<tr>
<td>IF (Theory)</td>
<td>3 (20)</td>
</tr>
<tr>
<td>IF with score function $2^{-\text{Var}_x(RS)}$</td>
<td>7 (20)</td>
</tr>
<tr>
<td>IF with score function $E_x(RS</td>
<td>RS \leq 2)$</td>
</tr>
<tr>
<td>IF with score function $E_x(RS</td>
<td>RS \leq 3)$</td>
</tr>
<tr>
<td>IF with score function $E_x(RS</td>
<td>RS \leq 4)$</td>
</tr>
</tbody>
</table>

From Table 4.6, it can be concluded that this new metric does not lead to major improvements for this specific dataset. If we namely compare the results of this table with the results of Table 4.3, Table 4.4 and Table 4.5, then we see that all the methods make more mistakes when using this metric for calculating the most outlying points. Moreover, the new scoring functions for IF are not outperforming the original scoring function.

4.2.2 Different Outlier Detection Methods

The goal of the computational experiments is to compare the performances of different outlier detection methods. The first method is the Isolation Forest method [4, 8, 18]. The second method is called Local Outlier Factor [15, 25]. It compares the density of each object $O$ of a dataset $X$ with the density of the $k$ nearest neighbours of $O$, see Subsection 2.1.2. The last method we consider is K-means clustering [25], which is described in Subsection 2.1.4. This method calculates for each point in a dataset the distance to the center of the nearest cluster. The experiments are done with a one-dimensional standard normally distributed dataset. For this set of datapoints, the 5, 10, 15 and 20 most outlying points are identified by calculating their distance to the mean of the distribution. The outliers are the points with the largest distance to the mean. The goal of the experiment is to understand how well these three methods detect the most outlying points. The first experiments that are done, were with one constant random seed.
for the dataset and also for the Isolation Forest method. This gave us an interesting insight in how well these methods perform, but these kinds of results won’t be used. The reason for this, is that it could be the case that for this particular random seed a method performs extremely well or bad and that does not reflect the overall performance in a good way. In Figure 4.8, the distribution of two random seeds for the data is pictured. This gives a clearer view of the minor differences between them. That will be the case for all random seeds and that is why these experiments are done with multiple random seeds for the dataset and also for the IF method.

(a) Random seed 19
(b) Random seed 10

Figure 4.8: Distribution of a standard normal distribution $Y$ with 1000 datapoints created with 2 different random seeds.

The average of this was taken and summarized in Table 4.7.

Table 4.7: Number of mistakes made on average, over multiple samples for Isolation Forest and over multiple random datasets, in detecting the most outlying points for a dataset of 1000 points. Between the brackets is the number of mistakes if also the order is taken in consideration.

<table>
<thead>
<tr>
<th>Outlier detection method</th>
<th>Mistakes made in detecting the 5 most outlying points</th>
<th>Mistakes made in detecting the 10 most outlying points</th>
<th>Mistakes made in detecting the 15 most outlying points</th>
<th>Mistakes made in detecting the 20 most outlying points</th>
</tr>
</thead>
<tbody>
<tr>
<td>Local Outlier Factor</td>
<td>1.15 (2.6)</td>
<td>1.95 (6.6)</td>
<td>2.8 (11.25)</td>
<td>3.3 (16.0)</td>
</tr>
<tr>
<td>K-means Clustering</td>
<td>0.2 (0.8)</td>
<td>0.4 (2.55)</td>
<td>0.45 (5.45)</td>
<td>0.55 (8.95)</td>
</tr>
<tr>
<td>Isolation Forest (100 trees)</td>
<td>0.74 (2.64)</td>
<td>1.0 (5.93)</td>
<td>1.49 (9.84)</td>
<td>1.15 (14.04)</td>
</tr>
<tr>
<td>Isolation Forest (1000 trees)</td>
<td>0.565 (1.65)</td>
<td>0.87 (4.50)</td>
<td>1.32 (8.29)</td>
<td>0.95 (12.29)</td>
</tr>
</tbody>
</table>

On average, IF and K-means clustering are very accurate in detecting the most outlying points if the order is not taken in consideration. The LOF method has the worst performance of the three, but is not the main method that is considered in this thesis. This comparison is between the Isolation Forest method, a density-based method, namely the LOF and to a distance-based method, namely the K-means clustering method. The IF method performs well in comparison to the LOF, but the K-means clustering method performs the best. The reason of this very good performance is that this algorithm works in an equivalent way as how the most outlying points have been defined. We also see that the IF method performs better if the number of trees increases. If the order of the top outlying points is also taken into account, then all three methods are not accurate in terms of the detection. To try to understand this, first a new dataset was created and this looked as follows: 980 points are coming from a standard normal distribution, 10 points from a normal distribution with mean -15 and variance 1 and 10 points from a normal distribution with mean 15 and variance 1. On this new set, all three methods are tested and their performances are checked. It was expected, that the methods would detect all 20 top outlying points and also get the order right. The first prognosis was indeed correct, but the second one didn’t. This can be seen in Table 4.8.

The results in Table 4.8 are clear. All three methods detect the 20 top outlying points without
Table 4.8: Number of mistakes made on average, over multiple samples for Isolation Forest and over multiple random datasets, in detecting the most outlying points for a dataset of 1000 points with 980 points coming from a standard normal distribution, 10 points from a normal distribution with mean -15 and variance 1 and 10 points from a normal distribution with mean 15 and variance 1. Between brackets the number of mistakes if also the order is taken in consideration.

<table>
<thead>
<tr>
<th>Outlier detection method</th>
<th>Mistakes made in detecting the 20 most outlying points</th>
</tr>
</thead>
<tbody>
<tr>
<td>Local Outlier Factor</td>
<td>0.0 (17.55)</td>
</tr>
<tr>
<td>K-means Clustering</td>
<td>0.0 (3.15)</td>
</tr>
<tr>
<td>Isolation Forest (100 trees)</td>
<td>0.0 (17.32)</td>
</tr>
<tr>
<td>Isolation Forest (1000 trees)</td>
<td>0.0 (15.49)</td>
</tr>
</tbody>
</table>

mistakes, but if the order is taken into account results are very different for two of them. The K-means clustering method is the only method of the three that still performs well if the order is taken into consideration. However, it also has some disadvantages: it requires to specify the number of clusters ($k$) in advance and it assumes that we deal with spherical clusters and that each cluster has roughly an equal numbers of observations. The IF method and LOF method cannot get the order right of the outliers. In fact, they both have almost the complete ordering incorrect. This is the reason why the variances of the scores are calculated, from the IF method, of these 20 most outlying points in Table 4.9. The variances of the depths of the points in the IF trees, which is just the number of RS to isolate the points, of these points are also calculated and listed in Table 4.9. The reason that we are looking at this is that if the scores or depths of the points are close to each other and the variances are large this may lead to a different ordering and thus to ordering mistakes.

Table 4.9: Variance of the scores of the 20 most outlying points for a dataset of 1000 points while using the code from [8] with 100 trees.

<table>
<thead>
<tr>
<th>Score</th>
<th>Variance of the score</th>
<th>Variance of the depth</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.831</td>
<td>0.00397</td>
<td>2.068</td>
</tr>
<tr>
<td>0.811</td>
<td>0.00457</td>
<td>2.462</td>
</tr>
<tr>
<td>0.763</td>
<td>0.00345</td>
<td>2.116</td>
</tr>
<tr>
<td>0.760</td>
<td>0.00365</td>
<td>2.320</td>
</tr>
<tr>
<td>0.738</td>
<td>0.00498</td>
<td>3.304</td>
</tr>
<tr>
<td>0.701</td>
<td>0.00483</td>
<td>3.422</td>
</tr>
<tr>
<td>0.695</td>
<td>0.00482</td>
<td>3.765</td>
</tr>
<tr>
<td>0.689</td>
<td>0.00465</td>
<td>3.670</td>
</tr>
<tr>
<td>0.679</td>
<td>0.00494</td>
<td>3.702</td>
</tr>
<tr>
<td>0.652</td>
<td>0.00567</td>
<td>4.930</td>
</tr>
<tr>
<td>0.651</td>
<td>0.00396</td>
<td>3.310</td>
</tr>
<tr>
<td>0.649</td>
<td>0.00564</td>
<td>4.942</td>
</tr>
<tr>
<td>0.643</td>
<td>0.00469</td>
<td>4.294</td>
</tr>
<tr>
<td>0.641</td>
<td>0.00521</td>
<td>4.631</td>
</tr>
<tr>
<td>0.637</td>
<td>0.00430</td>
<td>3.725</td>
</tr>
<tr>
<td>0.635</td>
<td>0.00483</td>
<td>4.077</td>
</tr>
<tr>
<td>0.634</td>
<td>0.00416</td>
<td>3.609</td>
</tr>
<tr>
<td>0.627</td>
<td>0.00481</td>
<td>4.121</td>
</tr>
<tr>
<td>0.624</td>
<td>0.00496</td>
<td>4.273</td>
</tr>
<tr>
<td>0.614</td>
<td>0.00588</td>
<td>5.418</td>
</tr>
</tbody>
</table>
The scores in Table 4.9 are very close to each other, but they have also very small variances. However, the variances of the depths are much larger and that may be an explanation for the mistakes in the ordering that the IF method makes.

The Isolation Forest method uses the depth of a point to calculate the score. The intuition behind this is: the longer it takes to isolate a point, the lower the score and the more inlying this point will be. Hence, the depth and the score are very important quantities to detect outlying points and to distinguish them from the inliers. This is the reason why a closer look is taken at them, which is presented in Figure 4.9.

4.3 Summary

Summarizing, in Section 4.1 three of the components of the Isolation Forest algorithm that can be changed to improve the performance of the algorithm were tested. In Subsection 4.1.1, the computation times of two different implementations of the theoretical formulas for the interior points in the one-dimensional case were compared. The implementation based on Equation (3.14) was much faster than the implementation based on Equation (3.9) for the specific dataset we considered. The second variable of the IF method that was investigated more thoroughly was the number of trees. In this case, the difference between the theoretical and numerical probabilities was explored for an increasing number of trees. An increasing number of trees led to more accurate numerical probabilities. In our set-up, at least 100000 trees were needed to get accurate probabilities. It is preferable to use more, but that leads to higher computation times which is something we want to avoid. The key is to find a balance between these two. Moreover, the theoretical and numerical variances were compared for an increasing number of trees and a log-log plot was created for these differences. The slope of these plots is equal to a rate of convergence of $N^{-\text{slope}}$ with $N$ the number of trees. The last component of the IF method, the pruning of the isolation trees, was investigated more thoroughly in Subsection 4.1.3. For an increasing height limit, we looked at the difference between the theoretical and
numerical probabilities to isolate a datapoint in 4 or 5 random splits. This was done with a fringe point and an interior point of the dataset used in Section 3.3. For the set-up we used, the numerical probabilities for a point getting isolated after $s$ random splits were accurate for a height limit greater equal than $s$. Furthermore, in Section 4.2 more advanced components that have an impact on the performance of the algorithm were investigated. In Subsection 4.2.1, different score functions for the IF method were introduced. Also, different metrics were used to calculate the most outlying points beforehand to compare this with the results of the methods. The conclusion that could be drawn is that the new scoring functions were not more accurate in terms of mistakes made in detecting the most outlying points for the specific datasets we considered. The performances of three different outlier detection methods were compared in Subsection 4.2.2. This is done by looking at the number of mistakes made in detecting the most outlying points on average over multiple random datasets. Isolation Forest and K-means clustering were very accurate in detecting the most outlying points if the order is not taken into consideration. The third method, LOF, was the least accurate of the three. All three methods were not accurate when the order was taken into consideration. However, K-means clustering was the most accurate of the three methods on average over these multiple random datasets. Another dataset was tested, which had 20 clear outliers. All these outliers were detected by the three methods, but the IF and LOF method made still lots of ordering mistakes. Therefore, the variance of the scores and variance of the depths of the IF method were calculated. The scores themselves were very close to each other, but also the variances of these scores were very small. However, the variances of the depths were much larger and that may be the reason for the ordering mistakes.
5. Real-World Financial Dataset

In this chapter, we use a real-world financial dataset to test how our methods perform on such a dataset. The dataset is introduced in Section 5.1. In Subsection 5.1.1, the comparison between the original Isolation Forest and Transformed Isolation Forest is made to see which method gives more accurate results on real-world data instead of on randomly generated small datasets. We also want to test what the impact of pruning the isolation trees, which is already introduced on small datasets in Subsection 4.1.3, is on the performance of IF on this dataset. This is done in Subsection 5.1.2. Moreover, we want to test some of the new scoring functions described in Subsection 4.2.1 on this dataset. These tests are done in Subsection 5.1.3.

5.1 Elliptic Dataset

The financial dataset that we will use for these tests is the Elliptic dataset. This dataset maps Bitcoin transactions to real entities belonging to licit categories (exchanges, wallet providers, miners, licit services, etc.) versus illicit ones (scams, malware, terrorist organizations, ransomware, etc.). It is the worlds largest labelled transaction dataset publicly available in any cryptocurrency. Moreover, it is a very imbalanced dataset with 4545 (9.76%) illicit and 42019 (90.24%) licit transactions. Every transaction in this dataset has 93 features and thus it is a 93-dimensional dataset. This cannot be visualized, but we can use t-distributed Stochastic Neighbor Embedding (t-SNE) [9] to visualize the data in 2D. This method is namely used for dimensionality reduction and that is used to visualize high-dimensional data in 2D and 3D. The t-SNE visualization of this dataset can be seen in Figure 5.1.

![t-SNE visualization of the Elliptic dataset.](image)

In Figure 5.1, we see that the illicit (orange) and licit (green) transactions are very mixed. There is no clear separation between the two classes and therefore we expect that our outlier detection algorithms will have problems with detecting the illicit transactions correctly. We will namely compare the outliers detected by our methods with the illicit transactions.

5.1.1 Tests with Original Isolation Forest and Transformed Isolation Forest

First, we have tested this dataset with the original Isolation Forest algorithm with 10000 trees, with the implementation of Scikit-learn, and we have compared the outliers detected by the IF with the transactions that are labelled as illicit. We calculated the anomaly scores (2.11) of every datapoint in the set and then we labelled the largest scores as illicit. The rest of the points we labelled as licit. We used the confusion matrix, already introduced in Subsection 2.1.5, as
a measure to assess the performance of IF. This confusion matrix can be seen in Figure 5.2. In this confusion matrix, the licit transactions are labelled as 0 and the illicit transactions are labelled as 1.

Figure 5.2: Confusion matrix of the original IF method (10000 trees) used on the Elliptic dataset.

From Figure 5.2, we can conclude that the original IF method does not detect any of the illicit transactions of the Elliptic dataset. The overall accuracy score is pretty good, but that is not the most important in this case. What we namely want and what is also very important for many financial institutions is that the illicit transactions are detected. This is far more important than detecting the licit transactions and thus we are looking for better methods in this case. Therefore, we also used the Transformed Isolation Forest on this dataset. First, we have calculated the CM of this dataset and with this we have calculated the $l_1$, $l_2$- and $l_{max}$- distances between the CM and every datapoint in this set. For this set, we have also calculated the kNN-distance of every point with the number of neighbours equal to 10. These transformed datasets are shown in Figure 5.3.

In Figure 5.3, the red points are the illicit transactions and the blue points are the licit transactions and thus we see that these are mixed with each other. In these new transformed datasets, the illicit transactions are not clear outlying points and thus we do not expect the Transformed Isolation Forest to give us very accurate results in this case.

In this dataset, there are multiple points with exactly the same distances to the CM or with the same kNN-distances. Hence, there are some duplicate points in the transformed datasets of Figure 5.3. The duplicate points cannot be isolated and therefore we deleted the duplicate points.
from these sets such that only one point of each duplicate remains in the set. The theoretical expectation of the number of random splits needed to isolate every datapoint is calculated and compared with the transactions that are labelled as illicit. The results of this experiment can be seen in Figure 5.4.

(a) $l_1$-distance  
(b) $l_2$-distance  
(c) $l_{max}$-distance  
(d) $k$NN-distance

Figure 5.4: Confusion matrices of the four transformed datasets of the Elliptic dataset.

From Figure 5.4, we can conclude that the Transformed IF gives more accurate results than the original IF in this case. The overall accuracy scores are higher and most importantly more illicit transactions are detected. Moreover, we notice that the dataset of Figure 5.4c is much smaller than the other datasets and than the original dataset. This dataset has namely a lot of duplicate points and those points were deleted.

Finally, we also used the original numerical Isolation Forest algorithm on these 4 transformed datasets to get a better comparison between the methods. The confusion matrices of these tests are shown in Figure 5.5.

(a) $l_1$-distance  
(b) $l_2$-distance  
(c) $l_{max}$-distance  
(d) $k$NN-distance

Figure 5.5: Confusion matrices of the original IF method (10000 trees) used on the four transformed datasets of the Elliptic dataset.
From Figure 5.5, we can conclude that for the transformation methods based on the distance to the CM of the whole dataset the results are approximately the same as the results of the original IF used on the same datasets. However, the results are more accurate than the results of the original IF used on the original dataset with 93 features. Thus, the transformation to a one-dimensional dataset gives us more accurate results in this case. The transformation method based on the kNN-distance of every point gives more accurate results than the original IF method used on the same dataset. The original IF method namely detects less illicit transactions than the transformation method. Again, the results are more accurate than the results of the original IF used on the original dataset with 93 features. Hence, also in this case the transformation to a one-dimensional dataset gives us more accurate results.

5.1.2 Pruning

The next component of the original IF that we will test with this real-world dataset is the impact of the pruning of the isolation trees. This is done in this subsection.

For different height limits of the isolation trees, we will run the original IF method with 1000 trees, this time with the implementation developed in [8] instead of the Scikit-learn implementation, on the dataset with 93 dimensions. The anomaly scores (2.11) of every datapoint are calculated and with these scores we determined the illicit points. The points with the largest scores are namely labelled as illicit. The illicit points detected by the original IF method are again compared with the transactions that are labelled as illicit beforehand. The most important aspect of this experiment is to explore what the impact is of pruning the trees on the performance of the original IF method as an outlier detection method. The results of these experiments are shown in Figure 5.6.

![Figure 5.6: Confusion matrices of the original IF method (1000 trees) used on the Elliptic dataset for different height limits of the trees.](image)

We can conclude from Figure 5.6 that pruning of the isolation trees has no impact on the results of these experiments. For different height limits, there are no differences in the number of illicit transactions that are detected and also no differences in the overall accuracy scores.
5.1.3 Different Scoring Functions

In Subsection 4.2.1, different scoring functions for the Isolation Forest method are introduced and experimented with. The goal of this subsection is to compare the results of the original IF in combination with the original scoring function (2.11) with the results obtained with the other scoring functions described in Subsection 4.2.1 for this real-world financial dataset.

The first scoring function we will explore is given by Equation (4.2). The same experiments as in the previous subsection are done with this score functions, but now with a constant height limit and also with the implementation developed in [8]. These results are compared with the original scoring function given by Equation (2.11). This comparison is shown in Figure 5.7.

From Figure 5.7, we can conclude that the new scoring function defined by Equation (4.2) does not give more accurate results than the original scoring function defined by Equation (2.11). In fact, both scoring functions give us exactly the same results for this specific dataset.

The next scoring functions we are going to test on this dataset are also already introduced in Subsection 4.2.1 and are given by Equation (4.3) and Equation (4.4). These are the theoretical variance and conditional expectation of the number of random splits needed to isolate a point. The formulas of these quantities are developed in Section 3.1 for one-dimensional datasets only. Hence, these scoring functions can only be used on one-dimensional datasets and therefore we will use the four transformed one-dimensional datasets of the Elliptic dataset, shown in Figure 5.3, to test these new scoring functions. The first new scoring function that is tested on these four transformed datasets (without duplicates) is given by Equation (4.3) and the same experiments are performed as done in Subsection 5.1.1. Thus, the points with the largest scores are labelled as illicit and are compared with the transactions that are labelled as illicit beforehand. The results of these experiments are shown in Figure 5.4.

If we compare Figure 5.8 with Figure 5.2, we see that the Transformed IF with this new scoring function given by Equation (4.3) gives more accurate results than the original IF for this specific dataset. This was also the case for the Transformed IF with the original scoring function as we can see in Figure 5.4. The results of the Transformed IF with the new scoring function are not more accurate than those of the Transformed IF with the original scoring function, which can
be concluded from the comparison of Figure 5.8 with Figure 5.4.
The last new scoring function that is tested in combination with the Transformed IF method is given by Equation (4.4) with $i = 3$. The same experiments are done with this scoring function as we have done with the previous scoring functions. The results of these experiments are given in Figure 5.9.

If we compare Figure 5.9 with Figure 5.4 and Figure 5.8, we can conclude that the Transformed IF with the scoring function given by Equation (4.4) gives the least accurate results of the three scoring functions in combination with the Transformed IF. However, it still performs much better than the original IF in this case.
5.2 Summary

Summarizing, in Section 5.1 we introduced the real-world financial dataset that was used in this chapter for all the experiments and tests. This dataset was the Elliptic dataset and it mapped Bitcoin transactions to real entities belonging to licit categories versus illicit ones and thus it was a labelled dataset. In Subsection 5.1.1, we compared the performances of the original IF tested on this dataset and the Transformed IF tested on the transformed one-dimensional datasets belonging to this dataset. The datapoints with the largest scores were labelled as illicit and these points were compared with the transactions that were labelled as illicit beforehand. The original IF method didn’t detect any of the illicit transactions of the Elliptic dataset. However, the Transformed IF in combination with the $l_1$, $l_2$, $l_{\text{max}}$ and kNN-distance gave more accurate results. More illicit transactions were detected by this method and the overall accuracy scores were also higher. In Subsection 5.1.2, the impact of pruning of the isolation trees on the results of the original IF as an outlier detection algorithm was tested. We used the implementation of the original IF method developed in [8] instead of the Scikit-learn implementation, which was used in Subsection 5.1.1. The same experiments were done as in the previous subsection for different height limits of the isolation trees. The conclusion that was drawn from these experiments was that pruning of the isolation trees had no impact on the results. For different height limits, there were no differences in the results. Finally, in the Subsection 5.1.3, different scoring functions were tested for this specific financial dataset. These scoring functions were already introduced in Subsection 4.2.1. First, the scoring function given by Equation (4.2) was compared with the original scoring function of the original IF algorithm. The result of that comparison was that both scoring functions gave us exactly the same results. Moreover, the two scoring functions given by Equation (4.3) and Equation (4.4) were tested in combination with the Transformed IF method. These two new scoring functions in combination with the Transformed IF gave more accurate results than the original IF method, just like the Transformed IF did in combination with the original scoring function. The scoring function given by Equation (4.3) and the original scoring function performed the best of these three scoring functions. The reason for the improvement of the performances when using the Transformed IF method in comparison with the original IF method could be the transformation from 93 dimensions to 1 dimension. That could make it easier to detect the outliers, because the methods only have to consider 1 feature for each datapoint. This dataset has so many dimensions that it could be the case that some of these dimensions are not important for outlier detection and are then just noise for our methods.
6. Conclusion and Discussion

In this chapter, conclusions are drawn from all the experiments conducted throughout this thesis. Furthermore, recommendations for future research are provided. The research questions stated in Section 1.1 are answered in Section 6.1. In Section 6.2, recommendations for future research are discussed.

6.1 Conclusion

In this section, we will draw conclusions based on the results derived from this thesis. This is done by answering the research questions stated in Section 1.1. The first research question is given by:

Can we relate the concept of Isolation Forest with density- and distance-based outlier detection methods?

In Chapter 2, multiple definitions of an outlier together with the methods that are based on them were introduced and explained. These were existing methods coming from the literature we studied. The definitions and methods were separated based on distance, density, cluster, depth and isolation. Hence, there were distance- and density-based outlier detection methods and these were elaborated on in Chapter 2.

The distance-based methods were introduced first in Subsection 2.3.2. Multiple distance-based outlier definitions and detection methods were stated and explained. The most important definition of an outlier mentioned in this subsection was the Distance-Based (DB) outlier, given by Definition 2.2. The advantage of this definition is that it can be used in the case that the data distribution does not fit any standard distribution. However, in many cases there is a relationship between the different variables and then multivariate outlier definitions are more useful. A distance-based multivariate outlier definition is given by Definition 2.6 and is called the Mahalanobis distance. Distance-based methods are based on evaluating distances between datapoints. Anomaly scores are often based on neighbour distances. It is clear that anomalies have larger separation distances compared to their neighbours. One of the advantages of these methods is that this separation can be easily visualized.

The density-based methods were separated into non-parametric and parametric density-based methods in Subsection 2.1.2 and Subsection 2.1.3. Non-parametric density-based methods investigate specific regions of a dataset, determining the local density within these regions with the number of points and thus the dataspace is partitioned. Outliers are in this situation the points in the regions with lower local densities. These methods do not look at the specific density distribution. The Local Outlier Factor method is the most significant method that finds outliers based on non-parametric density estimates. However, the parametric density-based do need the specific density distribution of the dataset that is explored. This is also one of the major disadvantages of these methods.

In the literature, distance-based and density-based methods are often interchanged because of the similarity between the definitions. In Chapter 2, we saw that distance-based definitions of an outlier can also be interpreted as density-based definitions. Moreover, distance-based definitions can be used to create density-based methods for detecting outliers.

Another type of outlier detection methods are the cluster-based methods, which are not mentioned in the research question, but we will briefly mention them. These methods classify a
A datapoint is considered an outlier if it is not a member of a cluster of points. The most popular clustering algorithm is K-means clustering.

The second research question is given by:

**How can we mathematically define the concept of isolation? And can we use this new framework to develop better outlier detection methods?**

In Section 2.2, we started by introducing and explaining definitions of an outlier and outlier detection methods based on the notion of depth. The Isolation Forest algorithm also makes use of the depth of datapoints. However, it is based on the concept of isolation and the main difference between this concept and the previous definitions of outliers is that it looks directly at the outliers, while the previous definitions are based on the normal instances. An isolation-based outlier is defined as an observation that is separated from the rest of the instances. Anomalies are points that deviate from other points, and also there are fewer outliers than inliers, therefore they are more susceptible to isolation. In isolation trees, instances are partitioned recursively until all instances are isolated. Anomalies are isolated earlier in the trees than the normal instances, because of their distinguishable attribute-values and because there are fewer outliers than normal instances.

The IF method consists of two stages. The first stage is called the training stage and in this stage the isolation trees are constructed from a sub-sample of the data. In the second stage, which is called the evaluation stage, an anomaly score \( s \) is derived from the expected path length \( E(h(x)) \) for each datapoint. The expected path length is derived by passing all the datapoints through each isolation tree in the isolation forest. The anomaly score \( s \) is given by Equation (2.11) and the higher the score of a point the more outlying it is. Two major advantages of this method are that the detection performance converges quickly with a very small number of trees and it only requires a small sub-sampling size to achieve high detection performance with high efficiency.

Furthermore, in Chapter 2, a new method based on the original Isolation Forest algorithm were developed to detect the most outlying points in a dataset. This method is based on a projection that first transforms a multi-dimensional dataset into a one-dimensional dataset. This one-dimensional dataset can then be used to detect the outliers in the same way as the original IF method. The first transformation is based on the distance of every point to the center of mass of the dataset. For this transformation a proper distance function is needed and therefore we introduced multiple distance functions. The second and final new transformation is based on the kNN-distance of every datapoint. This distance is derived via the k-nearest neighbors algorithm by looking at the distance of every datapoint to its \( k \) nearest neighbours. The kNN-distance is then the mean of the distances to its \( k \) nearest neighbours. The transformation based on the distance to the CM is a global transformation, but the second transformation, based on the kNN-distance, is a local transformation. It considers the neighbourhood of each datapoint separately.

The third research question is given by:

**What is the theory behind the Isolation Forest method?**

There is not much theory known for the original IF method, which was introduced in Section 2.2, and therefore this is explored more thoroughly. This was done in Chapter 3 and in Section 3.1 of this chapter we developed theory for one-dimensional datasets. We considered different
types of points, namely the fringe points and interior points. The theory that was developed is based on the number of random splits that the original IF algorithm needs to isolate a point.

First, theory for the fringe points was developed in Subsection 3.3.1 and that was done by considering the recursion formula given by Equation (3.1), which was the probability that the left fringe point gets isolated in $s + 1$ random splits. This formula was computationally very demanding and therefore we looked for an expression that was faster to implement. Eventually, this was found in Equation (3.6), which can be efficiently implemented in Python by making use of cumulative summations of the previous terms.

In the next subsection, theory was developed for the interior points of a dataset. This was done in the same way as done with the fringe points by first looking at the recursion formula given by Equation (3.9) and then searching for an expression that is computationally less demanding. We noticed that these formulas could be written in terms of the fringe formulas and that was done in Equation (3.14) and eventually proven in Lemma (3.1).

Finally, theory for two-dimensional datasets was partially derived in Section 3.2. In two-dimensional datasets, there are four possible types of points and we only developed theory for the fringe points in both dimensions. The formulas for the other types of points turned out to be long, involved and cumbersome.

The fourth and final research question is given by:

**Confirm the theoretical findings with numerical experiments.**

The theoretical formulas derived in Section 3.1 and Section 3.2 based on the number of random splits needed to isolate a point are numerically validated in Section 3.3 and Section 3.4. These formulas have been implemented in Python 3.9 and with these implementations the probabilities that a point gets isolated in $s$ random splits are calculated. This was also calculated numerically with the Isolation Forest method. We have compared the theoretical and numerical probabilities to see if they match. The Isolation Forest algorithm was tested with and without pruning and thus with fully grown trees and trees with a height limit. For all the datasets we considered, the theoretical probabilities, expectations and variances were almost equal to the numerical ones with fully grown trees. For pruned trees, there were some differences due to the trees cut off at a certain point.

The theoretical formulas derived for the one-dimensional case were used in combination with our new transformation methods to detect the most outlying points in multi-dimensional datasets. The effort to expand these formulas to a two-dimensional dataset turned out to be cumbersome and therefore the Transformed Isolation Forest was developed. First, TIF transforms a multi-dimensional dataset into a one-dimensional set-up and on this one-dimensional set-up the theoretical formulas were applied. This was done by calculating the theoretical expectation of the number of random splits needed to isolate every datapoint in this new dataset. The lower the expectation, the more outlying a point. Outliers are more susceptible to isolation than inliers and therefore they are isolated in less random splits than inliers. Hence, their expectation will be lower than the expectation of the inliers.

With these new methods, we did multiple experiments with multiple different datasets. For the TIF in combination with the global transformation, based on the distance to the CM of the dataset, three distance norms were used: the $l_1$, $l_2$- and $l_{\infty}$-norm. We looked at the most outlying points detected by these new methods and compared them with the most outlying points of the dataset calculated beforehand with three different metrics. The numerical IF method was also used in these experiments to get a more complete comparison. The datasets we considered
were one-, two- and three-dimensional standard normally distributed datasets. On top of that, we also looked at a two-dimensional uniform distribution. On these datasets, we only tested the new global transformation method and the result of that was that the combination of this method with the $l_1$- and $l_2$-norm gave the most accurate results. Moreover, a ten-dimensional standard normally distributed dataset was tested and on this dataset the new local method, based on the kNN-distance of every point, was also tested. On this dataset, the $l_{\text{max}}$-norm performed the worst of all the new methods considered. The other three norms gave us accurate results, but the numerical IF still gave us the most accurate results. Furthermore, a ten-dimensional dataset coming from a $t$-distribution with 1 degree of freedom was tested. Such a dataset has very clear outliers and thus we wanted to see if our methods detect all these outliers. This was almost the case and thus every method performed well on this specific dataset. Finally, the robustness of the new methods was tested on a very specific dataset. We did this by experimenting on a ten-dimensional normally distributed set of 101 points with correlation between the dimensions, variance 1 in every dimension and not the same mean in every dimension. The point that was considered was an outlier in some of the dimensions and an inlier in the other dimensions, but also a global outlier. For different values of the correlation and different set-ups of the dataset, we explored which methods detected this point in which cases. The result of that was that the transformation method in combination with the $l_1$-distance had the worst performance of all the methods considered. The $l_{\text{max}}$- and kNN-distance gave us the most accurate results and were thus the most robust methods for this specific dataset. The overall conclusion that can be drawn from all the experiments done with these new transformation methods in Chapter 3 is that the transformation method in combination with the $l_2$- and kNN-distance performs the best overall. In some experiments, these norms gave us the best performance of all norms and in the experiments where they weren’t the best norms they still gave us reasonably accurate results. With the $l_2$-norm the cost of the outliers increase exponentially and the main advantage of the kNN-distance is that it considers the direct neighbourhood of every datapoint. These statements could be explanations for the very accurate performances of these two distances in combination with the Transformed IF method. 

In Chapter 4, the methods were used for further testing and more experiments. The computing times of the recursion formula for the interior points in the one-dimensional case was compared with the new formula developed in Chapter 3. This new formula was much faster than the original one. The difference between the theoretical and numerical probabilities was also explored for an increasing number of trees. More trees led to more accurate numerical probabilities, but also higher computing times. The key was to find the balance between the two. Moreover, the impact of pruning on the difference between the theoretical and numerical probabilities was also explored. For the set-up we used, the numerical probabilities for a point getting isolated after $s$ random splits were accurate for a height limit greater equal than $s$. In Subsection 4.2.1, different score functions for the IF method were introduced. The conclusion that could be drawn is that the new scoring functions were not more accurate in terms of mistakes made in detecting the most outlying points for the specific datasets we considered. In the final subsection of Chapter 4, the performances of three different outlier detection methods were compared. This is done by looking at the number of mistakes made in detecting the most outlying points on average over multiple random datasets. Isolation Forest and K-means clustering were very accurate in detecting the most outlying points if the order is not taken into consideration. The third method, LOF, was the least accurate of the three. All three methods were not accurate when the order was taken into consideration. However, K-means clustering was the most accurate of the three methods on average over these multiple random datasets.

Finally, we tested the Transformed IF method and the original IF method on a real-world financial dataset in Chapter 5. This was the Elliptic dataset and this dataset was labelled.
Hence, we have compared the outliers detected by our methods with the transactions that are labelled as illicit beforehand. Our new transformation methods gave more accurate results than the original IF method used on this dataset. More illicit transactions were detected and also the overall accuracy score was slightly higher. The impact of pruning on the performance of the original IF method was also tested in this case and we could conclude from this that pruning had no impact on the results. Finally, different scoring functions, which were already introduced in Chapter 4, were tested and compared with the results obtained with the original scoring function. The conclusion that was drawn from these experiments was that these new scoring functions didn’t give us major improvements for this specific dataset. The reason for the improvement of the performances when using the Transformed IF method in comparison with the original IF method could be the transformation from 93 dimensions to 1 dimension. That could make it easier to detect the outliers, because the methods only have to consider 1 feature for each datapoint. This dataset has so many dimensions that it could be the case that some of these dimensions are not important for outlier detection and are then just noise for our methods.

6.2 Recommendations for Future Research

In this section, we will discuss some future research topics.

In Section 2.3, a method together with two transformations was presented that transforms multi-dimensional datasets into one-dimensional datasets and then detects outliers in the same way as the original Isolation Forest algorithm. This is not the only transformation that can be used in combination with this method. For example, every distance metric transforms a multi-dimensional dataset into a one-dimensional one. For further research, it is interesting to look at other new methods based on transformations or create a combination of two methods.

In Section 3.1, theory behind the IF algorithm was developed for one-dimensional datasets. These formulas were based on the number of random splits that the IF algorithm needs to isolate a point. In Section 3.2, the same was done for two-dimensional datasets. However, this was only done for one specific type of point, namely the fringe points in both directions. For further research, it would be interesting to develop theory for the other three types of points in the two-dimensional case. When this is done, the next step will be developing theory for even higher-dimensional cases.

In Section 3.5, the Transformed Isolation Forest was tested on multiple different datasets. All these datasets consisted of numerical data and therefore it would be interesting to test the TIF on categorical data to get an even more complete picture of the performance of the method.

In Subsection 4.2.1, we tested the original IF method with different new scoring functions and compared the results with the original scoring function. These tests didn’t lead to major improvements and therefore, for future research, it would be interesting to test more new scoring functions and test them more thoroughly.

In Subsection 4.2.2, the performances of three different outlier detection methods were tested. The performance of the IF algorithm was compared with the performances of the LOF method and the K-means clustering algorithm. There are many more outlier detecting methods to consider and therefore it would be interesting to test the performances of more outlier detection methods and compare these performances with the performance of the IF algorithm.
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A. Additional Theoretical results

In Chapter 3, the most important theory behind the Isolation Forest algorithm has been discussed and elaborated on. Other theory can be derived from this or is very similar. This theory is also split in theory for the fringe points and theory for the interior points.

A.1 Fringe Points

The theory for the right fringe point of a dataset can be derived from the similar theoretical formulas for the left fringe point. Hence, the probabilities that the right fringe point gets isolated in \( s \) random splits for \( 1 \leq s \leq n - 1 \), which is the maximum point of the dataset, are as follows:

\[
P_{x_n}^{RF}(RS = s + 1) = \sum_{i=2}^{n-s} \frac{x_i - x_{i-1}}{x_i - x_1} P_{x_n}^{RF}(RS = s|x_1, ..., x_n).
\] (A.1)

After splitting between the point \( x_{i-1} \) and \( x_i \), we only look at the remaining subset \( (x_i, ..., x_n) \). This leads to the recursion formula (A.1). This formula is computationally very demanding and therefore we are looking for something faster to implement. Hence, the particular cases \( RS = 1, 2, 3, 4 \) are written out to look for a formula for all cases that is also fast to implement.

\[
P_{x_n}^{RF}(RS = 1) = \frac{x_n - x_{n-1}}{x_n - x_1},
\] (A.2)

\[
P_{x_n}^{RF}(RS = 2) = \sum_{i=2}^{n-1} \frac{x_i - x_{i-1}}{x_i - x_1} \cdot \frac{x_n - x_{n-1}}{x_n - x_i} = \frac{x_n - x_{n-1}}{x_n - x_1} \sum_{i=2}^{n-1} \frac{x_i - x_{i-1}}{x_n - x_i} = P_{x_n}^{RF}(RS = 1) \sum_{i=2}^{n-1} \frac{x_i - x_{i-1}}{x_n - x_i},
\] (A.3)

\[
P_{x_n}^{RF}(RS = 3) = \sum_{j=2}^{n-2} \sum_{i=j+1}^{n-1} \frac{x_j - x_{j-1}}{x_n - x_1} \cdot \frac{x_i - x_{i-1}}{x_n - x_j} \cdot \frac{x_n - x_{n-1}}{x_n - x_i} = \frac{x_n - x_{n-1}}{x_n - x_1} \sum_{j=2}^{n-2} \sum_{i=j+1}^{n-1} \frac{x_j - x_{j-1}}{x_n - x_j} \cdot \frac{x_i - x_{i-1}}{x_n - x_i} = \frac{x_n - x_{n-1}}{x_n - x_1} \sum_{j=2}^{n-2} \frac{x_j - x_{j-1}}{x_n - x_j} \sum_{i=j+1}^{n-1} \frac{x_i - x_{i-1}}{x_n - x_i} = \sum_{j=2}^{n-2} \frac{x_j - x_{j-1}}{x_n - x_j} \left( P_{x_n}^{RF}(RS = 2) - \frac{x_n - x_{n-1}}{x_n - x_1} \sum_{i=2}^{j} \frac{x_i + 1 - x_i}{x_i - x_1} \right).
\] (A.4)
\[
P_{\text{RF}}(x_n | RS = 4) = \sum_{k=2}^{n-3} \sum_{j=k+1}^{n-2} \sum_{i=j+1}^{n-1} \frac{x_k - x_{k-1}}{x_n - x_1} \cdot \frac{x_j - x_{j-1}}{x_n - x_k} \cdot \frac{x_i - x_{i-1}}{x_n - x_j} \cdot \frac{x_n - x_{n-1}}{x_n - x_i}
\]

\[
= \sum_{k=2}^{n-3} \sum_{j=k+1}^{n-2} \sum_{i=j+1}^{n-1} \frac{x_k - x_{k-1}}{x_n - x_1} \cdot \frac{x_j - x_{j-1}}{x_n - x_k} \cdot \frac{x_i - x_{i-1}}{x_n - x_j} \cdot \frac{x_n - x_{n-1}}{x_n - x_i}
\]

\[
= \frac{x_n - x_{n-1}}{x_n - x_1} \sum_{k=2}^{n-3} \frac{x_k - x_{k-1}}{x_n - x_k} \left( P_{\text{RF}}(x_n | RS = 3) \right) - \frac{x_n - x_{n-1}}{x_n - x_1} \sum_{j=2}^{k} \frac{x_j - x_{j-1}}{x_n - x_j} \sum_{i=j+1}^{n-1} \frac{x_i - x_{i-1}}{x_n - x_i}. \quad (A.5)
\]

Equation (A.5) can be expanded to a general formula for \( s \) random splits with \( 1 \leq s \leq n - 1 \):

\[
P_{\text{RF}}(x_n | RS = s) = \sum_{k=2}^{n-(s-1)} \frac{x_k - x_{k-1}}{x_n - x_k} \left( P_{\text{RF}}(x_n | RS = s - 1) \right) - \frac{x_n - x_{n-1}}{x_n - x_1} \sum_{j=2}^{k} \frac{x_j - x_{j-1}}{x_n - x_j} \sum_{i=j+1}^{n-1} \frac{x_i - x_{i-1}}{x_n - x_i}. \quad (A.6)
\]

Equation (A.6) can be efficiently implemented in Python by making use of cumulative summations of the previous terms.

With the formulas above, the expectation and variance of the number of RS that is needed to isolate the left fringe point \( x_1 \) can also be derived. These formulas can be seen below:

\[
E_{x_n}^{\text{RF}}(RS) = \sum_{i=1}^{n-1} i P_{x_n}^{\text{RF}}(RS = i), \quad (A.7)
\]

\[
\text{Var}_{x_n}^{\text{RF}}(RS) = \sum_{i=1}^{n-1} i^2 P_{x_n}^{\text{RF}}(RS = i) - \left( E_{x_n}^{\text{RF}}(RS) \right)^2. \quad (A.8)
\]
A.2 Interior Points

For the interior points of a one-dimensional dataset, the probabilities given by Equation (3.9) have been written out 4 random splits and that can be seen below:

\[
P_{x_j}^{IN}(RS = 4) = \sum_{i=1}^{j-2} \frac{x_{i+1} - x_i}{x_n - x_1} \left( \sum_{k=i+1}^{j-2} \frac{x_{k+1} - x_k}{x_n - x_{i+1}} \cdot \frac{x_j - x_{j-1}}{x_n - x_{k+1}} + \frac{x_j - x_j}{x_n - x_{k+1}} \right)
\]

\[
+ \sum_{k=j+1}^{n-1} \frac{x_{k+1} - x_k}{x_n - x_{i+1}} \cdot \frac{x_j - x_{j-1}}{x_k - x_j} + \frac{x_j - x_j}{x_k - x_j}
\]

\[
+ \frac{x_j - x_{j-1}}{x_n - x_{i+1}} P_{x_j}^{LF}(RS = 2|x_j, ..., x_n) + \frac{x_j - x_j}{x_n - x_{i+1}} P_{x_j}^{RF}(RS = 2|x_1, ..., x_j)
\]

\[
+ \sum_{i=j+1}^{n-1} \frac{x_{i+1} - x_i}{x_n - x_1} \left( \sum_{k=i+1}^{j-2} \frac{x_{k+1} - x_k}{x_i - x_1} \cdot \frac{x_j - x_{j-1}}{x_i - x_{k+1}} + \frac{x_j - x_j}{x_i - x_{k+1}} \right)
\]

\[
+ \frac{x_j - x_{j-1}}{x_i - x_1} P_{x_j}^{LF}(RS = 2|x_j, ..., x_n) + \frac{x_j - x_j}{x_i - x_1} P_{x_j}^{RF}(RS = 2|x_1, ..., x_j)
\]

\[
+ \frac{x_j - x_{j-1}}{x_n - x_1} P_{x_j}^{LF}(RS = 3|x_j, ..., x_n) + \frac{x_j - x_j}{x_n - x_1} P_{x_j}^{RF}(RS = 3|x_1, ..., x_j).
\] (A.9)

This formula can also be written in terms of the fringe formulas:

\[
P_{x_j}^{IN}(RS = 4) = \sum_{i=1}^{j-2} \frac{x_{i+1} - x_i}{x_n - x_1} P_{x_j}^{IN}(RS = 3|(x_i+1, ..., x_n)) + \sum_{i=j+1}^{n-1} \frac{x_{i+1} - x_i}{x_n - x_1} P_{x_j}^{IN}(RS = 3|(x_1, ..., x_i))
\]

\[
+ \frac{x_j - x_{j-1}}{x_n - x_1} P_{x_j}^{LF}(RS = 3|(x_j, ..., x_n)) + \frac{x_j - x_j}{x_n - x_1} P_{x_j}^{RF}(RS = 3|(x_1, ..., x_j))
\]

\[
= \sum_{i=1}^{j-2} \frac{x_{i+1} - x_i}{x_n - x_1} \left( \frac{x_j - x_{j-1}}{x_n - x_j} \right) \left( \sum_{k=i+1}^{j-2} \frac{x_{k+1} - x_k}{x_j - x_{k+1}} + \sum_{k=j+1}^{n-1} \frac{x_{k+1} - x_k}{x_k - x_j} \right)
\]

\[
+ \sum_{i=j+1}^{n-1} \frac{x_{i+1} - x_i}{x_n - x_1} \left( \frac{x_j - x_{j-1}}{x_i - x_j} \right) \left( \sum_{k=i+1}^{j-2} \frac{x_{k+1} - x_k}{x_j - x_{k+1}} + \sum_{k=j+1}^{i-1} \frac{x_{k+1} - x_k}{x_k - x_j} \right)
\]
fringe points in both directions. This leads to the following recursion formula:

\[ y(\text{IN} \cup \text{LF}) | (x_j, y_1) = x_j - x_1 \sum_{i=j+2}^{n-1} \frac{x_{i+1} - x_i}{x_n - x_1} \sum_{k=j+1}^{i-1} \frac{x_{k+1} - x_k}{x_i - x_j} \cdot \frac{x_{i+1} - x_j}{x_k - x_j} + x_{j+1} - x_j \sum_{i=1}^{j-3} \frac{x_{i+1} - x_i}{x_j - x_1} \sum_{k=i+1}^{j-2} \frac{x_{k+1} - x_k}{x_j - x_{i+1}} \frac{x_j - x_{j-1}}{x_j - x_{k+1}} \]

\[ = \frac{(x_{j+1} - x_j)(x_j - x_{j-1})}{(x_n - x_j)(x_j - x_1)} \left( \sum_{i=1}^{j-2} \frac{x_{i+1} - x_i}{x_j - x_{i+1}} \sum_{k=i+1}^{j-2} \frac{x_{k+1} - x_k}{x_j - x_{k+1}} \right) + \sum_{i=j+1}^{n-1} \frac{x_{i+1} - x_i}{x_i - x_j} \sum_{k=j+1}^{i-1} \frac{x_{k+1} - x_k}{x_j - x_k} \left( \sum_{k=j+1}^{i-1} \frac{x_{k+1} - x_k}{x_j - x_k} \right) \]

\[ = \frac{x_{j+1} - x_j}{x_n - x_j} P_{x_j}^{RF}(RS = 3|(x_1, ..., x_j)) + \frac{x_j - x_{j-1}}{x_j - x_1} P_{x_j}^{LF}(RS = 3|(x_j, ..., x_n)) \]

\[ + P_{x_j}^{LF}(RS = 2|(x_j, ..., x_n)) P_{x_j}^{RF}(RS = 2|(x_1, ..., x_j)) = P_{x_j}^{LF}(RS = 1|(x_j, ..., x_n)) P_{x_j}^{RF}(RS = 3|(x_1, ..., x_j)) + P_{x_j}^{RF}(RS = 1|(x_1, ..., x_j)) P_{x_j}^{LF}(RS = 3|(x_j, ..., x_n)) \]

\[ + P_{x_j}^{LF}(RS = 2|(x_j, ..., x_n)) P_{x_j}^{RF}(RS = 2|(x_1, ..., x_j)). \quad (A.10) \]

### A.3 Two-Dimensional Case

In Section 3.4, formulas for the fringe point in both directions are derived. The next step is to look at one of the other four possibilities for the type of point we deal with. The point that is explored next is a point that is an interior point in the \(x\)-direction and a fringe point in the \(y\)-direction. In particular, a left fringe point in the \(y\)-direction. Thus, this point is \((x_j, y_1)\). Such a point may not always exist, but in this dataset it is assumed that it does. Recall that for every split it holds that the probability that the split will be in one direction or the other is equal to \(\frac{1}{2}\). The same assumptions for the sorting with the corresponding mappings are used as with the fringe points in both directions. This leads to the following recursion formula:

\[ P_{(x_j, y_1)}^{IN,LF}(RS = s) = \frac{1}{2} \cdot \left( \sum_{i=1}^{j-2} \frac{x_{i+1} - x_i}{x_n - x_1} P_{(x_j, y_1)}^{IN,LF}(RS = s - 1|(x_j, y_1), ..., (x_i, \bar{y}_i)) \right) \]

\[ + \sum_{i=j+1}^{n-1} \frac{x_{i+1} - x_i}{x_n - x_1} P_{(x_j, y_1)}^{IN,LF}(RS = s - 1|(x_1, \bar{y}_1), ..., (x_j, y_1)) \]
\[ + \frac{x_j - x_{j-1}}{x_n - x_1} P_{x_j, y_1}^{\text{LF}, \text{LF}}(RS = s - 1| (x_j, y_1), \ldots, (x_n, \tilde{y}_n)) \]
\[ + \frac{x_{j+1} - x_1}{x_n - x_1} P_{x_j, y_1}^{\text{RF}, \text{LF}}(RS = s - 1| (x_1, \tilde{y}_1), \ldots, (x_j, y_1)) \]
\[ + \frac{1}{2} \cdot \frac{1}{n-1} \sum_{i=s}^{n-1} \frac{y_{i+1} - y_i}{y_n - y_1} P_{(x_j, y_1)}^{\text{IN}, \text{LF}}(RS = s - 1| (x_j, y_1), \ldots, (x_i, y_i)). \tag{A.11} \]

This recursive formula is written out for the particular cases \( RS = 1, 2 \), as follows:

\[ P_{(x_j, y_1)}^{\text{IN}, \text{LF}}(RS = 1) = \frac{1}{2} \cdot P_{x_j}^{\text{IN}}(RS = 1) + \frac{1}{2} \cdot P_{y_1}^{\text{LF}}(RS = 1) \]
\[ = \frac{1}{2} \cdot 0 + \frac{1}{2} \cdot P_{y_1}^{\text{LF}}(RS = 1) = \frac{1}{2} \cdot \frac{y_2 - y_1}{y_n - y_1}, \tag{A.12} \]

\[ P_{(x_j, y_1)}^{\text{IN}, \text{LF}}(RS = 2) = \frac{1}{4} \cdot P_{x_j}^{\text{IN}}(RS = 2) + \frac{1}{4} \cdot P_{y_1}^{\text{LF}}(RS = 2) \]
\[ + \frac{1}{4} \cdot \left( \sum_{i=1}^{j-1} \frac{x_{i+1} - x_i}{x_n - x_1} P_{y_1}^{\text{LF}}(RS = 1| (x_j, y_1), \ldots, (x_i, \tilde{y}_i)) \right) \]
\[ + \sum_{i=j}^{n-1} \frac{x_{i+1} - x_i}{x_n - x_1} P_{y_1}^{\text{LF}}(RS = 1| (x_1, \tilde{y}_1), \ldots, (x_j, y_1))) \]
\[ + \frac{1}{4} \cdot \sum_{i=2}^{n-1} \frac{y_{i+1} - y_i}{y_n - y_1} P_{x_j}^{\text{IN}}(RS = 1| (x_j, y_1), \ldots, (\tilde{x}_i, y_i))) \]
\[ = \frac{1}{4} \cdot \frac{(x_{j+1} - x_j)(x_j - x_{j-1})}{(x_n - x_j)(x_j - x_1)} + \frac{1}{4} \cdot \frac{y_2 - y_1}{y_n - y_1} \sum_{i=2}^{n-1} \frac{y_{i+1} - y_i}{y_i - y_1} \]
\[ + \frac{1}{4} \cdot \left( \sum_{i=1}^{j-1} \frac{x_{i+1} - x_i}{x_n - x_1} y_{f(2)} - y_1 \right) + \sum_{i=j}^{n-1} \frac{x_{i+1} - x_i}{x_n - x_1} y_{f(i)} - y_1 \]
\[ + \frac{1}{4} \cdot 0. \tag{A.13} \]

This formulas can be rewritten in terms of the fringe formulas in the 2D case:
\[ P_{x_j, y_1}^{IN,LF}(RS = s) = \frac{1}{2} \cdot \sum_{i=1}^{s-1} P_{x_j, y_1}^{LF,LF}(RS = i|((x_j, y_1), \ldots, (x_n, y_n))) \]

\[ P_{x_j, y_1}^{RF,LF}(RS = s - i|((x_1, y_1), \ldots, (x_j, y_1))) \]

\[ + \frac{1}{2} \cdot \sum_{i=s}^{n-1} \frac{y_{i+1} - y_i}{y_n - y_1} P_{x_j, y_1}^{IN,LF}(RS = s - 1|((x_j, y_1), \ldots, (\tilde{x}_i, y_i))). \]  

(A.14)

With the formulas above, the expectation and variance of the number of RS that is needed to isolate the interior point in the \( x \)-direction and the left fringe point in the \( y \)-direction \((x_j, y_1)\) can also be derived. These formulas can be seen below:

\[ E_{(x_j, y_1)}^{IN,LF}(RS) = \sum_{i=1}^{n-1} i P_{(x_j, y_1)}^{IN,LF}(RS = i) \]  

(A.15)

\[ Var_{(x_j, y_1)}^{IN,LF}(RS) = \sum_{i=1}^{n-1} i^2 P_{(x_j, y_1)}^{IN,LF}(RS = i) - \left( E_{(x_j, y_1)}^{IN,LF}(RS) \right)^2. \]  

(A.16)

### A.4 Pruning

Outliers have shorter path lengths than inliers, so that means that they are isolated earlier in the trees. With this in mind, a height limit is introduced for the isolation trees in the IF algorithm. This leads to a reduction of the computational complexity, because the trees are not grown to completion. The most common height limit that is used in this algorithm is

\[ l = \lceil \log_2(\psi) \rceil \]

with \( \psi \) the sub-sampling size. The sub-sampling size is the minimum of 256 and the size of the dataset. Trees that are not grown to completion are called pruned trees. This will lead to different probabilities as we already saw in the tables above. To understand this more clearly, it is preferable to have some theory in the case of pruned trees. In this subsection, we will elaborate on that.

There are two possibilities for a point \( x \) in the case of pruned trees:

1. The point \( x \) is isolated before the height limit of the tree is reached. The path length or depth of this point is then equal to the number of edges from the root node to the external node.

2. The external node is terminated before the point \( x \) is fully isolated. That means that the external node contains more points than only the point \( x \). Hence, the size of this node is \( > 1 \). The path length of the point \( x \) is then equal to the number of edges from the root node to the external node with an extra term \( c(\text{Size}) \) added. This term is the average depth of the leaves in a fully grown isolation tree given that the number of datapoints is equal to the size of the external node.
Hence, the following holds for the depth $D$:

$$E[D|D \leq l] = \sum_{i=1}^{l} i P(RS = i)$$

(A.17)

$$E[D|D > l] = l + E[c(S)] = l + \sum_{S} c(S) P(S|after \ l \ RS)$$

(A.18)

with $S$ the size of the node.

In order to work this expectation out, the term $P(S|after \ l \ RS)$ needs to be calculated. This has been done here below for a dataset with $n$ points:

$$P(S = k|after \ 1 \ RS) = \frac{x_{k+1} - x_k}{x_n - x_1},$$

$$P(S = k|after \ 2 \ RS) = \sum_{i=k+1}^{n-1} \frac{x_{i+1} - x_i}{x_n - x_1} \cdot \frac{x_{k+1} - x_k}{x_n - x_1} \cdot \sum_{i=k+1}^{n-1} \frac{x_{i+1} - x_i}{x_i - x_1},$$

$$P(S = k|after \ 3 \ RS) = \sum_{j=k+2}^{n-1} \sum_{i=k+1}^{j-1} \frac{x_{j+1} - x_j}{x_n - x_1} \cdot \frac{x_{i+1} - x_i}{x_{j+1} - x_j} \cdot \sum_{i=k+1}^{j-1} \frac{x_{i+1} - x_i}{x_i - x_1},$$

$$P(S = k|after \ l \ RS) = \sum_{j=k+l-1}^{n-1} \frac{x_{j+1} - x_j}{x_n - x_1} \cdot \frac{x_{k+1} - x_k}{x_n - x_1} \cdot \sum_{i=j}^{n-1} \frac{x_{i+1} - x_i}{x_i - x_1} \cdot \sum_{c=k+l-3}^{i-1} \frac{x_{c+1} - x_c}{x_c - x_1} \cdot \cdots \cdot \sum_{a=k+1}^{b-1} \frac{x_{a+1} - x_a}{x_a - x_1}.$$

(A.19)

These formulas are only applicable for the leftmost node of the tree after $l$ RS. It looks similar to the formulas of the fringe points with the difference that there are now $k$ points left instead of 1.