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#### Abstract

String theory provides a framework to construct quantum theories of gravity that are UV-complete. It is a key interest of string phenomenology to realize verifiable models of particle physics such as extensions of the Standard Model in this framework. F-theory provides a technique to translate the gauge theory of type IIB superstring theory on orientifolds into geometric quantities, strictly speaking, into singularities of an elliptically fibered Calabi-Yau fourfold. We review a new method to compute the number of chiral particles, called the chiral index, in terms of a background flux and the base manifold in a general way. This method utilizes the intersection theory of resolved elliptic fourfolds, which is deeply connected to the gauge theory and the chiral index. This intersection theory also appears in the log-monodromy matrices associated with the singularities at large complex-structure in the moduli space of the mirror manifold of the resolved elliptic fourfold. Our goal is to examine how much information about the chiral index can be extracted from this large complex-structure regime.
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## 1 Introduction

Classical physics provides theories that are reasonably good in our everyday life. But when we go to very small or large scales, or doing very precise measurements, classical results become inaccurate and new phenomena occur which cannot be explained classically. For very small scales, classical physics can be replaced by quantum physics, whose predictions fit enormously well with the experiments in particle physics. Quantum physics is also consistent with the results on the everyday scale, because in the limit $\hbar \rightarrow 0$ we obtain the classical theory. In a similar fashion, general relativity successfully replaced classical physics on large scales and its corrections to the classical theory are hardly seen in everyday life.
It is a natural to ask for a unifying theory of quantum gravity. This would be a theory which is supposed to coincide with a theory of general relativity on large scales and quantum theory on small scales. String theory appears to be a promising framework to derive candidates for such a unifying theory. The superstring theories, that we want to consider, demand ten spacetime dimensions. In order to fit the theory with our observation of four spacetime dimensions, we compactify the theory on a six dimensional manifold, which is a complex threefold.
In this thesis we focus on the quantum physics of some of these string theories. This is a part of string phenomenology [1]. In particular, we will investigate quantum field theories in the framework of type IIB string theory.
Currently, the most successful quantum field theory of particle physics is the Standard Model, which has a gauge symmetry of $S U(3) \times S U(2) \times U(1)$. But for now, we can just conduct particle physics experiments below a certain energy level, which is currently $\sim 13.6 \mathrm{TeV}$. So it might be possible to turn out that the Standard Model is just a part of another quantum theory. The Georgi-Glashow model is a famous candidate of such a theory and it has a gauge symmetry of $S U(5)$. We take a closer look at this model throughout this thesis.
A crucial aspect in the Standard Model is the existence of chiral matter. These are particles, where only the left or right handed field transforms in certain gauge representations. We are in particular interested in the number of chiral particles, called the chiral index, in type IIB string theories.

Our main framework for analyzing type IIB string theory in regard to their particle physics implications is F-theory 2,3 . We can roughly think of the idea of F-theory as translating the physical quantities of type IIB string theory into geometrical quantities. F-theory has been successfully used for constructing string theories that comprise the Standard Model of particle physics [4, 5]. The Georgi-Glashow model has also been studied in the F-theory context [6, 7]. Using the mathematical tools of F-theory, it is rather easy to model more gauge theories in this context.
For string phenomenology, not only the gauge group is important but also the matter content, especially the chiral matter. Computing the chiral index in F-theory turns out to be rather complicated, but it has been done for some concrete examples of base threefolds (see for example [8]).
In [9], Jefferson, Taylor and Turner describe a novel approach for the computation of the chiral index, which works for arbitrary base threefolds. We will review the entire derivation of this approach for non-abelian gauge algebras.
The chiral index depends on a background flux $G_{4}$. This background flux has to satisfy a number of consistency conditions. We write the $G_{4}$ flux in terms of the remaining degrees of freedom in the canonical basis for the $S U(5)$ model. In [9], the basis is given by the remaining degrees of freedom, but for phenomenological reasons it is useful to have a description in the canonical basis. To the author's knowledge, this has not been done before.

It turns out that lots of the geometric information needed for the chiral index lies in the intersection theory of a smooth Calabi-Yau fourfold in terms of quadruple intersection numbers. These intersection numbers also appear in the context of singularities in complex-structure moduli space 10 .
A useful framework for studying these singularities is asymptotic Hodge theory, which provides generalizations of Hodge theory. It has been successfully applied to the distance conjecture in the swampland program 11 , 12. The appearance of the quadruple intersection numbers in the context of asymptotic Hodge theory gives rise to the question of a deeper relation with the chiral index. In this thesis we set the stage for further investigations on the connections between the chiral index and asymptotic Hodge theory. In particular, we investigate to which extent the chiral index is based on the quadruple intersection number and discuss information about the intersection numbers extracted from Hodge-Deligne diamonds, which are used to determine the kind of singularity in the moduli space.

The structure of the thesis is as follows: In section 2, we give an overview of string theory and F-theory. We also show how we can realize F-theory in the dual M-theory picture and how we can translate some of the physics of type IIB superstring theory into geometrical quantities. In section 3 we deepen this focusing purely on the mathematical side. We see how gauge algebras and their representation can be associated to singularities in an elliptic fibration. Moreover, we introduce the crucial tool of computing quadruple intersection numbers in terms of triple intersection numbers. Section 4 is dedicated to show how these gauge algebras and the representations are realized in the physical theory. We also discuss how chiral matter and the chiral index are realized from the geometric quantities. In section 5 we review the novel approach of [9] to compute the chiral matter spectrum by matching the Chern-Simons action of the M-theory side with a contribution coming from a one loop correction. In section 6, we review the basics of asmyptotic Hodge theory and investigate possible connections to the chiral matter spectrum. Finally, we conclude what we did and discuss possible further directions.

## 2 Introduction to F-theory

The goal of string theory is to formulate a UV-complete theory of quantum gravity that is consistent with our observable universe as we know it for low energies. The idea is that all the known fields of elementary particles come from one-dimensional objections called strings, whose size is in order of the Planck length $\ell_{p}$. In order to preserve Poincare symmetry when quantizing the theory, we have to consider additional dimensions if we want the spacetime to contain our observable three space and one time dimension. The compactification of the additional dimensions opens up the aspect of compactifications in string theory, which has become one of the most challenging aspects in the field. Two of the most famous theories of massless string modes in ten dimensions have $\mathcal{N}=2$ spacetime supersymmetry and are called type IIA and type IIB superstring theory. Especially dealing with D-branes, which are objects where the strings can end, is highly complicated if one does it directly. The idea of F-theory is therefore, to encode the gauge symmetries arising from D-branes and the axion dilaton in geometric quantities. One can think of F-theory as a translation of physics into algebraic geometry.
In this chapter, we want to give a brief overview over this translation - starting with a brief review of type IIB superstring theory in section 2.1 and how it can be obtained from M-theory on a elliptically fibered fourfold in section 2.2 The elliptic fibration will be discussed in more detail in section 2.3 The main sources for this chapter can be found in the reviews [13], 14].

### 2.1 Superstring Theory

## Review of Type IIB Superstring Theory

We will start by briefly reviewing some basic superstring theories. More details can be found in [15], [16]. In ten spacetime dimensions, there are only five known superstring theories. We will mostly be interested in the theories with $\mathcal{N}=2$ supersymmetry called type IIA and type IIB. We will focus on the latter one.
The type IIB superstring theory contains closed and open strings. The string dynamics can be decomposed into oscillation modes, which can give us the fields we are interested in. We are only interested in the massless modes, because the mass of the fields scales with $\ell_{p}^{-1}$, which is way too heavy to detect. These effective theories at the energy scale much lower than the string energy scale are called supergravity theories and are of interest for us in order to make contact with the known physics.
Depending on the boundary conditions, we can distinguish the fields in the theory between R-R and NS-NS sectors. The mixed sectors R-NS and NS-R correspond to fermions.
The theory is called superstring theory, because it admits a special kind of symmetry, called supersymmetry. Supersymmetry is a local symmetry, where the local parameter is a spinor with spin $1 / 2$. In the type IIB theory, we can have two supersymmetry generators, thus we say it has $\mathcal{N}=2$ supersymmetry. One can very roughly think about supersymmetry as the shift of a boson by a fermion and the other way around. Therefore, we may consider only the bosonic part, because, due to supersymmetry, the fermionic part can be obtained as well.
The NS-NS sector comprises the fields

- the dilaton $\Phi$, whose expectation value $\langle\Phi\rangle$ appears as well in the string coupling constant $g_{s}=e^{\langle\Phi\rangle}$,
- the metric tensor $g$
- and the two-form $B_{2}$.

In the R-R sector, we have the $p$-form fields $C_{p}$ for $p=0,2,4$. It is common to introduce the axiondilaton as $\tau:=C_{0}+i e^{-\phi}$ and the field strengh $H_{3}=\mathrm{d} B_{2}$. By introducing in addition the notation
$F_{5}=\mathrm{d} C_{4}-\frac{1}{2} C_{2} \wedge \mathrm{~d} B_{2}+\frac{1}{2} B_{2} \wedge \mathrm{~d} C_{2}$ and $G_{3}=\mathrm{d} C_{2}-\tau \mathrm{d} B_{2}$, the ten dimensional action in the long wavelength limit reads 13

$$
\begin{equation*}
\frac{1}{2 \pi} S_{I I B}=\int \mathrm{d}^{10} x \sqrt{-g}\left(R-\frac{\partial_{\mu} \tau \partial^{\mu} \bar{\tau}}{2 \operatorname{Im} \tau^{2}}-\frac{1}{2} \frac{\left|G_{3}\right|^{2}}{\operatorname{Im} \tau}-\frac{1}{4}\left|F_{5}\right|^{2}\right)+\frac{1}{4 i} \int \frac{1}{\operatorname{Im} \tau} C_{4}+G_{3} \wedge \bar{G}_{3}, \tag{2.1}
\end{equation*}
$$

where $\left|F_{p}\right|^{2}=\frac{1}{p!} F_{\mu_{1} \ldots \mu_{p}} F^{\mu_{1} \ldots \mu_{p}}$. The condition $F_{5}=* F_{5}$ needs to be supplemented on the level of the equations of motions.

## Some Dualities

The action in equation (2.1), exhibits a $S L(2, \mathbb{Z})$-symmetry ${ }^{1} 17$. The group $S L(2, \mathbb{Z})$ consists of matrices

$$
M=\left(\begin{array}{ll}
a & b  \tag{2.2}\\
c & d
\end{array}\right) \quad \text { with } a, b, c, d \in \mathbb{Z} \text { and } a d-b c \neq 0
$$

The group acts on the fields by

$$
\begin{equation*}
\tau \mapsto \frac{a \tau+b}{c \tau+d} \quad \quad \text { and } \quad\binom{C_{2}}{B_{2}} \mapsto M\binom{C_{2}}{B_{2}} \tag{2.3}
\end{equation*}
$$

The other fields transform trivially under the group action.
As mentioned above, there are five superstring theories in ten dimensions. They are not completely isolated theories but rather connected by a web of dualities. A duality is a identification of two theories, which means that it is possible to rewrite one theory into the other.
One of these dualities, called T-duality, relates the type IIA and type IIB superstring theories. More precisely, if we consider type IIA superstring theory on a circle $S_{B}^{1}$ with radius $r_{B}$, we can rewrite the theory to obtain type IIB superstring theory on a circle with radius $\tilde{r}_{B}=\alpha^{\prime} r_{B}^{-1} \sqrt[16]{ }$, where $\alpha^{\prime}$ is called the Regge slope parameter.

## Compactifications

There are a couple of issues with the presented type IIB theory. First, it is a ten dimensional theory, while our universe has only four observable dimensions. Secondly, we would like to obtain models with $\mathcal{N}=1$ supersymmetry, which are also called minimal supersymmetric. The reason to demand $\mathcal{N}=1$ are mainly of phemenological type. For instance the minimal supersymmetric Standard Model is proposed to solve the hierarchy problem amongst many other things 18 .
Moreover, the Einstein-gravity within the theory is made on top of a Minkowski space, which means that without any masses, the spacetime would be flat. In our current universe, an acceleration of space has been observed, which suggest a De Sitter spacetime background instead of a Minkowski background. This issue will not be addressed further here.

In order to obtain a theory with four observable ( $\sim$ large) spacetime dimensions, we consider the remaining six spacetime dimensions to be compact, i.e. they form a compact manifold $B_{3}$. The usual ansatz to think about the ten dimensional spacetime $\mathcal{M}$ is as the product space $\mathcal{M}=\mathrm{M}_{1,3} \times B_{3}$.
In order to preserve supersymmetry, the manifold, on which we compactify, needs to allow for covariant

[^0]constant spinors. In order to satisfy this flatness condition, we consider the manifold to be a Calabi-Yau manifold. The size of these manifolds has to be very small and by compactifying the fields, massive fields occur with masses that scale with the inverse size of the manifold. These fields need to be integrated out $\square^{2}$, The geometry of a manifold is given by the metric. In a theory of gravity, this metric is a dynamical quantity and hence, if we compactify a gravity theory on a compact manifold, the geometry of the manifold might vary over the non-compact spacetime. The geometry of a manifold can be roughly understood as its 'size' and 'shape'. For a fixed topology the geometry is given by a bunch of parameters. These parameters then have to be viewed as dynamical fields and are called moduli. The space of all these moduli is called the moduli space. The moduli space can be decomposed in the Kähler moduli space and the complex structure moduli space, which are roughly generalizations of 'size' and 'shape'.
By compactifying type IIB (or type IIA) on a Calabi-Yau threefold (i.e. three complex dimensions), we get a four dimensional theory with $\mathcal{N}=2$ supersymmetry generators. To obtain the desired $\mathcal{N}=1$ theory, we perform a orientifold projection.
A string is paramertized by a coordinate $\sigma$. The map $\sigma \mapsto-\sigma$ reverses the orientation of the string. Type IIB superstring theory is symmetric under this change of the orientation (it corresponds to the $\mathbb{Z} / 2 \mathbb{Z}$-part of the $S L(2, \mathbb{Z})$ symmetry above). Therefore we can divide out the orientation of the oriented strings in the type IIB theories. The resulting theory has $\mathcal{N}=1$ supersymmetry (see 15] 17.2 and $15.4,14$ page 9 ). The orientifold projection also acts on spacetime itself and after the orientifold projection, so-called orientifold planes (for example O 7 branes) at the fixed points of the action can occur.

### 2.2 F-theory via M-theory

M-theory is a conjectured theory whose low energy effective action is supposed to be the unique eleven dimensional supergravity theory [20. Although a full, concrete description is still missing, there are many hints for its existence. For instance, the 10d supergravity theory arising from type IIA superstring theory can be obtained by compactifying the 11d supergravity theory on a circle. The radius of the circle can be identified with the string coupling. Therefore we reach the perturbative regime in the type IIA supergravity theory by shrinking the circle to zero size. The idea of M-theory is that this also holds in the UV-completion, which means that M-theory is a UV-complete theory that, compactified on a circle, gives the type IIA superstring theory. Since M-theory is a spacetime supersymmetric theory in eleven dimensions with $\mathcal{N}=1$ supersymmetry, we can examine the possible states, called BPS states. These are the so-called M2-branes and M5-branes, which are dynamical two and five dimensional objects. Especially the M2-branes will be of great interest later.
Since a UV-description of M-theory is still missing, we will work with the eleven dimensional supergravity description instead. The bosinic part of the action reads 21]

$$
\begin{equation*}
S_{11}=\frac{1}{2} \int_{\mathbb{R}^{1,10}} \sqrt{-g} R-\frac{1}{4} \int_{\mathbb{R}^{1,10}} G_{4} \wedge * G_{4} \underbrace{-\frac{1}{12} \int_{\mathbb{R}^{1,10}} C_{3} \wedge G_{4} \wedge G_{4}}_{=: S_{C S}^{11}} \tag{2.4}
\end{equation*}
$$

where $R$ is the scalar curvature and $G_{4}=\mathrm{d} C_{3}$ is the field strength associated to the three form $C_{3}$. We denote the latter part of the action as $S_{C S}^{11}$ for later purpose. The correction in higher orders of the Planck length also includes a coupling of the M2-branes to the $C_{3}$ field via 13

$$
\begin{equation*}
S_{M 2}=2 \pi \int_{M 2} \sqrt{-g}+2 \pi \int_{M 2} C_{3} \tag{2.5}
\end{equation*}
$$

[^1]Next we consider M-theory compactified on a Torus $\mathbb{T}=S_{A}^{1} \times S_{B}^{1}$ consisting of two circles with radii $r_{A}$ and $r_{B}$. Now we can run through a chain of dualities. First, we know that M-theory on the $S_{A}^{1}$ circle gives us type IIA string theory. In the shrinking limit of the circle $S_{A}^{1}$, we reach the pertubative regime of type IIA, which is still compactified of the circle $S_{B}^{1}$. Using T-duality, we can identify this theory with the type IIB string theory compactified on a circle $\tilde{S}_{B}^{1}$ which has the radius $\tilde{r}_{B}=\frac{\ell_{s}^{2}}{r_{B}}$ with $\ell_{s}^{2}$ the string strength. Thus, in the limit $r_{B} \rightarrow 0$, we obtain Type IIB string theory in the decompactification limit. Therefore, M-theory compactified on a torus can be identified with type IIB string theory in the limit where the torus shrinks to zero, called the F-theory limit.
Later, in section 4, we will see how the $C_{3}$ and $G_{4}$ form fields and the M2-brane enter in the type IIB description under this chain of dualities.
This chain of dualities still works when promoted fiberwise to a compactified spacetime i.e. we consider Mtheory on a six dimensional compact Kähler manifold $B_{3}$ with a fibration whose fibers consists of a torus. More precisely, the eleven dimensional spacetime takes the form $\mathbb{R}^{1,2} \times X_{4}$, where $X_{4}$ is a torus fibration. Moreover, we want $X_{4}$ to be an elliptically fibered Calabi-Yau fourfold, which implies in addition the existence of a rational section. The Calabi-Yau condition is necessary for preserving spacetime supersymmetry. A careful analysis shows, that the shrinking limit of the elliptic fibration gives us the $\mathcal{N}=1$ type IIB compactified on $B_{3}$ after the orientifold projection 22,23 .
This construction gives rise to the idea of F-theory 2,2$]$ as a twelve dimensional theory, which on a torus gives $\mathcal{N}=1$ type IIB on orientifolds and fits in the picture


We call the shrinking limit, in which the theory can be identified with four dimensional type IIB theory, the F-theory limit. Since no twelve dimensional supergravity description with a single graviton exists [24], we rather think of F-theory as M-theory on a elliptically fibered Calabi-Yau fourfold.

It is convenient to write the torus in the fiber as a quotient of the complex plane by a lattice $\Lambda$ :

$$
\begin{equation*}
\mathbb{T} \sim E_{\tau}:=\mathbb{C} / \Lambda=\{w \in \mathbb{C}: w \sim w+(n+\tau m)\}, n, m \in \mathbb{Z} \tag{2.7}
\end{equation*}
$$

Here, $\tau$ is called Teichmüller parameter and it is an element of the upper half plane $\mathbb{H}$. In the elliptic fibration, $\tau$ can vary over the entire base manifold. Following this field through the chain of dualities (see 2.6), we can identify the complex sturcture of the elliptic fibration with the axion dilaton in the type IIB theory in the F-theory limit.
From equation 2.7 follows that $\tau$ is invariant under the transformation

$$
\tau \mapsto \frac{a \tau+b}{c \tau+d}, \text { with }\left(\begin{array}{ll}
a & b  \tag{2.8}\\
c & d
\end{array}\right) \in S L(2, \mathbb{Z})
$$

This was expected, because $\tau$ has to satisfy this $S L(2, \mathbb{Z})$ invariance in the F-theory limit as we have seen in the previous subsection. For a given matrix $M \in S L(2, \mathbb{Z})$, the corresponding transformation of $\tau$ is the same as the transformation induced by $-M$. By dividing this $\mathbb{Z}_{2}$ subgroup out of $S L(2, \mathbb{Z})$, we are left with the modular group $P S L(2, \mathbb{Z})=S L(2, \mathbb{Z}) / \mathbb{Z}_{2}$. Since the torus is the same for $\tau$ transformed under this modular
group, we demand that the $\tau$ lives in the fundamental domain of the modular group $\operatorname{PSL}(2, \mathbb{Z})$, that is

$$
\begin{equation*}
\tau \in\left\{z \in \mathbb{H},|\operatorname{Re}(z)| \leqslant \frac{1}{2} \text { and }|z|>1\right\} . \tag{2.9}
\end{equation*}
$$

If a M2 brane wraps around the torus in the fiber, it gives rise to a $[p, q]$-string in the F-theory limit. A [ $p, q$ ]-string is a BPS bound state in the type IIB theory [25]. The numbers $p$ and $q$ are determined by how often the M2 brane wrapped the circle $S_{A}^{1}$ and $S_{B}^{2}$ respectively. The $p, q$-string will then give rise to physical particles. We will come back to this in section 4.1

### 2.3 Elliptic Fibrations

A key aspect of F-theory compactification on a Calabi-Yau fourfold is the elliptic fibration. In this subsection, we will examine this further and introduce an alternative formulation using the theory of elliptic curves, which is better to handle.

### 2.3.1 The Weierstrass Model

At first, we show how the torus given in (2.7) can be written as a elliptic curve. Therefore, we define an elliptic curve ${ }^{3}$ to be the vanishing locus of

$$
\begin{equation*}
P_{W}:=y^{2}-\left(x^{3}+f x z^{4}+g z^{6}\right) \tag{2.10}
\end{equation*}
$$

in the weighted projective space $\mathbb{P}_{2,3,1}$. This weighted projective space can be described by homogeneous coordinates $[x, y, z]$ with the property that $[x, y, z]=\left[\lambda^{2} x, \lambda^{3} y, \lambda z\right]$ for all $\lambda \in \mathbb{C}^{*}$. The complex numbers $f$ and $g$ determine the elliptic curve.
Writing the torus fiber in F-theory in terms of equation 2.10 is called the Weierstrass model. It forms a hypersurface in a projective space, which means that the elliptic fibration is a hypersurface in a $\mathbb{P}_{2,3,1}$ fibration over a threefold base. For more details on the geometrical aspects, see appendix A
Let us define the discriminat of an elliptic curve by

$$
\begin{equation*}
\Delta:=4 f^{3}(\tau)+27 g^{2}(\tau) \tag{2.11}
\end{equation*}
$$

This quantity of an elliptic curve will be useful later.

Next it is shown that the Weierstrass model is really equivalent to the torus $\mathbb{E}_{\tau}$ given in equation (2.7) by following the line of arguments from [13].
We start with a torus $\mathbb{E}_{\tau}$ with Teichmüller parameter $\tau$. We define the meromorphic function (also called Weierstrass function)

$$
\begin{equation*}
\wp_{\tau}(w):=\frac{1}{w^{2}}+\sum_{(n, m) \in \mathbb{Z}^{2} \backslash(0,0)}\left(\frac{1}{(w+n+\tau m)^{2}}-\frac{1}{(n-m \tau)^{2}}\right) . \tag{2.12}
\end{equation*}
$$

This function is invariant under a shift of the argument by elements of the lattice $\mathbb{Z}+\tau \mathbb{Z}$ and therefore $\wp_{\tau}$ is well defined on the torus $\mathbb{E}_{\tau}=\mathbb{C} /(\mathbb{Z}+\tau \mathbb{Z})$. It has double poles on the lattice and satisfies the differential

[^2]equation
\[

$$
\begin{equation*}
\left(\wp_{\tau}(w)^{\prime}\right)^{2}=4 \wp_{\tau}(w)^{3}-g_{2}(\tau) \wp_{\tau}(w)-g_{3}(\tau), \tag{2.13}
\end{equation*}
$$

\]

where $g_{2}$ and $g_{3}$ are the Eisenstein series

$$
\begin{align*}
& g_{2}(\tau)=60 \sum_{\mathbb{Z}^{2} \backslash(0,0)}(m+n \tau)^{-4}  \tag{2.14a}\\
& g_{3}(\tau)=140 \sum_{\mathbb{Z}^{2} \backslash(0,0)}(m+n \tau)^{-6} \tag{2.14b}
\end{align*}
$$

Now we can define a map from the torus to the projective space by

$$
\begin{align*}
\mathbb{C} /(\mathbb{Z}+\tau \mathbb{Z}) & \rightarrow \mathbb{P}_{2,3,1}  \tag{2.15}\\
w & \mapsto\left[4^{\frac{2}{3}} \wp_{\tau}(w): 2 \wp_{\tau}^{\prime}(w): 1\right] \tag{2.16}
\end{align*}
$$

Because $\wp$ satisfies equation 2.13 , we see that this map really takes values only in the hypersurface given by the Weierstrass equation 2.10 with coefficients

$$
\begin{equation*}
f(\tau):=-4^{\frac{1}{3}} g_{2}(\tau), \quad g(\tau)=-4 g_{3}(\tau) \tag{2.17}
\end{equation*}
$$

Now we consider the other direction. For the Weierstass model above with $f(\tau)$ and $g(\tau)$, we define the j-invariant (also called Jacobi j-function) as

$$
\begin{equation*}
j(\tau)=4 \frac{24^{3} f(\tau)^{3}}{\Delta} \tag{2.18}
\end{equation*}
$$

where $\Delta$ is the discriminant of the Weierstrass model defined in 2.11. This is a modular function, i.e. it is invariant under the action of the modular group on the argument as defined in 2.8. Moreover, it is a bijection from the fundamental domain of $S L(2, \mathbb{Z})$ to the complex plane [26. One can write down the inverse of the j-invariant, which gives us the Teichmüller parameter depending on $f$ and $g$ back. This yields the inverse of 2.17 .

As mentioned above, we have a Weierstrass equation in every point of our base manifold. Thus, the coefficient $f$ and $g$ have to be sections of line bundles. By the identification of equations $(2.14)$ and $(2.15)$, the transition behaviour of this bundle depends on $\tau$. Since we want to consider 7 -branes in the type IIB theory as well, $\tau$ is rather a section of the line bundle $\mathcal{L}$ than a globally defined function. As explained above, the section $\tau$ will correspond to the axion-dilaton in the type IIB theory.
The Weierstrass coeffecients $f$ and $g$ are sections in powers of the line bundle $\mathcal{L}$ over the base manifold

$$
\begin{equation*}
f \in \Gamma\left(B_{3}, \mathcal{L}^{-4}\right), \quad g \in \Gamma\left(B_{3}, \mathcal{L}^{-6}\right) \tag{2.19}
\end{equation*}
$$

The Einstein equations imply a relation between the curvature of the manifold $B_{3}$ and the dilaton. Together with the requirement to preserve supersymmetry, this forces

$$
\begin{equation*}
c_{1}\left(B_{3}\right)=c_{1}(\mathcal{L}) \tag{2.20}
\end{equation*}
$$

This implies that we can identify $\mathcal{L}$ with the anticanonical bundle $K_{B}^{-1} \sqrt{4}$ which means for the divisor classes

$$
\begin{equation*}
[\mathcal{L}]=-K_{B} . \tag{2.21}
\end{equation*}
$$

Throughout the entire thesis, we tend to write line bundles over a manifold $X$ as divisors, which are elements in the Chern group $\mathrm{CH}^{1}(X)$. For details, we refer the reader to appendix A. 3
Note that the base manifold is only required to be a compact Kähler manifold instead of a Calabi-Yau manifold and therefore, $K_{B}$ does not need to be trivial in contrast to $K_{Y}$.

### 2.3.2 Singularities and D-branes

Next, we want to consider D-branes in our type IIB model and how they are encoded in singularities of the elliptic fibration in F-theory.
A hypersurface is singular at the point $\mathbf{x}$ if $p(\mathbf{x})=0$ and $\left.\nabla p\right|_{\mathbf{x}}=0$. For the fiber in the elliptic fibration this is satisfied, if the discriminant $\Delta$, which is defined in equation 2.11 , vanishes

$$
\begin{equation*}
\Delta(f, g)=4 f^{3}+27 g^{2}=0 \tag{2.22}
\end{equation*}
$$

By looking again at the j-invariant introduced in equation 2.18, we see that it has poles where the fiber is singular. The j-invariant can be expanded

$$
\begin{equation*}
j(\tau)=e^{-2 \pi i \tau}+744+196884 e^{2 \pi i \tau}+\mathcal{O}\left(e^{2 \pi i \tau}\right) \tag{2.23}
\end{equation*}
$$

So the axion dilaton has to go to $i \infty$ (see [13], section 3.3) for $\Delta \rightarrow 0$ because $\tau$ is an element of the upper half plane. This corresponds to the coupling constant $g_{s}=e^{\phi}=\operatorname{Im}(\tau)^{-1} \rightarrow 0$, which represents the behaviour of the coupling constant when approaching a 7 -branes. This is of course not a complete proof but by examining the monodromies around the normal directions of the branes, it is possible to prove that 7-branes are located at the positions on $B_{3}$ where the fibers are singular. Stacks of multiple 7 -branes are indicated by the severity of the singularity. We will come to this in chapter 4

[^3]
## 3 Geometry of Singularities in F-theory

We have seen in the previous section that we can detect 7 -branes and even stacks of 7 branes in the type IIB superstring theory by the singularities of the elliptic fibers in F-theory. Since stacks of 7 -branes give rise to gauge theories, this will be of interest for the rest of this thesis. Due to the presence of orientifold seven planes, we can get multiple different gauge theories.
In this section we focus purely on the geometric side, saving the physics for section 4 . We start this section with the classification of singularities by Kodaira and Néron and their relation to Lie algebras. In subsection (3.3) we resolve the singularities and discuss how the information about the corresponding Lie algebra is still preserved in the resolved geometry. The following subsections 3.4 and 3.5 deal with the intersection theory of divisors on the resolved space and finally, subsection 3.6 discusses singularities in codimension two and their relation to representation theory.
We will assume the functions $f$ and $g$ in the Weierstrass model to be maximally generic if not indicated differently. This means that we can ignore pathological examples.

### 3.1 Kodaira Classification

From now on, we assume the base three-fold to be a toric variety (for the basics of toric varieties, we refer to the appendix A . The equation $\Delta=0$ cuts out a hypersurface of the base manifold $B_{3}$. The polynomial $\Delta$ might factorize $\Delta=\prod_{i} \Delta_{i}$ such that the hypersurface is in fact a union of irreducible hypersurfaces

$$
\begin{equation*}
\{\Delta=0\}=\bigcup_{s}\left\{\Delta_{s}=0\right\} . \tag{3.1}
\end{equation*}
$$

The corresponding divisor class $[\{\Delta=0\}]=\Sigma=\sum_{s} \Sigma_{s}$ is called singular divisor.
We consider a local coordinate $w$, whose vanishing locus corresponds locally to an irreducible part of the singular divisor

$$
\begin{equation*}
[\{w=0\}]=\Sigma_{s} . \tag{3.2}
\end{equation*}
$$

This means that locally, we can factorize the discriminant in a way

$$
\begin{equation*}
\Delta=w^{\operatorname{ord}(\Delta)} \Delta^{\prime}, \tag{3.3}
\end{equation*}
$$

such that $\left.\Delta^{\prime}\right|_{w=0} \neq 0$ and $\operatorname{ord}(\Delta)$ is defined by this condition. The order of $f$ and $g$ are defined in the same way.
Note that we have $\operatorname{ord}(\Delta) \geqslant \min (3 \operatorname{ord}(f), 2 \operatorname{ord}(g))$, but it is not an equality, because we have for example $f=-3\left(\frac{g}{2}\right)^{\frac{2}{3}}$, which makes the discriminant vanishing although $f \neq 0 \neq g$. The singular elliptic curve that arises from this choice of $f$ is called nodal curve. Singularities of this kind are called Kodaira-type $\mathrm{I}_{1}$. Writing the vanishing orders in a triple, we can identity

$$
\begin{equation*}
(\operatorname{ord}(f), \operatorname{ord}(g), \operatorname{ord}(\Delta))=(0,0,1) \quad \text { Kodaira-type } \mathrm{I}_{1} . \tag{3.4}
\end{equation*}
$$

If $f$ and $g$ both vanish, the discriminant vanishes as well and the singular fiber is called a cuspidal curve. Singularities with order $(\operatorname{ord}(f), \operatorname{ord}(g), \operatorname{ord}(\Delta))=(\geqslant 1,1,2)$ are known as Kodaira-type $\mathrm{II}_{2}$.
These two types of singular fibers do not lead to a singular fourfold, but if we consider higher vanishing orders the Calabi-Yau fourfold becomes singular itself. The singularities that do not exceed the order

[^4]$(\operatorname{ord}(f), \operatorname{ord}(g), \operatorname{ord}(\Delta))=(4,6,12)$ have been classified by Kodaira and Néron 28, 29 as Type $\mathrm{I}_{0}^{*}, \mathrm{I}_{m \geqslant 0}$, $\operatorname{II}\left(^{*}\right), \operatorname{III}\left(^{*}\right)$ and $\mathrm{IV}^{*}$. In the subsection 3.3 we will see how Lie algebras can be associated to the types of singularities. The classification can be found in table 1 .

|  | $\operatorname{ord}(f)$ | $\operatorname{ord}(g)$ | $\operatorname{ord}(\Delta)$ | Lie algebra $\mathfrak{g}$ |
| :---: | :---: | :---: | :---: | :---: |
| $\mathrm{I}_{0}$ | $\geqslant 0$ | $\geqslant 0$ | 0 | - |
| $\mathrm{I}_{1}$ | 0 | $\geqslant 0$ | 1 | - |
| $\mathrm{I}_{2}$ | 0 | $\geqslant 0$ | 2 | $\mathfrak{s u}(2)$ |
| $\mathrm{I}_{m}$ | 0 | 0 | $m$ | $\mathfrak{s p}\left(\left[\frac{m}{2}\right]\right)$ or $\mathfrak{s u}(m)$ |
| II | $\geqslant 1$ | $\geqslant 1$ | 2 | - |
| III | 1 | $\geqslant 2$ | 3 | $\mathfrak{s u}(2)$ |
| IV | $\geqslant 2$ | 2 | 4 | $\mathfrak{s p}(1)$ or $\mathfrak{s u}(3)$ |
| $\mathrm{I}_{0}^{*}$ | $\geqslant 2$ | $\geqslant 3$ | 6 | $\mathfrak{g}_{2}$ or $\mathfrak{s o}(7)$ or $\mathfrak{s o}(8)$ |
| $\mathrm{I}_{2 n-5}^{*} n \geqslant 3$ | 2 | 3 | $2 n+1$ | $\mathfrak{s o}(4 n-3)$ or $\mathfrak{s o}(4 n-2)$ |
| $\mathrm{I}_{2 n-4}^{*} n \geqslant 3$ | 2 | 3 | $2 n+2$ | $\mathfrak{s o}(4 n-1)$ or $\mathfrak{s o}(4 n)$ |
| $\mathrm{IV}^{*}$ | $\geqslant 3$ | 4 | 8 | $\mathfrak{f}_{4}$ or $\mathfrak{e}_{6}$ |
| $\mathrm{III}^{*}$ | 3 | $\geqslant 5$ | 9 | $\mathfrak{e}_{7}$ |
| $\mathrm{II}^{*}$ | $\geqslant 4$ | 5 | 10 | $\mathfrak{e}_{8}$ |
| non-min. | $\geqslant 4$ | $\geqslant 6$ | $\geqslant 12$ | - |

Table 1: Kodaira-Tate classification of singularities with orders of $f, g$ and the discriminant $\Delta$ as well as the corresponding gauge algebra $\mathfrak{g}$ [30].

### 3.2 The Tate Model

Some of the singularities mentioned above exhibit the property that the fiber picks up a monodromy when going around the singularity. This global monodromy can factorize and lead to the realization of non-simply laced gauge algebras [31]. At this point it is not clear how the gauge algebras are physically realized, because it will be discussed in section 4, but for the sake of completeness, we want to use this as a motivation to reformulate the Weierstrass model.
There are different mathematical descriptions of the Tate model, but we will follow the one in 32 . The Weierstrass model can locally be reformulated into the so-called Tate form

$$
\begin{equation*}
P_{T}=z y^{2}+a_{1} x y z+a_{3} y z^{2}-\left(x^{3}+a_{2} x^{2} z+a_{4} x z^{2}+a_{6} z^{3}\right) \tag{3.5}
\end{equation*}
$$

The roots of $P_{T}$ determine the hypersurface in the projective fibration, in which the elliptic curves lives. This projective fibration is obtained by the projectivization of the bundle

$$
\begin{equation*}
V=\mathcal{O}_{B} \oplus \mathcal{L}^{2} \oplus \mathcal{L}^{3} \tag{3.6}
\end{equation*}
$$

where $\mathcal{L}$ is the line bundle introduced in section 2.3.1. This means that the ambient space of the elliptically fibered Calabi-Yau fourfold is a fibration

$$
\begin{equation*}
\mathbf{Y}_{4}:=\mathbb{P}(V) \xrightarrow{\tilde{\pi}} B_{3} . \tag{3.7}
\end{equation*}
$$

Let $K_{\mathbb{P}} \rightarrow \mathbb{P}(V)$ be the the canonical line bundle and $\mathbf{H}$ the corresponding divisors class, which we call hyperplane class. The homogeneous coordinates and the coefficient of the Tate model 3.5 are sections of
line bundles over $\mathbb{P}(V)$

$$
\left\{\begin{array}{l}
x \text { is a section of } K_{\mathbb{P}} \otimes \tilde{\pi}^{*} \mathcal{L}^{2}  \tag{3.8}\\
y \text { is a section of } K_{\mathbb{P}} \otimes \tilde{\pi}^{*} \mathcal{L}^{3} \\
z \text { is a section of } K_{\mathbb{P}} \\
a_{i} \text { is a section of } \tilde{\pi}^{*} \mathcal{L}^{i}
\end{array}\right.
$$

Moreover, $P_{T}$ is a section in $K_{\mathrm{P}}^{3} \otimes \tilde{\pi}^{*} \mathcal{L}^{i}$. The hypersurface $P_{T}=0$ cuts out the elliptially fibered Calabi-Yau manifold $Y_{4}$.
In order to model a gauge theory, we can tune these parameters i.e. set $a_{n}=w^{m} a_{n, m}$ where $w$ is a coordinate on the base, which gives a singular locus at $w=0$. Using the Calabi-Yau condition 2.21, the associated divisor class for $a_{n, m}$ is $-n K_{B}-m \Sigma_{s}$. The Tate algorithm 33] provides the gauge algebra for a given factorization of the coefficients. This can be found in table 2,

The rank of the gauge group that we model can model is bounded. If the singularity is too strong, i.e. the rank of the gauge group is too large, the fourfold the supersymmetry breaks down [34]. To be precise, the resolution procedure that we introduce in the next chapter spoils the Calabi-Yau condition.

| fiber type | gauge group $G$ | $a_{1}$ | $a_{2}$ | $a_{3}$ | $a_{4}$ | $a_{6}$ | $\Delta$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathrm{I}_{0}$ | - | 0 | 0 | 0 | 0 | 0 | 0 |
| $\mathrm{I}_{1}$ | - | 0 | 0 | 1 | 1 | 1 | 1 |
| $\mathrm{I}_{2}$ | SU(2) | 0 | 0 | 1 | 1 | 2 | 2 |
| $\mathrm{I}_{3}^{\text {ns }}$ | unconven. | 0 | 0 | 2 | 2 | 3 | 3 |
| $\mathrm{I}_{3}^{s}$ | unconven. | 0 | 1 | 1 | 2 | 3 | 3 |
| $\mathrm{I}_{2 k}^{n s}$ | $\mathrm{Sp}(\mathrm{k})$ | 0 | 0 | k | k | 2 k | 2 k |
| $\mathrm{I}_{2 k}^{s}$ | $\mathrm{SU}(2 \mathrm{k})$ | 0 | 1 | k | k | 2k | 2k |
| $\mathrm{I}_{2 k+1}^{n s}$ | unconven. | 0 | 0 | 0 | k+1 | 2k+1 | 2k+1 |
| $\mathrm{I}_{2 k+1}^{s}$ | $\mathrm{SU}(2 \mathrm{k}+1)$ | 0 | 1 | k | k+1 | $2 \mathrm{k}+1$ | $2 \mathrm{k}+1$ |
| II | - | 1 | 1 | 1 | 1 | 1 | 2 |
| III | SU(2) | 1 | 1 | 1 | 1 | 2 | 3 |
| $\mathrm{IV}^{n s}$ | unconven. | 1 | 1 | 1 | 2 | 2 | 4 |
| $\mathrm{IV}^{s}$ | SU(3) | 1 | 1 | 1 | 2 | 3 | 4 |
| $\mathrm{I}_{0}^{* n s}$ | $\mathrm{G}_{2}$ | 1 | 1 | 2 | 2 | 3 | 6 |
| $\mathrm{I}_{0}^{* s s}$ | $\mathrm{SO}(7)$ | 1 | 1 | 2 | 2 | 4 | 6 |
| $\mathrm{I}_{0}^{* s}$ | $\mathrm{SO}(8)$ | 1 | 1 | 2 | 2 | 4 | 6 |
| $\mathrm{I}_{1}^{* n s}$ | $\mathrm{SO}(9)$ | 1 | 1 | 2 | 3 | 4 | 7 |
| $\mathrm{I}_{1}^{* *}$ | SO(10) | 1 | 1 | 2 | 3 | 5 | 7 |
| $\mathrm{I}_{2}^{* n s}$ | SO(11) | 1 | 1 | 3 | 3 | 5 | 8 |
| $\mathrm{I}_{2}^{* s}$ | SO(12) | 1 | 1 | 3 | 3 | 5 | 8 |
| $\mathrm{I}_{2 k-3}^{* n s}$ | $\mathrm{SO}(4 \mathrm{k}+1)$ | 1 | 1 | k | k+1 | 2k | 2k+3 |
| $\mathrm{I}_{2 k-3}^{* s}$ | $\mathrm{SO}(4 \mathrm{k}+2)$ | 1 | 1 | k | k+1 | $2 \mathrm{k}+1$ | 2k+3 |
| $\mathrm{I}_{2 k-2}^{* n s}$ | $\mathrm{SO}(4 \mathrm{k}+3)$ | 1 | 1 | k+1 | k+1 | 2k+1 | 2k+4 |
| $\mathrm{I}_{2 k-3}^{* s}$ | $\mathrm{SO}(4 \mathrm{k}+4)$ | 1 | 1 | k+1 | k+1 | $2 \mathrm{k}+1$ | 2k+4 |
| IV*ns | $\mathrm{F}_{4}$ | 1 | 2 | 2 | 3 | 4 | 8 |
| IV*s | $\mathrm{E}_{6}$ | 1 | 2 | 2 | 3 | 5 | 8 |
| III* | $\mathrm{E}_{7}$ | 1 | 2 | 3 | 3 | 5 | 9 |
| II* | $\mathrm{E}_{8}$ | 1 | 2 | 3 | 4 | 5 | 10 |
| non-min | - | 1 | 2 | 3 | 4 | 6 | 12 |

Table 2: F-theory Tate algorithm taken from [35], based on [33]. By tuning the coefficents of the Tate model in equation (3.5) in terms of the local coordinate $w$ i.e. $a_{n}=w^{m} a_{n, m}$ with in the given orders, the gauge group $G$ is associated to the locus $\{w=0\}$. The superscripts $s, n s, s s$ correspond to 'split', 'non-split' and 'semi-split' and indicates if the global monodromy of the singularity factorizes.

### 3.3 Resolution of Singularities

In order to create realistic gauge models, we have to consider singularities of the fibers, which are so severe, that the entire Calabi-Yau $Y_{4}$ fourfold becomes singular. There are plenty of inconveniences when working on singular Calabi-Yau manifolds. For instance, we have to distinguish between different kinds of divisors (Cartier and Picard). It will be convenient to resolve the singularities. This means, we construct a smooth Calabi-Yau fourfold $\hat{Y}_{4}$ which, away from the singularities, exactly looks like $Y_{4}$. We want the canonical class not to get affected by the resolution, i.e. we demand the resolution to be crepant. This preserves the Calabi-Yau property.

The resolution procedure is not unique. There are different algorithms in the literature (for example [36], [35], [37). The resolution of singularities is just supposed to serve as a tool to handle the singular fourfold. The physical results should not depend on the choice of resolution. The question which intermediate objects still depend on the choice of resolution is an open question [9].
The procedure, which we consider is a blowup procedure. Depending on the severity of the singularity, the resolution procedure consists of multiple analog steps. The number of steps is equal to the rank of the gauge algebra. In each step a new coordinate with new scaling relations in the toric description is introduced. The intersection behaviour of the loci of the new coordinates restricted to the fibers takes the form of the extended Dynkin diagram of the corresponding gauge algebra. Therefore, the resolved fourfold is deeply connected to the gauge theory corresponding to the singularity, that we want to resolve. Thus we do not loose information about the singularity by resolving it.
Now we will describe the procedure in more detail. The $i$ th step of the resolution procedure consists of finding a so-called center of the blowup $\left\{g_{i, 1}, g_{i, 2}, \ldots, g_{i, n_{i}}\right\}$. These are given by the coordinates (or expressions) which vanish at the singularity. We introduce the new coordinate $e_{i}$ and change the blowup centers by

$$
\begin{equation*}
g_{i, k} \mapsto g_{i, k}^{\prime} \tag{3.9}
\end{equation*}
$$

where $g_{i, k}^{\prime}$ is defined to satisfy

$$
\begin{equation*}
e_{i} g_{i, k}=g_{i, k}^{\prime} \tag{3.10}
\end{equation*}
$$

In the Tate polynomial, which should not change, this corresponds to the replacement $g_{i, k} \rightarrow e_{i} g_{i, k}^{\prime}$. The new toric coordinate comes with the new scaling behaviour that is determined by the requirement that $g_{i, k}^{\prime}=g_{i, k} e_{i}$ should be invariant under the scaling i.e. $\left(g_{i, 1}, g_{i, 2}, \ldots, g_{i, n_{i}}, e_{i}\right) \sim\left(\lambda g_{i, 1}, \lambda g_{i, 2}, \ldots, \lambda g_{i, n_{i}}, \lambda^{-1} e_{i}\right)$. This ensures that the resolved manifold coincides with the singular manifold away from the singularity. The blowup center determines the blowup.
We will focus on singularities of Type $I_{N}^{s}$ in order to model gauge theories with gauge group $S U(N)$ (c.f. 22. The resolution for other gauge groups can be found for instance in [38, table 6].
For $S U(N)$ gauge groups, the resolution procedure can be computed as follows. We start with the singular fourfold $Y_{4}$. The first blowup center is given by $\{x, y, w\}$, where $x, y$ are toric coordinates in the fiber and $w$ is a local base coordinate such that the singularity is at $w=0$. In the Tate equation, we replace

$$
\begin{align*}
x & \rightarrow x^{\prime} e_{1}  \tag{3.11}\\
y & \rightarrow y^{\prime} e_{1}  \tag{3.12}\\
w & \rightarrow w^{\prime} e_{1} \tag{3.13}
\end{align*}
$$

The second step is determined by the blowup center $\left\{y^{\prime}, e_{1}\right\}$ and the third step is determined by the center $\left\{x^{\prime \prime}, e_{2}\right\}$. Moreover, for $i>1$ the $i$ th step, the blowup center is $\left\{y^{(i)}, e_{i-1}\right\}$ for even $i$ and $\left\{x^{(i)}, e_{i-1}\right\}$ for odd. Each blowup step gives a new divisor class $E_{i} \in \mathrm{CH}^{1}\left(\hat{Y}_{4}\right)$, called exeptional divisor, as well as $\mathbf{E}_{i} \in \mathrm{CH}^{1}\left(\hat{\mathbf{Y}}_{4}\right)$ for the ambient space $\hat{\mathbf{Y}}_{4}$, both represented by the loci $\left\{e_{i}=0\right\}$. Note that the divisor classes of of $x, y=0$ change with each blowup step. The divisor classes after the $i$ th step in the ambient space $\mathbf{Y}_{4}$ can be expressed

$$
\begin{align*}
& {\left[\left\{x^{(i)}=0\right\}\right]=\mathbf{H}-2 \mathbf{K}-\mathbf{E}_{1}-\sum_{j=1}^{\frac{i-3}{2}} \mathbf{E}_{2 j}}  \tag{3.14}\\
& {\left[\left\{y^{(i)}=0\right\}\right]=\mathbf{H}-3 \mathbf{K}-\mathbf{E}_{1}-\sum_{j=1}^{\frac{i-2}{2}} \mathbf{E}_{2 j+1}} \tag{3.15}
\end{align*}
$$

where we already imposed the Calabi-Yau condition 2.21 and introduced $\mathbf{K}:=-\tilde{\pi}^{*}(\mathcal{L})$. The class $\mathbf{H}$ is the hyperplane class introduced in section 3.2 Written in terms of divisors, the blowup centers for the $i$ th step reads [32, A.29]

$$
\begin{align*}
\left\{\mathbf{H}-2 \mathbf{K}, \mathbf{H}-3 \mathbf{K}, \tilde{\pi}^{*} \Sigma_{s}\right\} & \text { if } i=1  \tag{3.16}\\
\left\{\mathbf{H}-3 \mathbf{K}-\mathbf{E}_{1}-\sum_{j=1}^{\frac{i-2}{2}} \mathbf{E}_{2 j}, \mathbf{E}_{i-1}\right\} & \text { if } i \text { even }  \tag{3.17}\\
\left\{\mathbf{H}-2 \mathbf{K}-\mathbf{E}_{1}-\sum_{j=1}^{\frac{i-3}{2}} \mathbf{E}_{2 j+1}, \mathbf{E}_{i-1}\right\} & \text { if } i \geqslant 3 \text { odd. } \tag{3.18}
\end{align*}
$$

In the new coordinates, the Tate polynomial can factorize. We divide out the powers of $e_{i}$ that factorize. This changes the divisor class of the fourfold $\hat{Y}_{4}$ as hypersurface in the five dimensional ambient space to

$$
\begin{equation*}
\hat{Y}_{4}=3 \mathbf{H}+6 \mathbf{K}-2 \mathbf{E}_{1}-\sum_{i=2}^{N-1} \mathbf{E}_{i} \tag{3.19}
\end{equation*}
$$

in the $I_{N}^{s}$ case.
More geometrically, the singular fibers correspond to pinched tori. The resolution procedure cuts out this singularity and inserts new $\mathbb{P}^{1}$ curves as schematically given in figure 1 Each resolution step adds one $\mathbb{P}^{1}$ to the singular fiber ${ }_{6}^{6}$ The resolved fiber can still be singular, since the procedure stops when the Calabi-Yau manifold is smooth as a fourfold.


Figure 1: Schematic picture of the resolution of a singular fiber with $I_{3}^{s}$ - singularity, corresponding to the gauge group $S U(3)$.

[^5]For step $i$ in the resolution procedure, the curve $\mathbb{P}_{i}^{1}$ is defined by the intersection

$$
\begin{equation*}
\mathbb{P}_{i}^{1}=\left\{e_{i}=0\right\} \cap\left\{P_{T}=0\right\} \cap\left\{y_{a}=0\right\} \cap\left\{y_{b}=0\right\} \tag{3.20}
\end{equation*}
$$

where $P_{T}$ is the Tate polynomial and $y_{a}$ and $y_{b}$ are local coordinates of the base manifold $B_{3}$ that are neither $w$ nor another singular loci [36].

Example: $S U(2)$
Let us illustrate this by the example of the gauge group $S U(2)$ following [32, section 3.2.1]. Using the Tate algorithm in table 2 a singularity corresponding to the gauge group $S U(2)$ can be modelled by

$$
\begin{equation*}
y^{2} z+a_{1} x y z+a_{3,1} w y z^{2}-\left(x^{3}+a_{2,1} w x^{2} z+a_{4,1} w x z^{2}+a_{6,2} w^{2} z^{3}\right) \tag{3.21}
\end{equation*}
$$

At the singular loci $\{w=0\}$, the equation reads

$$
\begin{equation*}
y^{2} z+a_{1} x y z+x^{3}=0 \tag{3.22}
\end{equation*}
$$

We can see that it is singular at $[x, y, z]=[0,0,1]$. We want to blowup along the center $\{x, y, w\}$. Therefore, we introduce the new coordinate $e_{1}$ and replace our old coordinates with $x \mapsto \tilde{x}, y \mapsto \tilde{y}, w \mapsto \tilde{w}$, where $\tilde{x}, \tilde{y}$ and $\tilde{w}$ are such that

$$
\begin{equation*}
x=e_{1} \tilde{x}, \quad y=e_{1} \tilde{y}, \quad \text { and } \quad w=e_{1} \tilde{w} \tag{3.23}
\end{equation*}
$$

Now the Tate equation reads

$$
\begin{align*}
& e_{1}^{2} \tilde{y}^{2} z+e_{1}^{2} a_{1} \tilde{x} \tilde{y} z+e_{1}^{2} a_{3,1} \tilde{w} \tilde{x} z^{2}-\left(e_{1}^{3} \tilde{x}^{3}+e_{1}^{2} a_{2,1} \tilde{w} \tilde{x}^{2} z+e_{1}^{2} a_{4,1} \tilde{w} \tilde{x} z^{2}+e_{1}^{2} a_{6,2} \tilde{w}^{2} z^{3}\right)=0  \tag{3.24}\\
= & e_{1}^{2}\left(\tilde{y}^{2} z+a_{1} \tilde{x} \tilde{y} z+a_{3,1} \tilde{w} \tilde{x} z^{2}-\left(e_{1} \tilde{x}^{3}+a_{2,1} \tilde{w} \tilde{x}^{2} z+a_{4,1} \tilde{w} \tilde{x} z^{2}+a_{6,2} \tilde{w}^{2} z^{3}\right)\right)=0
\end{align*}
$$

We can see that for $(x, y, w)=(0,0,0)$, the new coordinate $e_{1}$ must not vanish, which cures the singularity. Moreover, the fiber gets the additional surface $\left\{e_{1}=0\right\}$, which at $\{\tilde{w}=0\}$ gives the $\mathbb{P}_{1}^{1}$ curve $\left[x, y, w, e_{1}\right]=$ $[\lambda \tilde{x}, \lambda \tilde{y}, 0,0]$ at the location of $[0,0,0,1]$. Note that, away from $(x, y, w)=(0,0,0)$, we can use the scaling relation to set $e_{1}=1$ if $e_{1} \neq 0$, so the resolved manifold does not differ from the singular one away from the singularity. The $\mathbb{P}_{1}^{1}$ at $e_{1}=0$ is only connected to the rest via the singularity.
The intersection between the curve $\mathbb{P}_{1}^{1}$ and the rest of the original fiber is given by the solution of the equation

$$
\begin{equation*}
\tilde{y}^{2} z+a_{1} \tilde{x} \tilde{y} z=0 \tag{3.25}
\end{equation*}
$$

Therefore, the curve $\mathbb{P}_{1}^{1}$ intersects the original fiber exactly in the two points given by $\tilde{y}=0$ and $\tilde{y}+a_{1} \tilde{x} \tilde{y}$. It is important to note that the class of the singular divisor changes by going from $w \mapsto \tilde{w}$ as

$$
\begin{equation*}
[\{w=0\}] \mapsto[\{w=0\}]-E_{1} \tag{3.26}
\end{equation*}
$$

As mentioned above, for higher gauge groups, more $\mathbb{P}_{i}^{1} \mathrm{~s}$ have to be placed in the fiber. We will adjust the index $i$ because the order of the $\mathbb{P}_{i}^{1}$ s in the diagram does not necessarily coincides with the order in which of the steps of the resolution procedure they were introduced 36 . The intersecting structure of the $\mathbb{P}_{i}^{1}$ s forms
the extended Dynkin diagram of the Lie algebra $\mathfrak{s u}(N)$ associated to the resolved singularity. In the $S U(N)$ case, this can be displayed as

where the red node represents the original fiber. The cross denotes the zero section, given by $z=0$. Note that we look at generic fibers on the singular loci. As we will see later, over curves of higher codimensions, some $\mathbb{P}^{1}$ s can split further.
Let $D_{i}$ denote the codimension-one surface that swipes out the curve $\mathbb{P}_{i}^{1}$. They can be written in terms of the resolution divisors as [32, A.27]

$$
D_{i}= \begin{cases}E_{2 i-1}-E_{2 i} & \text { if } i<\left\lfloor\frac{N}{2}\right\rfloor  \tag{3.27}\\ E_{N-1} & \text { if } i=N, \\ E_{2 N-2 i}-E_{2 N-2 i+1} & \text { if } i<\left\lceil\frac{N}{2}\right\rceil\end{cases}
$$

These divisors are called Cartan divisors for reasons that should become clear later.
The intersection properties of the $\mathbb{P}_{i}^{1}$ s among each other is captured by the Dynkin diagram and pass over to the intersection numbers between the Cartan divisors $D_{i}$ and the curves $\mathbb{P}_{j}^{1}$ via

$$
\begin{equation*}
D_{i} \cdot \mathbb{P}_{j}^{1}=-C_{i j} \tag{3.28}
\end{equation*}
$$

where $C_{i j}$ is the Cartan matrix (see appendix B for the corresponding Lie algebra. This is primarily for combinatorial reasons, but we can use this coincidence to associate geometrical objects with objects in the theory of Lie algebras.
The interpretation goes as

| divisor/curve class | Lie algebraic analog |
| :---: | :---: |
| Cartan divisor $D_{i}$ | co-root $T_{i}$ |
| minus resolution curve $-\mathbb{P}_{j}^{1}$ | simple roots $e_{\alpha_{j}}$ |.

For the definitions on the Lie algebra side, the reader is referred to appendix B The roots of a Lie algebra are the weight of the adjoint representation on itself. So we associate a positive linear combination of $\mathbb{P}_{i}^{1} \mathrm{~S}$ with the weights of the adjoint representation. Will will come back to this in section 3.6. but first we examine what this resolution procedure means for the intersection theory of the fourfold.

### 3.4 Intersection numbers

In this subsection, we want to focus on the intersection properties of the divisor classes of the resolved Calabi-Yau fourfold. For details about divisor classes, the reader is referred to appendix A The intersection product we want to consider is the intersection product in the Chow ring and can be computed in multiple ways. Formally, the quadruple intersection numbers of four divisors $D_{I}, D_{J}, D_{K}, D_{L}$ in a smooth Calabi-Yau
fourfold can be computed as

$$
\begin{equation*}
K_{I J K L}:=\int_{\hat{Y}_{4}} \omega_{I} \wedge \omega_{J} \wedge \omega_{K} \wedge \omega_{L} \tag{3.29}
\end{equation*}
$$

and for triple intersection numbers

$$
\begin{equation*}
K_{\alpha \beta \gamma}^{B}:=\int_{B_{3}} \omega_{\alpha}^{B} \wedge \omega_{\beta}^{B} \wedge \omega_{\gamma}^{B} \tag{3.30}
\end{equation*}
$$

Here $\omega_{I}$ denotes the $(1,1)$-form that is Poincaré dual to the divisors $D_{I}$ and $\omega_{\alpha}^{B}$ the dual of $D_{\alpha}^{B}$ respectively, where the divisors of the base threefold are denoted by $D_{\alpha}^{B}$.
If the representatives $D_{I}, D_{J}, D_{K}, D_{L}$ intersect in points, the intersection product is nothing but

$$
\begin{equation*}
K_{I J K L}=\# D_{I} \cap D_{J} \cap D_{K} \cap D_{L} \tag{3.31}
\end{equation*}
$$

One can as well consider just the intersection of two codimension-one divisors which gives then a codimension two surface, if they intersect transversal. This gives the multiplication in the Chow ring. By abuse of notation, we do not differ between divisors and their divisor classes in the Chow ring $C H^{\bullet}\left(\hat{Y}_{4}\right)$ (or $C H^{\bullet}\left(B_{3}\right)$ respectively).
There are three different kinds of divisor classes in the resolved fourfolds we consider:

- The embedding of the base $B_{3}$ in the fourfold via the zero section gives a divisor class that is denoted as $D_{0}$ and is called zero divisor. It is defined by $\{z=0\}$.
- The divisors of the base $D_{\alpha}^{B}$ give rise to divisors of the fourfold by their pullback $D_{\alpha}:=\pi^{*}\left(D_{\alpha}^{B}\right)$, where $\pi$ denotes the projection of the elliptic fibration into the base.
- Finally, $D_{i}$ denotes the Cartan divisors that arise from the resolution procedure and have been introduced in the previous subsection.

We write the divisors classes of the resolved fourfold as $D_{I}$ with capitalized Latin letters $I=(0, \alpha, i)$. Together with the $D_{0}$ divisor, we get

$$
\begin{equation*}
h^{1,1}\left(\hat{Y}_{4}, \mathbb{Z}\right)=1+h^{1,1}\left(B_{3}\right)+\operatorname{rk}(\mathfrak{g}) \tag{3.32}
\end{equation*}
$$

which is a special case of the Shioda-Tate-Wazir theorem [39, 40].
Recall that we assumed in the definition of the elliptic fibration the existence of a globally defined rational section, that we called the zero section. In fact, there can be additional globally defined rational sections. There exists a natural group law on elliptic curves that we can promote to a group law on all globally defined rational section. This group is called the Mordell-Weil group [41]. The rank of the Mordel-Weil group $M W$ is the minimal number of generators of its non-torsion part.
Due to the additional rational sections, we get new divisors and the Shioda-Tate-Wazir formula now reads

$$
\begin{equation*}
h^{1,1}\left(\hat{Y}_{4}, \mathbb{Z}\right)=1+h^{1,1}\left(B_{3}\right)+\operatorname{rk}(\mathfrak{g})+\operatorname{rk}(M W) \tag{3.33}
\end{equation*}
$$

In this thesis, we will only consider trivial Mordell-Weil groups.
In the following we will summarize some known constrains on the quadruple intersection numbers.
Our first observation is that the zero divisor, given by $\{z=0\}$, never intersects with the exceptional, and
hence with the Cartan divisors. Thus we have

$$
\begin{equation*}
K_{0 i I J}=0 \quad \text { for all } i, I, J \tag{3.34}
\end{equation*}
$$

An important property of the divisor $D_{0}$ is that 42

$$
\begin{equation*}
D_{0} \cdot D_{0}=K \cdot D_{0} \tag{3.35}
\end{equation*}
$$

where $K$ is the pullback of the canonical divisor of the base $\pi^{*}\left(K_{B}\right)$. Since the zero divisor is a copy of the base, the intersection with divisors $D_{\alpha}$ can be reduced to intersection on the base.
In particular, this implies 42, 9]

$$
\begin{align*}
K_{0000} & =K^{\alpha} K^{\beta} K^{\gamma} K_{\alpha \beta \gamma}^{B} \\
K_{000 \alpha} & =K^{\beta} K^{\gamma} K_{\alpha \beta \gamma}^{B}  \tag{3.36}\\
K_{00 \alpha \beta} & =K^{\gamma} K_{\alpha \beta \gamma} \\
K_{0 \alpha \beta \gamma} & =K_{\alpha \beta \gamma}^{B}
\end{align*}
$$

where we used the notation $K_{B}=K^{\alpha} D_{\alpha}$.
Moreover, we have 42

$$
\begin{equation*}
K_{\alpha \beta \gamma \delta}=0 . \tag{3.37}
\end{equation*}
$$

Let us briefly mention a useful fact about triple intersection numbers of a threefold. For a threefold $B_{3}$ we have

$$
\begin{equation*}
\operatorname{dim}\left(\operatorname{span}\left(D_{\alpha}^{B}\right)\right)=h^{1,1}\left(B_{3}\right)=h^{2,2}\left(B_{3}\right)=\operatorname{dim}\left(\operatorname{span}\left(D_{\alpha}^{B} D_{\beta}\right)\right) \tag{3.38}
\end{equation*}
$$

Moreover, we can choose a basis for the space $C H^{2}\left(B_{3}\right)$ also indexed by small Greek letters denoted $S_{\gamma}^{B}$ such that 9

$$
\begin{equation*}
D_{\alpha}^{B} \cdot S_{\beta}^{B}=\delta_{\alpha \beta} \tag{3.39}
\end{equation*}
$$

The fact that the intersection product provides a non-degenerate pairing, is a non trivial statement and goes back to the hard Lefschitz theorem 43].

Let us now focus on the intersections between the pullback of base divisors and Cartan divisors. For one Cartan divisor, it turns out that according to [44, Appendix A.8]

$$
\begin{equation*}
K_{i \alpha \beta \gamma}=0 . \tag{3.40}
\end{equation*}
$$

Now we consider two Cartan divisors $D_{i}$ and $D_{j}$, arising from the resolution of singularities on the irreducible singular loci $\Sigma_{s}$ and $\Sigma_{s^{\prime}}$, both lying in $B_{3}$. We allow them to be the same. The intersection numbers with the divisors $D_{\alpha}$ and $D_{\beta}$ turn out to be

$$
\begin{equation*}
K_{i j \alpha \beta}=-\Sigma_{s} \cdot D_{\alpha}^{B} \cdot D_{\beta}^{B} \delta_{s s^{\prime}} C_{i j}^{s}, \tag{3.41}
\end{equation*}
$$

where $C_{i j}^{s}$ is the Cartan matrix for the Lie algebra corresponding to the singularity at $\Sigma_{s}$ and $\delta_{s s^{\prime}}$ denotes the Kronecker delta. Using the notation $\Sigma_{s}=\Sigma_{s}^{\alpha} D_{\alpha}^{B}$, this reads

$$
\begin{equation*}
K_{i j \alpha \beta}=-\Sigma_{s}^{\gamma} C_{i j} K_{0 \alpha \beta \gamma} . \tag{3.42}
\end{equation*}
$$

This could have been expected by the identification of the Cartan divisors with the co-roots of the Lie algebra (see Appendix B). Since different singular loci $\Sigma_{s}, \Sigma_{s^{\prime}}$ do not seem to interact with each other, we are going to focus only one singular $\Sigma$ loci dropping the index.
Finally, for intersection numbers involving three and four Cartan divisors, there is no known general formula. Instead, the following subsection is concerned with an algorithm to determine these intersection numbers in terms of triple intersection numbers of the base threefold.

### 3.5 Pushforward Technique

In this subsection, we present an algorithm to compute quadruple intersection numbers in terms of triple intersection numbers of the base. The algorithm is based on 38 and [32, section 3.2.1].
From the analysis of the previous subsection, we see that the only non-trivial cases occur only if Cartan indices and base indices are involved.
We start by looking closer at the projection $\pi: \hat{Y}_{4} \rightarrow B_{3}$. Note that $\hat{Y}_{4}$ is not necessary a elliptic fibration anymore, because due to resolution procedure, the adjusted Tate from does not resemble an elliptic curve anymore. Therefore, we have to define $\pi$ as the concatenation

$$
\begin{equation*}
\pi=\pi \circ f_{1} \circ \cdots \circ f_{N} \tag{3.43}
\end{equation*}
$$

where $\pi: Y_{4} \rightarrow B_{3}$ is the canonical projection of the elliptic fibration and $f_{i}$ denotes the blowdown which is the reverse of the $i$ th blowup step. The goal is to push the divisor classes forward to the base along these maps.

One of your main tools to deal with pushforwards of intersection products is the following theorem:
Let $f: M \rightarrow N$ be a proper morphism and $C$ be a class in $C H^{\bullet}(N)$ and $D$ a class in $C H^{\bullet}(M)$. Then the intersection products satisfy the projection formula 45

$$
\begin{equation*}
f_{*}\left(f^{*}(C) \cdot{ }_{N} D\right)=C \cdot{ }_{M} f_{*} D \tag{3.44}
\end{equation*}
$$

This allows us to reduce the computation of the pushforwards for the blowdowns of the intersection product to powers of Cartan divisors $D_{i} \in \mathrm{CH}^{1}\left(\hat{Y}_{4}\right)$. The Cartan divisors can be written in terms of resolution divisors according to equation 3.27$]^{7}$ Moreover, we want to consider the divisors in the ambient space that we discussed in section 3.3 We can relate the resolution divisor $E_{i} \in \mathrm{CH}^{1}\left(\hat{Y}_{4}\right)$ with the resolution divisor in the ambient space $\hat{\mathbf{Y}}_{4}$ via

$$
\begin{equation*}
E_{i}=\mathbf{E}_{i} \cdot \hat{Y}_{4} \tag{3.45}
\end{equation*}
$$

where we view $\hat{Y}_{4}$ as a divisor in the five dimensional ambient space $\hat{\mathbf{Y}}_{4}$. We can write the class $\hat{Y}_{4}$ in terms of the classes $\mathbf{K}, \mathbf{H}$ and $\mathbf{E}_{i}$ as in equation 3.19.
Since the divisors $\mathbf{D}_{\alpha}$ are defined as pullbacks of base divisors, we have $\pi_{*} \mathbf{D}_{\alpha}=D_{\alpha}^{B}$. It behaves similarly with resolution divisors that are pulled back to a further resolved space.

[^6]Now we can use the following statement 32 :
Let $f$ denote the blowup $X \rightarrow \tilde{X}$ along the blowup center, which corresponds to the classes $\left\{\mathbf{g}_{1}, \ldots, \mathbf{g}_{k}\right\}$. Let $\mathbf{E}$ be the resolution divisor. Then we have

$$
\begin{equation*}
f_{*} \mathbf{E}^{n}=\sum_{m=1}^{k} \mathbf{g}_{k} \prod_{l=1, l \neq m}^{k} \frac{\mathbf{g}_{m}}{\mathbf{g}_{m}-\mathbf{g}_{l}} \tag{3.46}
\end{equation*}
$$

Now we can combine the previous two statements and make use of the linearity of the pullback as a map between Chow rings to compute quadruple intersection numbers involving Cartan divisors in terms of a pushforward of $\pi$ of intersection numbers involving five divisor from the classes $\mathbf{H}, \mathbf{K},\left\{\mathbf{D}_{\alpha}\right\}$. Therefore, only the pushforward along $\pi$ still has to be computed. The pushforward along $\pi$ of products of divisors in the ambient space is rather defined by the pushforwards of $\varpi: \mathbf{Y}_{4} \rightarrow B_{3}$ (see equation (3.7). Since $\mathbf{K}$ and $\left\{\mathbf{D}_{\alpha}\right\}$ are pullbacks of base divisor classes, we are only left with the pushforward of $\varpi$ of powers of the hyperplane class $\mathbf{H}$. These can be computed using [38]

$$
\begin{equation*}
\varpi_{*}(1)=0, \quad \varpi_{*}(\mathbf{H})=0 \quad \varpi_{*}\left(\mathbf{H}^{i+2}\right)=\left[2(-2)^{i}-3(-3)^{i}\right] K_{B} \tag{3.47}
\end{equation*}
$$

Note that the power of the divisor gets reduced by 2 because we have $\varpi: \mathbf{Y}_{4} \rightarrow B_{3}$ from the five dimensional ambient space into the threefold base. This was the last step. This procedure allows us to compute all quadruple intersection numbers in terms of triple intersection numbers of the base.

## $S U(2)$ Example

We illustrate this procedure with the example of a $S U(2)$ singularity on the singular divisor $\Sigma \in \mathrm{CH}^{1}\left(B_{3}\right) 9$, appendix E.2]. There is only one resolution divisor $E_{1}$ and we have $D_{1}=E_{1}=\mathbf{E}_{1} \cdot \hat{\mathbf{Y}}_{4}$. Written in terms of divisor classes, the blowup center in the ambient space is

$$
\begin{equation*}
\left\{\mathbf{g}_{1}, \mathbf{g}_{2}, \mathbf{g}_{3}\right\}=\{x, y, w\}=\left\{\mathbf{H}-2 \mathbf{K}, \mathbf{H}-3 \mathbf{K}, \varpi^{*} \Sigma\right\} \tag{3.48}
\end{equation*}
$$

Using $\hat{\mathbf{Y}}_{4}=3 \mathbf{H}-6 \mathbf{K}-2 \mathbf{E}_{1}$, we compute

$$
\begin{align*}
K_{1111} & =\pi_{*}\left(\mathbf{E}_{1}^{4} \cdot \hat{\mathbf{Y}}_{4}\right) \\
& =\varpi_{*} \circ f_{1 *}\left(\mathbf{E}_{1}^{4} \cdot \hat{\mathbf{Y}}_{4}\right) \\
& \left.=\varpi_{*}\left((3 \mathbf{H}-6 \mathbf{K}) f_{1 *}\left(\mathbf{E}_{1}^{4}\right)\right)-2 f_{1 *}\left(\mathbf{E}_{1}^{5}\right)\right) \\
& =\varpi_{*}\left((3 \mathbf{H}-6 \mathbf{K}) \sum_{i=1}^{3} \mathbf{g}_{i}^{4} \prod_{i \neq j} \frac{\mathbf{g}_{j}}{\mathbf{g}_{j}-\mathbf{g}_{i}}-2 \sum_{i=1}^{3} \mathbf{g}_{i}^{5} \prod_{i \neq j} \frac{\mathbf{g}_{j}}{\mathbf{g}_{j}-\mathbf{g}_{i}}\right) \\
& =\varpi_{*}\left((3 \mathbf{H}-6 \mathbf{K}) \mathbf{g}_{1} \mathbf{g}_{2} \mathbf{g}_{3}\left(\mathbf{g}_{1}+\mathbf{g}_{2}+\mathbf{g}_{3}\right)-\mathbf{g}_{1} \mathbf{g}_{2} \mathbf{g}_{3}\left(\sum_{i} \mathbf{g}_{i}^{2}+\mathbf{g}_{1} \mathbf{g}_{2}+\mathbf{g}_{2} \mathbf{g}_{3}+\mathbf{g}_{1} \mathbf{g}_{3}\right)\right)  \tag{3.49}\\
& =\varpi_{*}\left((\mathbf{H}-3 \mathbf{K})(\mathbf{H}-2 \mathbf{K}) \varpi^{*} \Sigma\left(3 \mathbf{H K}-8 \mathbf{K}^{2}-\mathbf{H} \varpi^{*} \Sigma+4 \mathbf{K} \mathbf{S}-2 \varpi^{*} \Sigma^{2}\right)\right) \\
& =\left(3 K_{B}-\Sigma\right) \Sigma \underbrace{\varpi_{*}\left(\mathbf{H}^{3}\right)}_{=5 K_{B}}+S\left(-23 K_{B}^{2}+9 K_{B} S-2 S^{2}\right) \underbrace{\varpi_{*}\left(\mathbf{H}^{2}\right)}_{1} \\
& =2 \Sigma \cdot\left(2 K_{B} \Sigma-4 K_{B}^{2}-\Sigma^{2}\right) .
\end{align*}
$$

In the same way, we find

$$
\begin{equation*}
K_{111 \alpha}=4 K_{B} \cdot \Sigma-2 \Sigma^{2} \tag{3.50}
\end{equation*}
$$

Using this pushforward technique, we are able to compute all quadruple intersection numbers for the $S U(5)$ case. They can be found in the appendix C

### 3.6 Codimension-Two Singularities and Representations

We have seen how singular divisors in codimension-one can be associated to non-ablian Lie groups. This subsection will discuss how codimension two singularities can be associated to representations. How these representations can be realized as representations of physical states, will be discussed in the next section 4 . The Tate polynomial can factorize over certain codimension two loci, which are intersections of the singular loci with a different loci called the enhancement loc $8^{8}$ This leads to a splitting of some of the $\mathbb{P}^{1}$ resolution curves. In this case, the Dynkin diagram becomes larger and the Lie algebra enhances. The analysis of the representations via gauge enhancements is known as the Katz-Vafa method [47]. We exclude the possibility of self intersections of the singular divisor and assume that the singular loci intersects with the enhancement loci only once.
Recall that the $\mathbb{P}_{i}^{1}$ curve classes can form the weights of the adjoint representation of the Lie algebra $\mathfrak{g}$ over generic points in the codimension-one loci. With a change of the weight and with additional weights, this corresponds to different representations. We illustrate this with an example.

## SU(5) example

The Tate equation for the resolved $S U(5)$ model reads

$$
\begin{equation*}
e_{4} e_{2} y^{2} z+a_{1} x y z+e_{4} e_{2} e_{1} a_{3,2} w^{2} y z^{2}-\left(e_{4} e_{3}^{2} e_{1} x^{3}+e_{3} e_{1} a_{2,1} w x z+e_{3} e_{2} e_{1} a_{4,3} x z^{2}+e_{3} e_{2}^{2} e_{1}^{3} a_{6,5} w^{5} z^{3}\right)=0 \tag{3.51}
\end{equation*}
$$

At the intersection of the loci $\{w=0\}$ and $\left\{a_{1}=0\right\}$, the curve

$$
\begin{equation*}
\mathbb{P}_{3}^{1}=\left\{e_{3}=0\right\} \cap\left\{e_{4} e_{2} y^{2} z+a_{1} x y z+e_{4} e_{2} e_{1} a_{3,2} w^{2} y z^{2}\right\} \cap\left\{y_{b}\right\} \cap\left\{y_{a}\right\} \tag{3.52}
\end{equation*}
$$

splits into

$$
\begin{align*}
& \left\{e_{3}=0\right\} \cap\{w=0\} \cap\left\{e_{4} e_{2} y^{2} z=0\right\} \cap\left\{y_{a}\right\} \\
= & \left(\left\{e_{3}=0\right\} \cap\{w=0\} \cap\left\{e_{2} y^{2} z=0\right\} \cap\left\{y_{a}\right\}\right) \cup\left(\left\{e_{3}=0\right\} \cap\{w=0\} \cap\left\{e_{4} y^{2} z=0\right\} \cap\left\{y_{a}\right\}\right) . \tag{3.53}
\end{align*}
$$

The splitting of the $\mathbb{P}^{1}$ curves leads to a change in the extended Dynkin diagram that is formed by the intersections of the $\mathbb{P}^{1}$ curves. In the $S U(5)$ model, the relevant enhancements are over the $\left\{a_{1}=0\right\}$ and the $\left\{P_{5}=0\right\}$ loci with $P_{5}=a_{2,1} a_{3,2}^{2}-a_{1} a_{3,2} a_{4,3}+a_{1}^{2} a_{6,5}$. The enhancement over these codimension two loci can

[^7]be displayed as 35
$$
I_{4}^{s} \text { singularity } \cong \tilde{A}_{4} \text { diagram }
$$


The tilde indicates the extended Dynkin diagram. Over the loci $P_{5}=0$, the singularity enhances $I_{s}^{5} \rightarrow I_{6}^{s}$ at this loci. This implies the gauge enhancement $A_{4} \rightarrow A_{5}$. In particular, we have the adjoint representation of $\mathfrak{s u}(6)$ which breaks as $48{ }^{9}$

$$
\begin{equation*}
\mathbf{A d j}_{\mathfrak{s u}(6)} \rightarrow \mathbf{A d j}_{\mathfrak{s u}(5)}+\mathbf{5}+\overline{\mathbf{5}}+\mathbf{1} \tag{3.54}
\end{equation*}
$$

From this, we obtain the fundamental representation 5 of $S U(5)$ and its conjugate.
In the same way, the enhancement $A_{4} \rightarrow D_{5}$ is realized over the enhancement loci $\left\{a_{1}=0\right\}$ and corresponds to the 2-index antisymmetric representation denoted by $\mathbf{1 0}$.

For $N \geqslant 3$, the only representations that can occur for the $S U(N)$ model are the fundamental representation $\mathbf{N}$ and the 2-index antisymmetric $\frac{1}{2} \mathbf{N}(\mathbf{N}-1)$, their complex conjugates $\overline{\mathbf{N}}$ and $\overline{\frac{1}{2} \mathbf{N}(\mathbf{N}-1)}$ as well as the adjoint and the trivial representations $37{ }^{10}$ This method for obtaining the representations is kown as the Katz-Vafa method 47.
The representations arise over the matter curves $w=0=P_{N}$ for $\mathbf{N}$ and $w=a_{1}=0$ for $\frac{1}{2} \mathbf{N}(\mathbf{N}-1)$ with 9 , Appendix F]

$$
P_{N}= \begin{cases}-a_{4,\left\lfloor\frac{N}{2}\right\rfloor}^{2}+\mathcal{O}\left(a_{1}\right), & N \text { even }  \tag{3.55}\\ a_{2,1} a_{3,\left\lfloor\frac{N}{2}\right\rfloor}^{2}+\mathcal{O}\left(a_{1}\right), & N \text { odd }\end{cases}
$$

This can be used to compute the classes for the matter curves to be

$$
C_{\mathbf{N}}=\left\{\begin{array}{ll}
\Sigma \cdot\left(-8 K_{B}-N \Sigma\right), & N \neq 3  \tag{3.56}\\
\Sigma \cdot\left(-9 K_{B}-3 \Sigma\right), & N=3
\end{array}, \quad C_{\frac{1}{2} \mathbf{N}(\mathbf{N}-1)}=\Sigma \cdot\left(-K_{B}\right)\right.
$$

[^8]
## 4 Physical Realization and the Chiral Index

In the previous section we saw how non-abelian Lie algebras can be associated to codimension-one loci of the elliptic fibration where the fiber degenerates. Moreover, one can associate representations to codimension two loci where the gauge algebra enhances. These associations are until now purely mathematical and can be traced back to combinatorial reasoning.
The first parts 4.1 and 4.2 of this section are aimed to show the physical realization of a gauge theory. This means, there are physical states transforming under the representations of the Lie algebra. In 4.3, we investigate the chiral spectrum using the geometrical description of the previous section. A crucial role in the discussion of chiral matter in F-theory compactifications is played by the $G_{4}$ field strength. In the last part 4.4 we list constrains on this $G_{4}$ flux.

### 4.1 Physical Realization of Gauge Symmmetries

At first, let us recall that a non-abelian Lie algebra $\mathfrak{g}$ in F-theory is modelled by a singular Calabi-Yau fourfold. We have already mentioned in the section 2.2 that, due to the monodromy behaviour, the singularities indicate that stacks of 7 -branes are wrapping the singular divisor. Thus we get a physical realization of the gauge theory.
When resolving the singularities, the gauge theory breaks into the abelian gauge theory $U(1)^{\mathrm{rk}(\mathfrak{g})}$ with the Cartan subalgebra $\mathfrak{h} \subset \mathfrak{g}$ as the Lie algebra. One can think of this as the $\mathbb{P}_{i}^{1} \mathrm{~s}$ are separating the 7-branes.

We want to take a different route in understanding the physical consequences, namely, via the M-theory picture introduced in section 2.2

Our starting point is the effective action of M-theory compactified on a smooth Calabi-Yau fourfold. This has been intensively studied $\left[51,52,44\right.$. The three-form field $C_{3}$ in the eleven dimensional effective action (2.4), can be expanded

$$
\begin{equation*}
C_{3}=A^{I} \wedge \omega_{I}+\ldots \tag{4.1}
\end{equation*}
$$

where $\left\{\omega_{I}\right\}_{I=0, \alpha, i}$ denotes the basis of $(1,1)$ forms that is Poincare dual to the divisor $D_{I}$. The $\operatorname{rk}(\mathfrak{g})=N-1$ vector fields $A^{i}$ in the M-theory survive the chain of dualities to the F -theory side as the massless gauge fields for the Cartan part $U(1)^{\mathrm{rk}(\mathfrak{g})}$ of the gauge algebra.

Another ingredient of M-theory are M2-branes, which can be defined as a black brane solution to the equations of motion of 11-dimensional supergravity. The M2-brane couples to the $C_{3}$ fields via the contribution

$$
\begin{equation*}
2 \pi \int_{\mathrm{M} 2} C_{3} \tag{4.2}
\end{equation*}
$$

in the 11-dimensional supergravity action. As briefly mentioned in section 2.2 , a M2-brane that wraps $p$ times around $S_{A}^{1}$ circle and $q$ times around $S_{B}^{1}$ circle of the torus in the fiber, becomes a $[p, q]$-string in the F-theory limit. When a M2-brane wraps a holomorphic curve $C$, it gives rise to a massive particle state with mass 53]

$$
\begin{equation*}
|m(C)| \simeq \operatorname{vol}(C) \tag{4.3}
\end{equation*}
$$

If the M2-brane wraps the entire fiber, we can see that it is not charged under base divisors. In the resolved fiber, the M2-brane can wrap multiple $\mathrm{P}^{1} \mathrm{~s}$ in the chain of $\mathrm{P}^{1} \mathrm{~s}$ that forms the Dynkin diagram. Lets focus on the $S U(N)$ example, where we have $\operatorname{rk}(\mathfrak{s u}(N))=N-1$. Taking into account the possible orientations,
the M2 branes gives in total rise to

$$
\begin{equation*}
2 \sum_{k=1}^{N-1} k=N^{2}-N \tag{4.4}
\end{equation*}
$$

massive states along the brane. Together with the $N-1$ vector fields, this would reassemble the $\mathfrak{s u}(N)$ generators, but the mass of this particles causes the breaking of the non-abelian gauge symmetry into the abelian Cartan factors. This is called the Coulomb branch. The volume of the $\mathbb{P}_{i}^{1} \mathrm{~s}$ is called the Coulomb branch parameter $\xi^{i}$ and will be part of the vector multiplet $\left(\xi^{i}, A_{i}\right)$.
The symmetry gets restored in singular limit where $\mathbb{P}_{i}^{1} \mathrm{~s}$ shrink to zero size and the singularity in the fourfold is restored.

These states coming from the M2-branes will be interpreted as $W$-bosons in the singular limit $\operatorname{vol}\left(\mathbb{P}_{i}^{1}\right) \rightarrow 0$ 54 and together with the abelian gauge factors, we obtain the generators for the entire $\mathfrak{s u}(n)$ gauge algebra, transforming in the adjoint representation.
If we would consider a non-trivial Mordell-Weil group, additional global $U(1)$ gauge factors would arise and survive the shrinking limit.

A more geometric feature of the shrinking $\mathbb{P}^{1}$ is that the Kähler form $J$ of $\hat{Y}_{4}$ can be expanded as 44

$$
\begin{equation*}
J=R \omega_{0}+v^{\alpha} \omega_{\alpha}+\zeta^{i} \omega_{i} \tag{4.5}
\end{equation*}
$$

The possible Kähler forms span a cone, called the Kähler cone and $\xi^{i}$ are parameters in this cone. Thus, the shrinking limit of the $\mathrm{P}^{1} \mathrm{~s}$ correponds to going to the boundary of the cone.
The remaining vector fields $A_{0}$ and $A_{\alpha}$ appear in terms of the vector mulitplets $\left(R, A_{0}\right)$ and ( $v^{\alpha}, A_{\alpha}$ ) in the 3D supergravity theory of the compactified, effective M-theory. The scalar $R$ measures precisely the volume of a generic (non-degenerate) fiber. We will come back to this when matching the vector multiplet with the vector multiplets on the F-theory side in section 5.2

### 4.2 Matter in F-theory

Our goal is to create a model with fermions that are charged under a non-trivial representation, which is not the adjoint representation. M2-branes wrapping around curves in the fiber, give rise to the BPS-states that correspond to chiral multiplets in the $\mathcal{N}=1$ supergravity theory in four dimensions 13 . Let us first consider the situation over a generic point on the singular loci. Using equation 4.2 the $U(1)$ charge of the M2-brane along a holomorphic curve $C$ is 13

$$
\begin{equation*}
q_{i}=\int_{C} w_{i}=[C] \cdot D_{i} \tag{4.6}
\end{equation*}
$$

if the holomorphic curve is the $\mathbb{P}_{i}^{1}$, this is the charge with which the M2-brane couples to the vector field $A_{i}$. Over a generic fiber, the charges correspond to minus the simple roots. Wrapping the M2-brane along the curve with the opposite orientation gives the simple roots. This is equivalent to replacing the M2-brane with an anti-M2 brane. By wrapping multiple fibers we obtain the entire root system, which give the weights of the representation and hence the chiral multiplet transforms in the adjoint representation as well as mentioned in the previous subsection. On Type IIB orientifolds, chiral multiplets in the adjoint representation correspond to D7-brane moduli [54, 55].
If we move to a codimension two loci on the fully resolved Calabi-Yau fourfold, the curve structure of the fiber enhances because of the splitting of $\mathbb{P}_{i}^{1}$ curves. Since the charge of a M2-brane wrapping these curves
still corresponds to the weights of a representation, we obtain a chiral multiplet that transforms under that representation.
From looking at the type IIB picture, one might wonder why we can get chiral matter over the enhancement loci, because, for instance in the $S U(5)$-model, $a_{1}=0$ is not a singular loci wrapped by D7-branes. In fact, the intersection $\{w=0\} \cap\left\{a_{1}=0\right\}$ is the same intersection as $\{w=0\} \cap\left\{a_{1}^{2}+4 a_{2}=0\right\}$ and the latter loci defines the location of the O 7 brane [56]. Therefore, the enhancement loci is exactly at the intersection of the stack of D7 branes and the O7 plane. This can be seen by a careful analysis of the Sen limit 22 .
The key question is now, how many chiral and anti-chiral multiplets exist and especially, how many chiral particles exist in a given setting. This question will be tackled in the next subsection.

### 4.3 Chiral Matter

Before we continue with the discussion of chiral matter in the F-theory setting, we take a step back and discuss chiral matter in general.
Our goal is to construct a theory that is consistent with our current experimental observations, which are all at very low energy compared to the inverse Planck length. Therefore the key ingredients of the (minimal supersymmetric) Standard Model should be present in the low energy effective description of our model.

### 4.3.1 Chiral Matter in Particle Physics

In the mathematical description of particle physics, a fermion in four spacetime dimensions is described by a Dirac spinor $\Psi$. It can be written in terms of two Weyl spinor $\psi_{+}$and $\psi_{-}$

$$
\begin{equation*}
\Psi=\binom{\psi_{+}}{\psi_{-}} \tag{4.7}
\end{equation*}
$$

A Weyl spinor is a spinor with a definite chirality [57]. The chirality in four spacetime dimensions is given as the eigenvalue of the operator

$$
\begin{equation*}
\bar{\gamma}=i \gamma_{0} \gamma_{1} \gamma_{2} \gamma_{3} \tag{4.8}
\end{equation*}
$$

written in terms of Dirac matrices $\gamma_{a}$.
For the decomposition of the Dirac spinor 4.7), the Weyl spinor $\psi_{+}$has the chirality +1 and $\psi_{-}$has -1 . Weyl spinors appear in the $\mathcal{N}=1$ supergravity theory in terms of chiral (and anti-chiral) multiplets.
Under a gauge transformation, the states of a left handed particle have the opposite charge as the states of the right handed anti-particle and the state of a right handed particle have the opposite charge as the states of the left handed anti-particle, which can be summarized as [58, section 21.3]

$$
\begin{align*}
q_{f_{L}} & =-q_{\bar{f}_{R}}  \tag{4.9}\\
q_{f_{R}} & =-q_{\bar{f}_{L}} . \tag{4.10}
\end{align*}
$$

If the left and the right handed fermion do not have the same charges, they are called chiral. In the Standard Model, all fermions are chiral. This is the case if the charges of the left handed particles are not opposite to the charges of the left handed anti-particles. If we look at a particular representation, not having the desired charge means not transforming under the representation at all since the representation is defined by the charges.
We are interested in the chiral index $\chi_{\mathbf{R}}$, that is the number of chiral fermions transforming in the rep-
resentation $\mathbf{R}$. Since the anti-particles transform under the conjugate representation $\overline{\mathbf{R}}$ the chiral index reads

$$
\begin{equation*}
\chi_{\mathbf{R}}=n_{\mathbf{R}}-n_{\overline{\mathbf{R}}} \tag{4.11}
\end{equation*}
$$

where $n_{\mathbf{R}}$ denotes the number of Weyl- spinors transforming in the representation $\mathbf{R}$ and $n_{\overline{\mathbf{R}}}$ for the conjugate representation respectively.

### 4.3.2 The Chiral Index in F-theory

Lets go back to our F-theory model. It turns out that it is possible to count chiral and anti-chiral multiplets on the Type IIB side by the dimensions of the cohomology groups [13, section 4.6], (see also [59], [60])

$$
\begin{array}{r}
\text { chiral: } H^{1}\left(\Sigma_{k}, \mathcal{O}\right) \oplus H^{0}\left(\Sigma_{k}, \mathcal{O} \otimes K_{\Sigma_{k}}\right) \\
\text { anti-chiral: } H^{2}\left(\Sigma_{k}, \mathcal{O}\right) \oplus H^{1}\left(\Sigma_{k}, \mathcal{O} \otimes K_{\Sigma_{k}}\right), \tag{4.13}
\end{array}
$$

with $K_{\Sigma_{k}}$ being the canonical bundle over the singular divisor $\Sigma_{k}$. If we consider a trivial gauge background, i.e.

$$
\begin{equation*}
G_{4}=d C_{3}=0 \tag{4.14}
\end{equation*}
$$

then $\mathcal{O}$ is a trivial bundle and it can be shown that

$$
\begin{align*}
\operatorname{dim}\left(H^{1}\left(\Sigma_{k}, \mathcal{O}\right)\right) & =H^{1}\left(\Sigma_{k}, \mathcal{O} \otimes K_{\Sigma_{k}}\right)  \tag{4.15}\\
\operatorname{dim}\left(H^{2}\left(\Sigma_{k}, \mathcal{O}\right)\right) & =H^{0}\left(\Sigma, \mathcal{O} \otimes K_{\Sigma_{k}}\right) \tag{4.16}
\end{align*}
$$

which leads to a vanishing chiral index

$$
\begin{equation*}
\chi=\operatorname{dim}\left(H^{1}(\Sigma, \mathcal{O}) \oplus H^{0}\left(\Sigma, \mathcal{O} \otimes K_{\Sigma}\right)\right)-\operatorname{dim}\left(H^{2}(\Sigma, \mathcal{O}) \oplus H^{1}\left(\Sigma, \mathcal{O} \otimes K_{\Sigma}\right)\right)=0 \tag{4.17}
\end{equation*}
$$

Therefore, we need to consider a non-vanishing gauge background, which leads to a twist of the cohomology groups in 4.12, such that the chiral index does not vanish. The gauge background in F-theory has its dual in the $G_{4}$ flux in the M-theory picture. This $G_{4}$ flux is a key ingredient, because the chiral index depends on its choice. We will not go into the details of the twist, but refer to the review [13, section 9].
It turns out in the end that the chiral index for a representation $\mathbf{R}$ depending on the $G_{4}$ flux is given by 61 ]

$$
\begin{equation*}
\chi_{\mathbf{R}}=\int_{S_{\mathbf{R}}} G_{4} \tag{4.18}
\end{equation*}
$$

The surface $S_{\mathbf{R}}$ is called the matter surface. It can be constructed by fibering the $\mathbb{P}^{1} \mathbf{s}$ over the codimension two curve that corresponds to the representation $\mathbf{R}$.
The computation of the chiral index has been done for many examples of toric base manifolds, especially for the $S U(5)$ model e.g. [8, 6, 7].
Before we go into the computation of the chiral index in section 5 we discuss some conditions on $G_{4}$ that allow us to proceed.

### 4.4 Flux conditions

As mentioned before, the fourform flux $G_{4}$ in the M-theory is an important object for the investigation of the chiral spectrum in F-theory compactifications. It defines a class in the fourth cohomology group $H^{4}\left(\hat{Y}_{4}, \mathbb{R}\right)$. This cohomology group can be decomposed into the three subgroups $[62,63]{ }^{11}$

$$
\begin{equation*}
H^{4}\left(\hat{Y}_{4}, \mathbb{R}\right)=H_{\mathrm{vert}}^{4}\left(\hat{Y}_{4}, \mathbb{R}\right) \oplus H_{\mathrm{hor}}^{4}\left(\hat{Y}_{2,2}, \mathbb{R}\right) \oplus H_{\mathrm{rem}}^{2,2}\left(\hat{Y}_{4}, \mathbb{R}\right) \tag{4.19}
\end{equation*}
$$

The vertical part $H_{\text {vert }}^{2,2}\left(\hat{Y}_{4}, \mathbb{R}\right)$ is spanned by wedge products of $(1,1)$ forms $\left\langle H^{1,1}\left(\hat{Y}_{4}, \mathbb{R}\right) \wedge H^{1,1}\left(\hat{Y}_{4}, \mathbb{R}\right)\right\rangle$. The horizontal part is spanned by all contributions of unique harmonic $(4,0)$ form $\Omega_{4}$ obtained by varying the complex structure. The last part $H_{\text {rem }}^{2,2}\left(\hat{Y}_{4}, \mathbb{R}\right)$ comprises all remaining $(1,1)$ forms.
For simplicity, we assume that the $G_{4}$ flux does only lie in $H_{\text {vert }}^{2,2}\left(\hat{Y}_{4}, \mathbb{R}\right)$. We will drop the subscript vert in the following. Note that its Poincare dual space is spanned by

$$
\begin{equation*}
D_{I J}:=D_{I} \cdot D_{J} \tag{4.20}
\end{equation*}
$$

The vertical flux allows us to write the Poincare dual of $G_{4}$ as

$$
\begin{equation*}
P D\left[G_{4}\right]=P D\left[G_{4}\right]^{I J} D_{I J}=\Theta_{K L} K^{I J K L} D_{I J} \tag{4.21}
\end{equation*}
$$

where we define

$$
\begin{equation*}
\Theta_{I J}=\int_{\hat{Y}_{4}} G_{4} \wedge w_{I} \wedge w_{J} \tag{4.22}
\end{equation*}
$$

Under the assumption ${ }^{12}$ that the Poincare dual of the class $\left[S_{\mathbf{R}}\right]$ also lies in vertical part of the cohomology, equation 4.18 implies that the chiral index depends linear on $\Theta_{I J}$

$$
\begin{equation*}
\chi_{\mathbf{R}}=x_{\mathbf{R}}^{I J} \Theta_{I J} \tag{4.23}
\end{equation*}
$$

where $x_{\mathbf{R}}^{I J} D_{I J}=P D\left[S_{\mathbf{R}}\right]$.
In the next section we will prove even prove the stronger statement

$$
\begin{equation*}
\Theta_{I J}=\chi_{\mathbf{R}}\left(y_{\mathbf{R}}\right)_{I J} \tag{4.24}
\end{equation*}
$$

under the assumption that this matter surface has components in $D_{I,} \sqrt{13}$ The knowledge of $\left(y_{\mathbf{R}}\right)_{I J}$ will then allow us to compute the chiral spectrum.

## Flux Consistency Conditions

The assumption that the $G_{4}$-flux lies in the vertical cohomology is useful for the computation. Other restrictions on $G_{4}$ have to be imposed for the sake of consistency of the theory. We will briefly enumerate these conditions.
The shifted quantization condition [64] states that the $G_{4}$ flux has to satisfy

$$
\begin{equation*}
G_{4}-\frac{c_{2}\left(\hat{Y}_{4}\right)}{2} \in H^{4}\left(\hat{Y}_{4}, \mathbb{Z}\right) \tag{4.25}
\end{equation*}
$$

[^9]Since $c_{2}\left(\hat{Y}_{4}\right)$ is an integer, this implies $G_{4} \in H^{4}\left(\hat{Y}_{4}, \mathbb{Z} / 2\right)$. For simplicity, we restrict ourselves to the cases where $c_{2}\left(\hat{Y}_{4}\right)$ is even, such that we can assume $G_{4} \in H_{\text {vert }}^{2,2}\left(\hat{Y}_{4}, \mathbb{Z}\right):=H^{4}\left(\hat{Y}_{4}, \mathbb{Z}\right) \cap H_{\text {vert }}^{2,2}\left(\hat{Y}_{4}, \mathbb{R}\right)$.
In order to preserve supersymmetry, the $G_{4}$ flux has to satisfy the primitivity condition 65]

$$
\begin{equation*}
J \wedge G_{4}=0 \tag{4.26}
\end{equation*}
$$

for any suitable Kähler form $J$. Moreover, the $G_{4}$ flux must satisfy

$$
\begin{equation*}
\int_{D_{\alpha \beta}} G_{4}=\int_{D_{\alpha 0}} G_{4}=0 \quad \text { for all } \alpha, \beta \tag{4.27}
\end{equation*}
$$

in order to not violate Lorentz invariance.
Preserving the gauge symmetry requires in addition that 6642

$$
\begin{equation*}
\int_{D_{\alpha i}} G_{4}=0 \quad \text { for all } \alpha, i \tag{4.28}
\end{equation*}
$$

For the sake of completeness, let us also mention the M2-brane tadpole cancellation condition, which relates the number of M2-branes $N_{\mathrm{M} 2}$ and the Euler characteristic $\chi\left(\hat{Y}_{4}\right)$ with the $G_{4}$ flux 64

$$
\begin{equation*}
N_{\mathrm{M} 2}=\frac{\chi\left(\hat{Y}_{4}\right)}{24}-\frac{1}{2} \int_{\hat{Y}_{4}} G_{4} \wedge G_{4} . \tag{4.29}
\end{equation*}
$$

This condition can be interpreted as a bound on the maximal self-interactions of the divisor class dual to $G_{4}$. Let us define the quantity

$$
\begin{equation*}
\Theta_{I J}=\int_{\hat{Y}_{4}} G_{4} \wedge w_{I} \wedge w_{j} . \tag{4.30}
\end{equation*}
$$

This will be crucial in the following section. In this notation, the above conditions read

$$
\begin{equation*}
\Theta_{\alpha I}=0 \tag{4.31}
\end{equation*}
$$

and we are left with $\Theta_{00}$ and $\Theta_{i j}$ encoding the remaining degrees of freedom. Later in equation 5.53, we will see that $\Theta_{00}=0$ follows as well. We will therefore focus on $\Theta_{i j}$.

## 5 Approach via Chern-Simons Term

The only way to compute the chiral index is until now is via the matter surface 4.18. Since this surface is difficult to compute and its calculation appears to need concrete knowledge about the base threefold, we discuss a different way to compute the chiral index based on [9]. The idea is to match a Chern-Simons action on the M-theory side with a one loop contribution of the type IIB side.
At first, we focus on the M-theory side in 5.1 and in section 5.2 we find the corresponding contributions on the Type IIB side. In section 5.3 we will discuss how to use the previous discussion for the computation of the chiral index. This allows us to determine the chiral index in terms of the Chern-Simons terms for the $S U(5)$ model. In the end, we want to obtain the chiral index for a representation only depending on the $G_{4}$ flux and the base threefold $B$. Following [9], we complete this last step in section 5.4 and give the concrete chiral index in a canonical basis for the $G_{4}$ flux.

### 5.1 Effective Chern-Simons action in M-theory

At first, we look again at the effective action of the eleven dimensional supergravity theory (2.4). It comprises the part

$$
\begin{equation*}
S_{S C} \sim \int_{\mathbb{R}^{1,10}} C_{3} \wedge G_{4} \wedge G_{4} \tag{5.1}
\end{equation*}
$$

We want to compactify the action (5.1) on the smooth Calabi-Yau fourfold $\hat{Y}_{4}$. Using the expansion (4.1), we get 44, p. 5.12]

$$
\begin{align*}
S_{S C} \sim-\frac{1}{12} \int_{\mathbb{R}^{1,2}} \int_{\hat{Y}_{4}} C_{3} \wedge G_{4} \wedge G_{4} & =-\frac{1}{2} \int_{\mathbb{R}^{1,2}} A_{I} \wedge d A_{J} \underbrace{\int_{\hat{Y}_{4}} G_{4} \wedge w_{I} \wedge w_{J}}_{=: \Theta_{I J}}+\ldots  \tag{5.2}\\
& =-\frac{1}{2} \Theta_{I J} \int_{\mathbb{R}^{1,2}} A_{I} \wedge d A_{J}
\end{align*}
$$

The term $\Theta_{I J}$ has already been defined in 4.30).
The expansion of the three form and the compactification of the eight dimensions give rise to other contributions, but we are only interested in the Chern-Simons actions for the 3 D vector fields $A_{I}$. It comes with the factors $\Theta_{I J}$ which have been introduced in 4.30. We want to follow these Chern-Simons terms via the chain of dualities 2.6. If we do not take the F-theory limit of the shrinking fibers yet, the effective M-theory description is dual to effective type IIB string theory compactified on a circle. One often performs a change of basis of the divisors

$$
\begin{equation*}
D_{\hat{0}}:=D_{0}-\frac{1}{2} K^{\alpha} D_{\alpha} \tag{5.3}
\end{equation*}
$$

for the sake of convenience in the uplift to the Type IIB side 67 . The coefficents $K^{\alpha}$ are defined by $K_{B}=K^{\alpha} D_{\alpha}^{B}$. We will not do this change of basis, because we are only interested in the purely Cartan indexed part of the Chern-Simons terms $\Theta_{i j}$, as we saw at the end of section 4.4 The change of basis becomes more relevant when including a non-trivial Mordell-Weil group 42.

Recall from sections 4.2 and 4.1 that we work over the smooth i.e. resolved Calabi-Yau fourfold. This implies that we are in the Coulomb branch, where the gauge group is broken to its Cartan factors with the abelian gauge fields $A_{i}$. This also means that the Weyl fermions acquire a mass that coincides with the Coulomb branch parameter which is nothing but the size of the blowup $\mathbb{P}_{i}^{1} \mathrm{~s}$.

For the very small fiber volume that we consider, the masses of the fermions are very large. So in order to investigate the low energy effective action on the Type IIB side for the matching with M-theory, we have to integrate out these heavy fermions.

### 5.2 Effective Fermion Action Three Dimensional Supergravity

In this subsection, we will discuss the low energy effective action of type IIB superstring theory after the orientifold projection in order to find the match with the effective M-theory Chern-Simons terms. This low energy effective action is described by the corresponding supergravity action. We have seen the bosonic part in section 2.1, but now, we are interested in the fermionic part.
Following [42], the kinetic part for the Weyl spinor $\Psi$ of a chiral multiplet in four dimensions reads

$$
\begin{equation*}
\mathcal{L}_{f, W e y l}=-\frac{i}{\kappa_{4}^{2}} \bar{\Psi}^{f} \sigma^{A} e_{A}^{M}\left(\partial_{M}+i q_{i}^{f} A_{M}^{i}\right) \Psi^{f} \tag{5.4}
\end{equation*}
$$

where $\kappa_{4}^{2}$ denotes the four dimensional Plank mass, $\sigma=\left(-\mathbb{1}, \sigma^{a}\right)$ are the Pauli matrices and $e_{A}^{M}$ is the four dimensional tetrad. The index $M$ indicates the local coordinate, while $A$ indicates coordinates of the four dimensional Minkovski space. The vector fields $A_{i}$ are the gauge fields for the gauge group $U(1)^{\mathrm{rk}(\mathfrak{g})}$, which lie in the Coloumb branch.

### 5.2.1 Kaluza-Klein Reduction

Now we want the compactify this on a circle $S^{1}$ using Kaluza-Klein reduction. Here $M, N=0 \ldots 3$ denote four dimensional local coordinates, while $\mu, \nu$ denote three dimensional local coordinates. We compactify the direction $M=3$ on a circle with radius $r$, that is assumed to be constant. The compactified coordinate is denoted as $x^{3}=: y$ for better distinction. The tetrad in three dimensions comes with a tilde. The ansatz for the metric takes the form 42

$$
g_{M N}=\left(\begin{array}{cc}
g_{\mu \nu}+r^{2} A_{\mu}^{0} A_{\nu}^{0} & -r^{2} A_{\mu}^{0}  \tag{5.5}\\
-r^{2} A_{\nu}^{0} & r^{2}
\end{array}\right)
$$

Equation (5.5) implies for the tetrad

$$
\begin{equation*}
e^{a}=\tilde{e}_{\mu}^{a} d x^{\mu} \quad e^{3}=r\left(d y-A_{\mu}^{0} d x^{\mu}\right) \tag{5.6}
\end{equation*}
$$

with $e_{M}^{A}=\left(e_{M}^{a}, e_{M}^{3}\right)$. For the inverse tetrad appearing in (5.4) follows

$$
\begin{equation*}
e_{A}=\left(e_{a}, e_{3}\right)=\left(\tilde{e}_{a}^{\nu} \frac{\partial}{\partial x}+\tilde{e}_{a}^{\nu} A_{\nu}^{0} \frac{\partial}{\partial y}, \frac{1}{r} \frac{\partial}{\partial y}\right) \tag{5.7}
\end{equation*}
$$

The vector field $A_{\mu}^{0}$ is exactly the vector field that we already know from the effective M-theory discussion 4.1 as well as the gauge fields $A^{i}$ of the gauge group $U(1)^{\mathrm{rk}(\mathfrak{g})}$. The expectation value of the scalar $R$ will be identified with $\langle R\rangle=r^{-2}$ 68] and the expectation value of the scalar accompanying the vector fields $A^{i}$ can be identified as the Coulomb branch parameters $\left\langle\xi^{i}\right\rangle$. These scalar fields become Wilson line degrees of freedoms in the F-theory lift, which can be computed by the holonomy around $S^{1}$ of a vector field $A^{i}$ 42]

$$
\begin{equation*}
\zeta^{i}\left(x^{\mu}\right)=\int_{S^{1}} A^{i}\left(x^{\mu}, y\right) \tag{5.8}
\end{equation*}
$$

The vector multiplets $\left(v^{\alpha}, A_{\alpha}\right)$ lift to chiral multiplets in four dimensions 44 .
The vector fields $A^{i}$ in the Kaluza-Klein ansatz take the form

$$
\begin{equation*}
A^{i}\left(x^{\mu}, y\right)=A_{\mu}^{i} d x^{\mu}+\zeta r\left(d y-A_{\mu}^{0}\right)=A_{\mu}^{i} d x^{\mu}+\zeta e^{3} \tag{5.9}
\end{equation*}
$$

and the Kaluza-Klein ansatz for the Weyl spinors that are charged under the $U(1)$ factors take the form

$$
\begin{equation*}
\Psi^{f}\left(x^{\mu}, y\right)=\sum_{n=-\infty}^{\infty} \Psi_{n}^{f}\left(x^{\mu}\right) e^{i y n} \tag{5.10}
\end{equation*}
$$

Inserting this in the Lagrangian (5.4) gives

$$
\begin{align*}
\mathcal{L}_{f, K K}^{4} & =\sum_{n, m=-\infty}^{\infty} \bar{\Psi}_{m}^{f} e^{-i y m}\left(\sigma^{a} e_{a}^{\mu}\left(\partial_{\mu}+i r q_{i}\left(A^{i}-i r \zeta^{i} A_{\mu}^{0}\right)\right)+\sigma^{a} e_{a}^{\nu} A_{\nu}^{0}\left(\frac{\partial}{\partial y}+i r q_{i} \zeta^{i}\right)+\sigma^{3} \frac{1}{r}\left(\frac{\partial}{\partial y}+i r q_{i} \zeta^{i}\right)\right) \Psi_{n}^{f} e^{i y n} \\
& =\sum_{n, m=-\infty}^{\infty} \bar{\Psi}_{m}^{f} e^{-i y(m-n)}\left(\sigma^{a} e_{a}^{\mu}\left(\partial_{\mu}+i r q_{i} A^{i}+i A_{\mu}^{0} n\right)+\sigma^{3} \frac{i}{r}\left(n+r q_{i} \zeta^{i}\right)\right) \Psi_{n}^{f} \tag{5.11}
\end{align*}
$$

In order to obtain the three dimensional theory, we have to integrate over the circle coordinate $y$, which gives

$$
\begin{equation*}
\mathcal{L}_{K K}^{3}=-\frac{i}{\kappa_{4}^{2}} \sum_{n=-\infty}^{\infty} \bar{\Psi}_{n}^{f}\left(x^{\mu}\right) \sigma^{a} \tilde{e}_{a}^{\mu}\left(\partial_{\mu}+i q_{i} A_{\mu}^{i}+i n A_{\mu}^{0}\right) \Psi_{n}^{f}+i \bar{\Psi}_{n}^{f} \sigma^{3}\left(\frac{n}{r}+q_{i} \zeta^{i}\right) \Psi_{n}^{f} \tag{5.12}
\end{equation*}
$$

We can read of the charges $q_{0}=n, q_{i}$ and the mass

$$
\begin{equation*}
M_{n}^{f}=\frac{n}{r}+q_{i}^{f}\left\langle\zeta^{i}\right\rangle \tag{5.13}
\end{equation*}
$$

Only the zero modes become massless in the limit of vanishing Coulomb branch parameter. But as long as we are still in the Coulomb branch, all modes are heavy and they all have to get integrated out to obtain the low energy effective action for the abelian gauge fields $A^{i}$.

### 5.2.2 Computation of the Loop Diagram

We will not compute the entire low energy effective action, but rather ask, which Chern-Simons-like contributions can there be. We want to compute the factor $\Theta_{i j}^{F}$ in the Chern-Simons term 8

$$
\begin{equation*}
S_{S C}^{F}=\frac{1}{2} \Theta_{i j}^{F} \int_{\mathbb{R}^{1,2}} A^{i} \wedge d A^{j} \tag{5.14}
\end{equation*}
$$

that appears in the effective action of effective type IIB string theory on a circle. Locally, in momentum space, this action reads

$$
\begin{equation*}
S_{S C}^{F}=\frac{1}{2} \Theta_{i j}^{F} \int_{\mathbb{R}^{1,2}} A_{\mu}^{i}\left(\epsilon^{\mu \nu \rho} p_{\nu}\right) A_{\rho}^{j} d k^{\mu} d k^{\nu} d k^{\rho} \tag{5.15}
\end{equation*}
$$

A given $\Theta_{i j}$ should correspond to Feynman diagrams of the form

$$
A_{\mu}^{i} \sim A_{\nu}^{j} .
$$

Since there are no propagators for $A^{i}$ in the action available, the blob can only be a single fermion loop


We have to check that the contribution of this diagram takes the desired form 5.15). In the 3D theory given by the Lagrangian (5.12), we can compute this diagram to be

$$
\begin{align*}
& \sum_{f} \sum_{n=-\infty}^{\infty} \sigma^{a} \int d^{3} k \operatorname{Tr}\left[\frac{1}{\kappa_{4}^{4}} q_{i}^{f} q_{j}^{f} \tilde{e}_{a}^{\mu} \sigma^{b} \tilde{e}_{b}^{\nu} \frac{1}{i \not k+M_{n}^{f}} \frac{1}{\not p-i \not k+M_{n}^{f}}\right] \\
= & \sum_{f} \sum_{n=-\infty}^{\infty} \int d^{3} k \operatorname{Tr}\left[\frac{1}{\kappa_{4}^{4}} q_{i}^{f} q_{j}^{f} \sigma^{a} \tilde{e}_{a}^{\mu} \sigma^{b} \tilde{e}_{b}^{\nu} \frac{i \not k-M_{n}^{f}}{k^{2}+\left(M_{n}^{f}\right)^{2}} \frac{i \not p-i k-M_{n}^{f}}{(p-k)^{2}+\left(M_{n}^{f}\right)^{2}}\right]  \tag{5.16}\\
= & \sum_{f} \sum_{n=-\infty}^{\infty} \int d^{3} k \frac{1}{\kappa_{4}^{4}} q_{i}^{f} q_{j}^{f} \tilde{e}_{a}^{\mu} \tilde{e}_{b}^{\nu} \frac{-\operatorname{Tr}\left[\sigma^{a} \sigma^{b} k \not k p\right]+\operatorname{Tr}\left[\sigma^{a} \sigma^{b}\right]\left(M_{n}^{f}\right)^{2}+\operatorname{Tr}\left[\sigma^{a} \sigma^{b} \not k k\right]-i M_{n}^{f} \operatorname{Tr}\left[\sigma^{a} \sigma^{b} \not p\right]}{\left(k^{2}+\left(M_{n}^{f}\right)^{2}\right) \cdot\left((p-k)^{2}+\left(M_{n}^{f}\right)^{2}\right)} .
\end{align*}
$$

We used the slashed notation for curved spacetime $\psi=\sigma^{a} \tilde{e}_{a}^{\mu} v_{\mu}$. The first term in the nominator of the last line in equation 5.16 is anti-symmetric in $k$, but the denonimator is symmetric, thus this term vanishes in the integral. By looking again at the Chern-Simons term (5.15), we see that it is parity violating i.e. antisymmetric in $p^{\nu}$. Since we want to match this with a contribution coming from the loop diagram, we are only interested in the parity violation part of (5.16), which has $-i M^{f} \operatorname{Tr}\left[\sigma^{a} \sigma^{b} \not p\right]$ in the nominator. But there are still non-parity-violating parts in it. In order to really match the contribution of the form of 5.15, we expand around $p^{\rho}=0$ and consider only the linear part [53], because only this has the correct shape. We get

$$
\begin{align*}
& \sum_{f} \sum_{n=-\infty}^{\infty} \int d^{3} k \frac{1}{\kappa_{4}^{4}} q_{i}^{f} q_{j}^{f} \tilde{e}_{a}^{\mu} \tilde{e}_{b}^{\nu} \frac{-i M_{n}^{f} \operatorname{Tr}\left[\sigma^{a} \sigma^{b} \not p\right]}{\left(k^{2}+\left(M_{n}^{f}\right)^{2}\right) \cdot\left(k^{2}+\left(M_{n}^{f}\right)^{2}\right)} \\
= & 2 \sum_{f} \sum_{n=-\infty}^{\infty} \int d^{3} k \frac{1}{\kappa_{4}^{4}} q_{i}^{f} q_{j}^{f} \frac{\tilde{e}_{a}^{\mu} \tilde{e}_{b}^{\nu} M_{n}^{f} p_{\rho} e_{c}^{\rho} \epsilon^{a b c}}{\left(k^{2}+\left(M_{n}^{f}\right)^{2}\right)^{2}} . \tag{5.17}
\end{align*}
$$

In order to match with 5.15, we can consider our expression locally. Locally, the spacetime manifold looks like $\mathbb{I M}^{1,2}$ and therefore, the coordinates can be chosen such that the tetrad $\tilde{e}_{a}^{\mu}$ is a Kronecker delta. Thus we are left with the expression

$$
\begin{align*}
& 2 \frac{1}{\kappa_{4}^{4}} \epsilon^{\mu \nu \rho} p_{\rho} \sum_{f} q_{i}^{f} q_{j}^{f} \sum_{n=-\infty}^{\infty} M_{n}^{f} \int d^{3} k \frac{1}{\left(k^{2}+\left(M_{n}^{f}\right)^{2}\right)^{2}} \\
= & 2 \frac{1}{\kappa_{4}^{4}} \epsilon^{\mu \nu \rho} p_{\rho} \sum_{f} q_{i}^{f} q_{j}^{f} \sum_{n=-\infty}^{\infty} M_{n}^{f} \int_{0}^{\infty} d k \frac{2 \pi^{2} k^{2}}{\left(k^{2}+\left(M_{n}^{f}\right)^{2}\right)^{2}}  \tag{5.18}\\
= & 2 \frac{1}{\kappa_{4}^{4}} \epsilon^{\mu \nu \rho} p_{\rho} \sum_{f} q_{i}^{f} q_{j}^{f} \sum_{n=-\infty}^{\infty} M_{n}^{f} \frac{\pi^{2}}{2\left|M_{n}^{f}\right|} \\
= & \frac{2 \pi^{2}}{\kappa_{4}^{4}} \epsilon^{\mu \nu \rho} p_{\rho} \sum_{f} q_{i}^{f} q_{j}^{f} \sum_{n=-\infty}^{\infty} \operatorname{sign}\left(M_{n}^{f}\right) .
\end{align*}
$$

We go to natural units, such that $1=\frac{2 \pi}{\kappa_{4}^{2}}$. Finally, comparing with 5.15 , we get 8,69

$$
\begin{equation*}
\Theta_{i j}^{F}=\frac{1}{2} \sum_{f} q_{i}^{f} q_{j}^{f} \sum_{n=-\infty}^{\infty} \operatorname{sign}\left(M_{n}^{f}\right)=\frac{1}{2} \sum_{f} q_{i}^{f} q_{j}^{f} \sum_{n=-\infty}^{\infty} \operatorname{sign}\left(\frac{n}{r}+q_{i}^{f} \zeta^{i}\right) . \tag{5.19}
\end{equation*}
$$

We will consider the KK-radius to be very small, even smaller than the Coulomb branch parameters, i.e. $r^{-1} \gg q_{i} \zeta^{i}$ as in 42 . For $n \neq 0$, the term $\frac{n}{r}$ is always dominant in the argument of the sign. Since for every $n \in \mathbb{Z} \backslash 0$, there is a number with opposite sign, the signs in the sum 5.19 cancel each other and we are left with the contribution at $n=0$, that is

$$
\begin{equation*}
\Theta_{i j}^{F}=\frac{1}{2} \sum_{f} q_{i}^{f} q_{j}^{f} \operatorname{sign}\left(q_{i}^{f} \zeta^{i}\right) \tag{5.20}
\end{equation*}
$$

At next, we want to take a closer look at the remaining sum, that runs over the fermions. For a gauge $G$ with representation $\rho$, the fermions arise in $G$-multiplet with $\operatorname{size} \operatorname{dim}(\rho)$. A particle in this multiplet is associated with a weight $\mathbf{w}=\left(\mathbf{w}_{1} \ldots \mathbf{w}_{\mathrm{rk}(\mathfrak{g})}\right)$. The $U(1)$ charge of this particle under the Cartan generator with index $i$ is precisely $w_{i}$. This can be used to rewrite the sum over the fermions in 5.20 to

$$
\begin{equation*}
\sum_{f} \simeq \sum_{\mathbf{R}} n_{\mathbf{R}} \sum_{\mathbf{w} \in W(\mathbf{R})} \tag{5.21}
\end{equation*}
$$

where $n_{\mathbf{R}}$ denotes the number of fermions transforming under the representation $\mathbf{R}$ and $\mathbf{w} \in W(\mathbf{R})$ runs over the weights $\mathbf{w}$ of the representation $\mathbf{R}$.
A more physical explanation of this is that the fermions arise from M 2 branes wrapping $\mathbb{P}_{i}^{1} \mathrm{~s}$ according to a weight $\mathbf{w}=\left(\mathbf{w}_{1} \ldots \mathbf{w}_{\mathrm{rk}(\mathfrak{g})}\right)$. The curve consisting of these $\mathbb{P}_{i}^{1} \mathrm{~s}$ is denoted $\mathcal{C}_{\mathbf{w}}[8]$. The $U(1)$ charges appearing in (5.19) are computed by equation 4.6 with $C=\mathcal{C}_{\mathbf{w}}$. The resulting $U(1)_{i}$ charge is nothing but the weight component $\mathbf{w}_{i}$. This can be seen by writing the weight as a linear combination of simple roots, where the coefficents are the Dynkin labels.
The Chern-Simons term now reads

$$
\begin{equation*}
\Theta_{i j}^{F}=\frac{1}{2} \sum_{\mathbf{R}} n_{\mathbf{R}} \sum_{\mathbf{w} \in W(\mathbf{R})} \mathbf{w}_{i} \mathbf{w}_{j} \operatorname{sign}\left(\mathbf{w}_{k} \zeta^{k}\right) . \tag{5.22}
\end{equation*}
$$

Since the conjugate representation corresponds to weight with opposite signs, only chiral fermions contribute in equation 5.22 and we have

$$
\begin{equation*}
\Theta_{i j}^{F}=\frac{1}{2} \sum_{\mathbf{R}} \chi_{\mathbf{R}} \sum_{\mathbf{w} \in W(\mathbf{R})} \mathbf{w}_{i} \mathbf{w}_{j} \operatorname{sign}\left(\mathbf{w}_{k} \zeta^{k}\right) \tag{5.23}
\end{equation*}
$$

with the chiral index $\chi_{\mathbf{R}}$.
We already identified the gauge fields $A^{i}$ of the M-theory and type IIB side. Since the theories are dual, their contribution in the low energy effective theory has to match, i.e.

$$
\begin{equation*}
-\Theta_{i j}=\Theta_{i j}^{F} \tag{5.24}
\end{equation*}
$$

such that we get

$$
\begin{equation*}
\Theta_{i j}=-\frac{1}{2} \sum_{\mathbf{R}} \chi_{\mathbf{R}} \sum_{\mathbf{w} \in W(\mathbf{R})} \mathbf{w}_{i} \mathbf{w}_{j} \operatorname{sign}\left(\mathbf{w}_{k} \zeta^{k}\right) \tag{5.25}
\end{equation*}
$$

We have to keep in mind that $\Theta_{i j}$ and $\Theta_{j i}$ represent the same degree of freedom since there is only one vertical cohomology class $P D\left(D_{i} D_{j}\right)=P D\left(D_{j} D_{i}\right)$.
This result is remarkable, because it gives a connection between the Chern-Simons terms, which depends only on the $G_{4}$-flux and the intersections number, on the one side and a formula including the chiral index on the other side. In the following the task will be to extract the chiral index of equation (5.25). We will closely follow the discussion in 60].

### 5.3 Computation of the Chiral Index

In order to extract the chiral index from equation 5.25 , we need to compute the sign function in a first step and in a second step, we either need to solve the system of linear equations or we need to get the chiral index out of the sum over the representations. The weights are determined by the representation and can be read from tables such as 5 or 6 in the $S U(5)$ case.

### 5.3.1 Computation of the Sign Function

At first we look at the sign-functions. The idea is to consider the same gauge theory but in six noncompact spacetime dimensions. This is achieved by compactifying M-theory on an elliptically fibered CalabiYau threefold. The Chern-Simons terms in this theory have three Cartan indices and are given by triple intersection numbers. We assume that the hypermultiplet representations characterizing the gauge sector of a 6 D supergravity theory can be recovered from a 5D KK theory, at least for representations corresponding to local matter in the F-theory geometry . This means we can write 70

$$
\begin{equation*}
D_{i}^{5 D} \cdot D_{j}^{5 D} \cdot D_{k}^{5 D}=K_{I J K}^{5 D}=k_{i j k}^{5 D}=-\frac{1}{2} \sum_{f} \operatorname{sign}\left(q_{l}^{f} \zeta^{l}\right) q_{i}^{f} q_{j}^{f} q_{k}^{f}=-\frac{1}{2} \sum_{\mathbf{R}} n_{\mathbf{R}} \sum_{\mathbf{w} \in W(\mathbf{R})} \operatorname{sign}\left(\mathbf{w}_{l} \zeta^{l}\right) \mathbf{w}_{i} \mathbf{w}_{j} \mathbf{w}_{k} \tag{5.26}
\end{equation*}
$$

The triple intersection numbers of the resolved elliptically fibered Calabi-Yau threefold on the left side can be associated to quadruple intersection numbers of the resolved elliptically fibered fourfold of the four dimensional theory via

$$
\begin{equation*}
K_{I J K}=W_{I J K} \quad \text { with } \quad K_{I J K \alpha}=W_{I J K} \cdot D_{\alpha}^{B} \tag{5.27}
\end{equation*}
$$

Using the pushforward technique from section 3.5 we can compute the most left term of equation 5.26 . On a Calabi-Yau threefold, the codimension two loci giving rise to matter are just points. The number of points gives the number of multiplets $n_{\mathbf{R}}$. When going back from 5 D to 3 D , the left hand side is $\mathrm{CH}^{2}\left(B_{3}\right)$ valued and the number $n_{\mathbf{R}}$ becomes the class of the matter curves. For $S U(N)$ gauge theores, these classes can be computed by 3.56).
Now we have enough information to solve equation for the $\operatorname{sign}$ function $\operatorname{sign}\left(w_{l} q^{l}\right)$, which is the same as in the 3D case.
We will illustrate this procedure in the example of the gauge group $S U(2)$.

## SU(2) Example

Let us examine this procedure of finding the signs for the familiar $S U(2)$ example [9, section 6.3]. In the $S U(2)$-model, there is only one Cartan devisor $D_{1}$. The triple intersection number are computed using the pushforward technique 3.50

$$
\begin{equation*}
W_{111}=4 \Sigma \cdot K_{B}-2 \Sigma^{2} \tag{5.28}
\end{equation*}
$$

The $S U(2)$ model has the two matter representations 2 and $\mathbf{3} 71$. They have the weights $\left\{\mathbf{w}^{\mathbf{2}, 1}, \mathbf{w}^{\mathbf{2 , 2}}\right\}$ and $\left\{\mathbf{w}^{\mathbf{3}, 1}, \mathbf{w}^{\mathbf{3}, 2}, \mathbf{w}^{\mathbf{3}, 3}\right\}$, which are

$$
\begin{array}{rlr} 
& \mathbf{w}^{2,1}=-1 & \mathbf{w}^{2,2}=1 \\
\mathbf{w}^{3,1}=-2 & \mathbf{w}^{3,2}=0 & \mathbf{w}^{3,3}=2 . \tag{5.30}
\end{array}
$$

We can ignore $\mathbf{w}^{\mathbf{3 , 2}}$, because its sign function vanishes. The number of matter points of the representation 2 are according to 3.56 )

$$
\begin{equation*}
C_{2}=\Sigma\left(-8 K_{B}-2 \Sigma\right) \tag{5.31}
\end{equation*}
$$

and the number of matter points of the representation $\mathbf{3}$ are 9

$$
\begin{equation*}
C_{\mathbf{3}}=\frac{\Sigma\left(\Sigma+K_{B}\right)}{2} \tag{5.32}
\end{equation*}
$$

Plugging this into equation 5.26 gives

$$
\begin{align*}
& 4 K_{B} \Sigma-2 \Sigma^{2} \stackrel{!}{=}-\frac{1}{2} C_{\mathbf{2}}\left(\operatorname{sign}\left(\mathbf{w}^{\mathbf{2}, 1} \zeta\right)\left(\mathbf{w}^{\mathbf{2}, 1}\right)^{3}+\operatorname{sign}\left(\mathbf{w}^{\mathbf{2}, 2} \zeta\right)\left(\mathbf{w}^{\mathbf{2 , 2}}\right)^{3}\right)+C_{\mathbf{3}}\left(\operatorname{sign}\left(\mathbf{w}^{\mathbf{3}, 1} \zeta\right)\left(\mathbf{w}^{\mathbf{3}, 1}\right)^{3}+\operatorname{sign}\left(\mathbf{w}^{\mathbf{2}, 3} \zeta\right)\left(\mathbf{w}^{\mathbf{3}, 3}\right)^{3}\right) \\
& =-\frac{1}{2}\left[\Sigma\left(-8 K_{B}-2 \Sigma\right)\right]\left(-\operatorname{sign}\left(\mathbf{w}^{\mathbf{2 , 1}} \zeta\right)+\operatorname{sign}\left(\mathbf{w}^{\mathbf{2}, 2} \zeta\right)+\left[\frac{\Sigma\left(\Sigma+K_{B}\right)}{2}\right]\left(-8 \operatorname{sign}\left(\mathbf{w}^{\mathbf{3}, 3} \zeta\right)+8 \operatorname{sign}\left(\mathbf{w}^{\mathbf{3}, 3} \zeta\right)\right)\right. \\
& =2 K_{B} \Sigma \underbrace{\left(-2 \operatorname{sign}\left(\mathbf{w}^{\mathbf{2 , 1}} \zeta\right)+2 \operatorname{sign}\left(\mathbf{w}^{\mathbf{2 , 2}} \zeta\right)-\operatorname{sign}\left(\mathbf{w}^{\mathbf{1}, 3} \zeta\right)+\operatorname{sign}\left(\mathbf{w}^{\mathbf{3 , 3}} \zeta\right)\right)}_{\stackrel{!}{=} 2} \\
& -\Sigma^{2} \underbrace{\left(\operatorname{sign}\left(\mathbf{w}^{\mathbf{2}, 1} \zeta\right)-\operatorname{sign}\left(\mathbf{w}^{\mathbf{2}, 2} \zeta\right)+2 \operatorname{sign}\left(\mathbf{w}^{\mathbf{3}, 1} \zeta\right)-2 \operatorname{sign}\left(\mathbf{w}^{\mathbf{3 , 3}} \zeta\right)\right)}_{\stackrel{!}{=} 2} . \tag{5.33}
\end{align*}
$$

Using $\operatorname{sign}\left(w^{\mathbf{2}, 1} \zeta\right)=-\operatorname{sign}\left(w^{\mathbf{2 , 2}} \zeta\right)$ and $\operatorname{sign}\left(w^{\mathbf{3}, 1} \zeta\right)=-\operatorname{sign}\left(w^{\mathbf{3}, 3} \zeta\right)$, we obtain the sign functions

$$
\begin{align*}
& \operatorname{sign}\left(\mathbf{w}^{2,1} \zeta\right)=-1  \tag{5.34}\\
& \operatorname{sign}\left(\mathbf{w}^{2,2} \zeta\right)=1  \tag{5.35}\\
& \operatorname{sign}\left(\mathbf{w}^{\mathbf{3}, 1} \zeta\right)=-1  \tag{5.36}\\
& \operatorname{sign}\left(\mathbf{w}^{\mathbf{3}, 3} \zeta\right)=1 \tag{5.37}
\end{align*}
$$

In a similar fashion, the sign functions for the $S U(5)$ representations $\mathbf{5}$ and $\mathbf{1 0}$ can be computed. They can be found in the tables 5 and 6

With the information about the sign function, equation 5.25 gives a set of linear equation, whose solution is the chiral index for all representations involved. We can simplify the task of solving this set of equations by restricting the chiral index by a consistency condition, which we will encounter in the next subsection.

### 5.3.2 Chiral Anomaly Cancellation

In order for a quantum theory to be consistent, the demanded symmetries have to be persevered while quantizing. In the quantisation process, anomalies can occur that spoil the symmetry. The requirement of the cancellation of these anomalies are additional consistency conditions to the theory.
We are in particular interested in the cancellation of anomalies in the four-dimensional gauge theory of chiral
fermions in the F-theory setting using the Green-Schwarz method 42. In terms of intersections of divisors and holomorphic curves, the anomaly cancellation conditions can be translated into

$$
\begin{align*}
\frac{1}{3} \sum_{S_{\mathbf{R}}} \sum_{c \subset S_{\mathbf{R}}} S_{\mathbf{R}} \cdot\left[G_{4}\right]\left(c \cdot D_{(i}\right)\left(c \cdot D_{j}\right)\left(c \cdot D_{k)}\right) & =\frac{1}{2}\left[G_{4}\right] \cdot D_{(i} \cdot \pi_{*}\left(D_{j} \cdot D_{k)}\right)  \tag{5.38}\\
\left.\frac{1}{3} \sum_{S_{\mathbf{R}}} \sum_{c \subset S_{\mathbf{R}}} S_{\mathbf{R}} \cdot\left[G_{4}\right]\right)\left(c \cdot D_{i}\right) & =\left[G_{4}\right] \cdot \pi^{*} K_{B} \cdot D_{i} \tag{5.39}
\end{align*}
$$

where $S_{\mathbf{R}}$ is the class of the matter surface introduced in section 4.3.2. The holomorphic curves $c \subset S_{\mathbf{R}}$ are the holomorphic curves in the fiber over the codimension two loci that arise from the resolution procedure i.e. they are (possible split components of ) the resolution $\mathbb{P}^{1}$-curves over the matter curve. The intersection of these curves with the cartan divisors give the weight vectors of the representation as in 4.6 For details, the reader is referred to 42 .
Using equation 4.18, we can write the intersection product between the class of the $G_{4}$ flux and the matter surface as the chiral index. The pushforward $\pi_{*}\left(D_{j} D_{k}\right)$ can be computed to be $-\Sigma^{\alpha} C_{k l} D_{\alpha}^{B}$ because the pairing $D_{\alpha}^{B} \cdot\left(D_{\gamma}^{B} D_{\delta}^{B}\right)$ is non-degenerate (see section 3.4) and

$$
\begin{equation*}
-C_{j k} \Sigma^{\alpha} D_{\alpha}^{B} \cdot D_{\gamma}^{B} D_{\delta}^{B}=K_{j k \gamma \beta}=\pi_{*}\left(D_{i} D_{j} D_{\gamma} D_{\delta}\right) \stackrel{\sqrt{3.44}}{=}\left(\pi_{*}\left(D_{j} D_{k}\right)\right)^{\alpha} D_{\alpha}^{B} \cdot\left(D_{\gamma}^{B} D_{\delta}^{B}\right) \tag{5.40}
\end{equation*}
$$

Moreover, we can write the right hand side in terms of the Chern-Simons term using the definition 4.30) to

$$
\begin{align*}
\frac{1}{3} \sum_{\mathbf{R}} \chi_{\mathbf{R}} \sum_{\mathbf{w}_{\mathbf{R}}} \mathbf{w}_{(i} \mathbf{w}_{j} \mathbf{w}_{k)} & =-\frac{1}{2} \Theta_{\alpha(i} C_{j k)} \Sigma^{\alpha}  \tag{5.41}\\
\frac{1}{3} \sum_{\mathbf{R}} \chi_{\mathbf{R}} \sum_{w \in \mathbf{R}} \mathbf{w}_{i} & =K^{\alpha} \Theta_{i \alpha} . \tag{5.42}
\end{align*}
$$

Considering a $S U(5)$ model with the representations 5 and $\mathbf{1 0}$, whose weights are given in the tables 5 and 6. we see that the left hand side of the second equation 5.42 is trivial. The vanishing of the right hand side is implied by the condition 4.28).
Applying these flux conditions 4.28 on the term to the right hand side of equation (5.41), we see that the right hand side vanishes.
Examining the first equation for $i=1, j=2, k=2$, we get the condition

$$
\begin{equation*}
\chi_{5}+\chi_{10}=0 \tag{5.43}
\end{equation*}
$$

where we used that $\chi_{\overline{\mathbf{R}}}=-\chi_{\mathbf{R}}$. The result of equation 5.43 is crucial, because it allows us to express the two chiral indices as each other such that only one independent chiral index family is left. Now all ingredient are collected to express the chiral index in terms of the Chern-Simons term $\Theta_{i j}$.

## SU(5) Model

In the case of the $S U(5)$ model that we like to consider, we evaluate the relation between the Chern-Simons term and the one-loop contribution in equation 5.25 using the sign functions computed in the previous subsection and the weights of the representations which are all given in the tables 5 and 6 to find the non-vanishing components of the Chern-Simons contribution to be [9, section 6.4.1]

$$
\begin{equation*}
\chi_{\mathbf{5}}=-\chi_{\mathbf{1 0}}=-\Theta_{22}=\Theta_{24}=\Theta_{33}=-\Theta_{34} \tag{5.44}
\end{equation*}
$$

### 5.4 Reduced Intersection Pairing

Our goal is to express the chiral index for a given gauge group in terms of the background flux and the information about the base manifold. From the previous discussion, we can already express the chiral index in terms of the Cherm-Simons term $\Theta_{I} \sqrt{14}$ According to the definition of this Chern-Simons term 4.30 depending on the background flux $\left[G_{4}\right]=\phi^{I J} D_{I} D_{J}$ in the bases $D_{I} D_{J}$, the Chern-Simons term reads

$$
\begin{equation*}
\Theta_{I J}=\phi^{K L} K_{I J K L} \tag{5.45}
\end{equation*}
$$

with the quadruple intersection numbers that have already been computed in table 3. In the basis $D_{I} D_{J}$, the quadruple intersection numbers can be interpreted as a matrix, called the intersection matrix $15 M$. In order to express the chiral index in terms of the flux input $\phi^{I J}$, we have to solve the set of linear equations (5.45).

In principle, we can just use the pushforeward technique to express the quadruple intersection numbers in terms of triple intersection numbers but in addition we would like to impose the consistency constrains at the same time.
The idea proposed in [9], is to reduce the intersection matrix, i.e restrict it to a subspace. That means we change the base $D_{I} D_{J}$ to a possible smaller basis without losing information. There are two approaches to do so. The first one employs the flux consistency conditions (4.31) and investigates the resulting restriction on the flux input $\phi^{K L}$. The other approach involves finding nullvectors of the intersection matrix and deleting these redundancies from the basis.
We pursue the first one and start with employing the condition $\Theta_{\alpha I}=0$ which is a redundancy of the size of the subspace spanned by $\left\{D_{I} D_{\alpha}\right\}$. This information can be used to express all components $\phi^{I \alpha}$ in terms of the components $\phi^{\hat{J} \hat{K}}$ with $\hat{J} \neq \alpha \neq \hat{K}$. We will keep this notation $\hat{I}=(0, i) 16$ Let us first sketch the general idea. We can order the basis like $\Theta_{I J}=\left(\Theta_{I \alpha}, \Theta_{\hat{K} \hat{L}}\right)$ and write equation (5.45) as

$$
\binom{\Theta_{I \alpha}}{\Theta_{\hat{K} \hat{L}}}=\underbrace{\left(\begin{array}{cc}
A & Q  \tag{5.46}\\
Q^{t} & B
\end{array}\right)}_{\text {intersection-matrix } M}\binom{\phi^{I \alpha}}{\phi^{\hat{K} \hat{L}}} \stackrel{\sqrt{4.31}}{=}\binom{0}{\Theta_{\hat{K} \hat{L}}}
$$

We perform the change of basis

$$
\binom{\phi^{I \alpha}}{\phi^{\hat{K}} \hat{L}} \mapsto\binom{\tilde{\phi}^{I \alpha}}{\tilde{\phi}^{\hat{K} \hat{L}}}=\underbrace{\left(\begin{array}{cc}
1 & A^{-1} Q  \tag{5.47}\\
0 & 1
\end{array}\right)}_{=: U}\binom{\phi^{I \alpha}}{\phi^{\hat{K} \hat{L}}}
$$

such that the condition 4.31) reads $\tilde{\phi}^{I \alpha}=0$. Note that this is rather a sketch of the idea. At this point we do not know if the inverse of $A$ does exists. So we can rather think of $A^{-1}$ as a pseudo-inverse.
Since the intersection matrix has to be viewed as a bilinear form, the matrix in the new basis reads

$$
U^{-t} M U^{-1}=\left(\begin{array}{cc}
A & 0  \tag{5.48}\\
0 & B-Q^{t} A^{-1} Q
\end{array}\right)
$$

After imposing the condition $\tilde{\phi}^{I \alpha}=0$, we can reduce the matrix to $\tilde{M}=B-Q^{t} A Q$. This is the intersection matrix that we want to find.

[^10]Since we have

$$
\binom{\Theta^{I \alpha}}{\Theta^{\hat{K} \hat{L}}}=\left(\begin{array}{cc}
A & 0  \tag{5.49}\\
Q^{t} & \tilde{M}
\end{array}\right)\binom{0}{\phi^{\hat{K} \hat{L}}}
$$

we can find the matrix $\tilde{M}$ by expressing $\Theta^{\hat{K} \hat{L}}$ in terms of $\phi^{\hat{K} \hat{L}}$.

Let us do this in more detail following [9]. At first we express $\Theta_{I J}$ in equation 5.45 in terms of different parts of the basis $D_{I} D_{J}$. We can write

$$
\begin{equation*}
\Theta_{I J}=\phi^{\hat{K} \hat{L}} K_{I J \hat{K} \hat{L}}+\phi^{\gamma 0} K_{\gamma 0 I J}+\phi^{\gamma \delta} K_{\gamma \delta I J}+\phi^{\gamma k} K_{\gamma k I J} \tag{5.50}
\end{equation*}
$$

Imposing the condition 4.31, we get

$$
\begin{align*}
& 0=\Theta_{\alpha 0}=\phi^{\hat{K} \hat{L}} K_{\hat{K} \hat{L} \alpha 0}+\phi^{\gamma 0} K_{\gamma 0 \alpha 0}+\phi^{\gamma \delta} K_{\gamma \delta \alpha 0}+\phi^{\gamma k} K_{\gamma k \alpha 0}=\phi^{\hat{K} \hat{L}} K_{\hat{K} \hat{L} \alpha 0}+\phi^{\gamma 0} K_{\gamma 0 \alpha 0}+\phi^{\gamma \delta} K_{\gamma \delta \alpha 0}  \tag{5.51a}\\
& 0=\Theta_{\alpha \beta}=\phi^{\hat{K} \hat{L}} K_{\hat{K} \hat{L} \alpha \beta}+\phi^{\gamma 0} K_{\gamma 0 \alpha \beta}+\phi^{\gamma \delta} K_{\gamma \delta \alpha \beta}+\phi^{\gamma k} K_{\gamma k \alpha \beta}=\phi^{\hat{K} \hat{L}} K_{\hat{K} \hat{L} \alpha \beta}+\phi^{\gamma 0} K_{\gamma 0 \alpha \beta}  \tag{5.51b}\\
& 0=\Theta_{\alpha i}=\phi^{\hat{K} \hat{L}} K_{\hat{K} \hat{L} \alpha i}+\phi^{\gamma 0} K_{\gamma 0 \alpha i}+\phi^{\gamma \delta} K_{\gamma \delta \alpha i}+\phi^{\gamma k} K_{\gamma k \alpha i}=\phi^{\hat{K} \hat{L}} K_{\hat{K} \hat{L} \alpha i}+\phi^{\gamma k} K_{\gamma k \alpha i} . \tag{5.51c}
\end{align*}
$$

The third equality sign in the equations (5.51) uses the properties of the quadruple intersections numbers discussed in section 3.4 . We want to express the terms involving $\phi^{\alpha I} K_{\alpha I \hat{F} \hat{G}}$ in terms of $\phi^{\hat{K} \hat{L}}$. From the equations 5.51 we get the relations

$$
\begin{align*}
& \phi^{\alpha 0} K_{\alpha 000}=K^{\gamma} K^{\delta} \phi^{\alpha 0} K_{\alpha 0 \gamma \delta} \\
& \text { 5.51b }-K^{\gamma} K^{\delta} \phi^{\hat{K} \hat{L}} K_{\hat{K} \hat{L} \gamma \delta}  \tag{5.52a}\\
& \phi^{\alpha \beta} K_{\alpha \beta 00} \stackrel{5.51 \mathrm{a}}{=}-\left(\phi^{\hat{K} \hat{L}} K_{\hat{K} \hat{L} \alpha \gamma}+\phi^{\gamma 0} K_{\delta 0 \gamma 0}\right) K^{\gamma} \\
& \stackrel{5.51 b}{=}\left(-\phi^{\hat{K} \hat{L}} K_{\gamma 0 \hat{K} \hat{L}}+K^{\delta} \phi^{\hat{K} \hat{L}} K_{\hat{K} \hat{L} \gamma \delta}\right) K^{\gamma}  \tag{5.52b}\\
& \phi^{\alpha \beta} K_{\alpha \beta i k}=-C_{i k} \Sigma^{\delta} \phi^{\alpha \beta} K_{\alpha \beta \delta 0} \\
& =\left(-\phi^{\hat{K} \hat{L}} K_{\alpha 0}+K^{\delta} \phi^{\hat{K} \hat{L}} K_{\hat{K} \hat{L} \alpha \delta}\right) \Sigma^{\alpha}\left(-C_{i k}\right), \tag{5.52c}
\end{align*}
$$

where $C_{i k}$ is the Cartan matrix and $\Sigma^{\alpha}$ is defined via $\Sigma=\Sigma^{\alpha} D_{\alpha}^{B}$. We have not expressed $\phi^{\alpha i}$ yet since it is more difficult. We will circumvent this problem later.
At next, we look at $\Theta^{\hat{K} \hat{L}}$ in terms of $\phi^{\hat{K} \hat{L}}$. Note that $\Theta_{i 0}$ always vanishes. For $\Theta_{00}$ we compute

$$
\begin{align*}
\Theta_{00} & =\phi^{\alpha 0} K_{\alpha 000}+\phi^{\alpha \beta} K_{\alpha \beta 00}+\phi^{\hat{K} \hat{L}} K_{\hat{K} \hat{L} 00} \\
& =-K^{\gamma} K^{\delta} \phi^{\hat{K} \hat{L}} K_{\hat{K} \hat{L} \gamma \delta}+\phi^{00} K_{0000}-K^{\alpha} \phi^{\hat{K} \hat{L}}+K^{\alpha} K^{\delta} \phi^{\hat{K} \hat{L}} K_{\hat{K} \hat{L} \alpha \delta}  \tag{5.53}\\
& =0
\end{align*}
$$

This implies that only $\Theta_{i j}$ is non-trivial. When expressing the remaining $\Theta_{i j}$ in terms of $\phi^{\hat{K} \hat{L}}$, we reach the point where we need to deal with $\phi^{k \gamma} K_{i j k \gamma}$, which is nontrivial. We compute

$$
\begin{equation*}
-\phi^{k l} K_{k l \alpha i}\left(C^{-1}\right)^{i j} W_{f g \mid j} \stackrel{5.51 c}{=} \phi^{\gamma k} W_{\gamma k \alpha i}\left(C^{i j}\right) W_{f g \mid j}=\phi^{k \gamma} K_{f g k \gamma} . \tag{5.54}
\end{equation*}
$$

The expression $W_{f g \mid i}$ is defined by $K_{f g i \alpha}=D_{\alpha}^{B} \Sigma W_{f g \mid i}$. Recall, that $\Sigma$ is the class of the singular divisor in the base threefold. By carefully looking at the pushforward procedure 3.5 especially at equation 3.46 for the last blow-down step, we see that this definition is well defined.
We can use equation (5.54) for the remaining Chern-Simons part

$$
\begin{align*}
\Theta_{i j} & =\phi^{\alpha \beta} K_{\alpha \beta i j}+\phi^{\alpha k} K_{\alpha k i j}+\phi^{k l} K_{i j k l}  \tag{5.55a}\\
& =\left(-\phi^{\hat{K} \hat{L}} K_{\hat{K} \hat{L} \alpha 0}+K^{\delta} \phi^{\hat{K} \hat{L}} K_{\hat{K} \hat{L} \alpha \delta}\right) \Sigma^{\alpha} C_{i j}  \tag{5.55b}\\
& \left.=K^{\delta} \phi^{k l} K_{\alpha \delta k l}\right) \Sigma^{\alpha} C_{i j}+\phi^{k \alpha} K_{i j k \alpha}  \tag{5.55c}\\
& \xlongequal{5.54, \sqrt{3.41}} \phi^{k l}\left[K_{i j k l}+K \Sigma^{2} C_{i j} C_{k l}-W_{k l f}\left(C^{-1}\right)^{f g} W_{i j \mid g}\right] \tag{5.55d}
\end{align*}
$$

From the last line 5.55 d , we can read off the reduced intersection matrix

$$
\begin{equation*}
\tilde{M}_{(i j)(k l)}=K_{i j k l}+K \Sigma^{2} C_{i j} C_{k l}-W_{k l f}\left(C^{-1}\right)^{f g} W_{i j \mid g} \tag{5.56}
\end{equation*}
$$

which coincides with the result of [9, equation C.13].
This completes the story of the chiral index, because we can write the chiral index for a given gauge algebra just in terms of the triple intersection numbers using the pushforward technique 3.5 and the $G_{4}$ flux input written in a new basis, such that it is consistent with the consistency conditions 4.31.

Let us apply this to the Georgi-Glashow $S U(5)$ model.

## SU(5) Grand Unified Theory Model

Now we have all ingredients to express the chiral index of the $S U(5)$ theory in terms of triple intersection numbers and the flux-input $\tilde{\phi}^{k l}$, such that the flux is consistent with all the consistency conditions. We can compute the reduced intersection matrix (5.56) concretely using the quadruple intersection numbers of table 3 and 4 We have to combine this with the relation between the chiral matter index and the Chern-Simons term given in equation $\boxed{5.44}$ to comput ${ }^{17}$

$$
\begin{align*}
\chi_{\mathbf{5}}=-\chi_{\mathbf{1 0}} & =-\Theta_{22}=-\tilde{\phi}^{22} \tilde{K}_{2222}+-\tilde{\phi}^{24} \tilde{K}_{2422}+-\tilde{\phi}^{33} \tilde{K}_{3322}-\tilde{\phi}^{34} \tilde{K}_{3422}  \tag{5.57}\\
& =\left(-\tilde{\phi}^{22}+\tilde{\phi}^{24}+\tilde{\phi}^{33}-\tilde{\phi}^{34}\right) \frac{1}{5} K_{B} \Sigma\left(6 K_{B}+5 \Sigma\right)  \tag{5.58}\\
& =\left(-\tilde{\phi}^{22}+\tilde{\phi}^{24}+\tilde{\phi}^{33}-\tilde{\phi}^{34}\right) \frac{1}{5} \Sigma \cdot\left[a_{1}\right] \cdot\left[a_{6,5}\right] \tag{5.59}
\end{align*}
$$

All other $\phi^{k l}$ have to be zero.
This closes the discussion of the dependency of the chiral index on the flux input, except for the question, how the input in the usual basis $D_{I} D_{J}$ would look like. We know that $\phi^{\hat{K} \hat{L}}=\tilde{\phi}^{\hat{K}} \hat{L}$. It remains to derive the components $\phi^{I \alpha}$ from the given components above. They are determined by the conditions 5.52 . From the first one 5.52a, we see

$$
\begin{equation*}
\phi^{0 \gamma}=-\phi^{00} K^{\gamma}-\phi^{i j} C_{i j} \Sigma^{\gamma} \tag{5.60}
\end{equation*}
$$

[^11]We can use this together with the second condition 5.52b to determine the components involving two Greek letters to be

$$
\begin{align*}
\phi^{\gamma \beta} D_{\alpha}^{B} D_{\beta}^{B} D_{\gamma}^{B} & =D_{\alpha}^{B} K^{2} \phi^{00}-D_{\alpha}^{B} D_{\beta}^{B} D_{\gamma}^{B} K^{\gamma} \phi^{0 \beta} \\
& \stackrel{5.60}{=} D_{\alpha}^{B} K^{2} \phi^{00}-D_{\alpha}^{B} D_{\beta}^{B} D_{\gamma}^{B} K^{\gamma}\left(-\phi^{00}-\phi^{i j} C_{i j} \Sigma^{\beta}\right)  \tag{5.61}\\
& =D_{\alpha}^{B} D_{\beta}^{B} D_{\gamma}^{B} K^{\gamma} \Sigma^{\beta} \phi^{i j} C_{i j} \\
\Rightarrow \phi^{\gamma \beta} & =K^{\beta} \Sigma^{\gamma} C_{i j} \phi^{i j}
\end{align*}
$$

The remaining components of the form $\phi^{j \beta}$ are much harder to compute. We have to solve

$$
\begin{align*}
\phi^{j \beta} K_{i \alpha j \beta} & =\phi^{k l} K_{i \alpha k l}  \tag{5.62}\\
\Leftrightarrow \phi^{j \beta} D_{\alpha}^{B} D_{\beta}^{B} \Sigma & =-\phi^{k l}\left(C^{-1}\right)^{i j} K_{i \alpha k l} . \tag{5.63}
\end{align*}
$$

There is no way that the author is familiar with, how to do this in general. But in the $S U(5)$ model, we know every single component of $K_{i \alpha k l}$ by table 4 and which of the $\phi^{k l}$ components are non-zero by (5.57). Using this information, we obtain the missing components

$$
\phi^{i \beta}=\frac{1}{5}\left(\begin{array}{c}
-\left(8 \phi^{22}+2\left(\phi^{24}+\phi^{33}\right)+3 \phi^{34}\right) K^{\beta}-5\left(2 \phi^{22}+\phi^{33}\right) \Sigma^{\beta}  \tag{5.64}\\
\left(-6 \phi^{22}+\phi^{24}-4 \phi^{33}-6 \phi^{34}\right) K^{\beta}-5\left(3 \phi^{22}+2 \phi^{33}\right) \Sigma^{\beta} \\
\left(11 \phi^{22}-\phi^{24}+9 \phi^{33}-4 \phi^{34}\right) K^{\beta}-5 \phi^{33} \Sigma^{\beta} \\
\left(8 \phi^{22}+2\left(\phi^{24}+\phi^{33}\right)+3 \phi^{34}\right) K^{\beta}+5\left(\phi^{34}-\phi^{33}\right) \Sigma^{\beta}
\end{array}\right)
$$

The flux input $\phi^{i \beta}$ also has to satisfy the integrality condition 4.25, which imposes contrains on the flux input $\phi^{i j}$. In 9 it was argued that this ensures the chiral index to be an integer despite the fraction in 5.59 .

To conclude, we derived an algorithm that allows us to compute the chiral index $\chi_{\mathbf{R}}\left(\tilde{\phi}^{i j}, K_{\alpha \beta \gamma}^{B}\right)$ in terms of the flux input $\tilde{\phi}^{i j}$ in the basis described above and the triple intersection numbers $K_{\alpha \beta \gamma}^{B}$ of the base threefold. For the $S U(5)$ model, we even derived $\chi_{\mathbf{R}}\left(\phi^{i j}, K_{\alpha \beta \gamma}^{B}\right)$ in the canonical basis $\left[G_{4}\right]=\phi^{i j} D_{i j}$. The procedure above suggests that with a complete knowledge of the intersection numbers, that can be gained with the pushforward technique, it might be possible to write $\chi_{\mathbf{R}}\left(\phi^{i j}, K_{\alpha \beta \gamma}^{B}\right)$ in the canonical flux basis for arbitrary gauge groups.

Let us take one step back and recall how we obtained the chiral index in terms of the Chern-Simons term $\chi_{\mathbf{R}}\left(\Theta_{i j}\right)$. The key observation was the matching of the M-theory Chern-Simons action with the corresponding contribution on the type IIB side, which included the chiral index 5.25 . The resources used to evaluate $\chi_{\mathbf{R}}$ in terms of $\Theta_{i j}$ are the weights of representation $w_{i}$, the values of the sign functions of the fermion masses $\operatorname{sign}\left(M^{f}\right)=\operatorname{sign}\left(\mathbf{w}_{k} \zeta^{k}\right)$ and the anomaly cancellation. The weights are purely Lie algebraic information, determined by the representation. The possible representations are determined by the gauge enhancement over the codimension two loci. If we restrict ourselves to $\mathfrak{s u}(N)_{n \geqslant 3}$ Lie algebras and assume only the Tate model with general coefficients, we only have $\mathbf{N}$ and $\frac{1}{2} \mathbf{N}(\mathbf{N}-1)$ as representations 37. The gauge algebra can be recovered from the Cartan matrix and the Cartan matrix in encoded in the intersection numbers via $K_{i j \alpha \beta}=-C_{i j} \Sigma^{\gamma} K_{\alpha \beta \gamma}^{B}$.
On the other side, the sign function was determined by equation 5.26 using again the weights as well as the intersection numbers involving three Cartan indices and the classes of the matter curves. The first piece of information is as well encoded in the quadruple intersection numbers of the resolved fourfold.

The anomaly cancellation was used to reduce the question of determining two chiral indices to the question of one independent chiral index. The entire algorithm presented here is not necessarily suitable for multiple independent chiral indices, if we do not want to explicitely solve the system of linear equations 5.25. It has been shown for certain models [9] that the chiral anomaly cancellation reduces the chiral index to one independend family.
Finally, the translation of the Chern-Simons term $\Theta_{i j}$ in the flux input $\phi^{i j}$ seems to be computable, at least into the basis $\tilde{\phi}^{i j}$, only with the quadruple intersection numbers as input.
To summarize, under the certain conditions mentioned previously, the chiral index can be fully determined using the quadruple intersection numbers of the resolved fourfold. The authors of [9] even found, that in all the models they studied, with the exception of $S O(11)$, that the number of independent chiral families matches with the rank of the reduced intersection matrix $\tilde{K}_{(\hat{I} \hat{J}),(\hat{K} \hat{L})}$.
The quadruple intersection numbers appear to be the gate to the chiral matter spectrum. We want to use the quadruple intersection numbers as a connection point to asymptotic Hodge theory, that will be introduced the following section. The same quadruple intersection numbers will appear in that theory as well, which suggest a deeper connection between the asymptotic Hodge theory and the chiral index.

## 6 Asymptotic Hodge Theory

We briefly mentioned the moduli space already in section 2.1 One can roughly think about the moduli space as the space of all deformations of the geometry of a Calabi-Yau manifold. Asymptotic Hodge theory has been sucessfully used to classify singularities in complex structure moduli space. The reason, why we are interested in this theory here, is that in a certain setting it comprises the quadruple intersection numbers. Technically speaking, the quadruple intersection numbers of a smooth Calabi-Yau fourfold appear in the log monodromy matrix associated to the singularities in the complex structure moduli space of the mirror manifold of that smooth, resolved Calabi-Yau fourfold. In particular, the space of all deformations of the complex-structure of a complex manifold is called the complex structure moduli space. This is the motivation to investigate the possibility of combining the previous story about the chiral index with the asmyptotic Hodge theory.
We start reviewing mixed Hodge structures in 6.1 and how they can be used to classify singularities in the moduli space of a Calabi-Yau manifold in6.2. In the latter section we also see that quadruple intersections are arising from certain singularities. In section 6.3 we set the stage for investigations on possible connections between the chiral index and singularities in moduli space. We first extract some information about the intersection numbers from the classification of singularities and later discuss the significance of quadruple intersection numbers in the derivation of the chiral index.

### 6.1 Mixed Hodge structures

Before we review mixed Hodge structures, we start with the special case of a pure Hodge structure primarily following [72]. This might be known from the Hodge decomposition of the cohomology space of forms on a manifold, but we start slightly more general.

## Pure Hodge Structure

A pure Hodge structure of weight $n \geqslant 0$ on the rational vector space $V$ is given by the decomposition

$$
\begin{equation*}
V_{\mathbb{C}}:=V \otimes \mathbb{C}=\bigoplus_{p+q=n} V_{\mathbb{C}}^{p, q} \quad \text { with } \quad \overline{V^{p, q}}=V^{q, p} \text { and } p, q \in \mathbb{N} \tag{6.1}
\end{equation*}
$$

An equivalent definition of a pure Hodge structure is via the finite, decreasing Hodge filtration

$$
\begin{equation*}
0 \subset F^{n} \subset F^{n-1} \subset \cdots \subset F^{1} \subset F^{0}=V_{\mathbb{C}} \quad \text { such that } V_{\mathbb{C}}=F^{k} \oplus \overline{F^{n+1-k}} \tag{6.2}
\end{equation*}
$$

These equivalent definitions are related by

$$
\begin{equation*}
F^{k}=\bigoplus_{p \geqslant k} V^{p, n-p} \quad \text { and } \quad V^{p, q}=F^{p} \cap \overline{F^{q}} \tag{6.3}
\end{equation*}
$$

At next we want to equip the Hodge structure with an additional structure called a polarization, which is given by the bilinear form $Q$ on $V_{\mathbb{C}}$. A Hodge structure is called $Q$-polarized if the Hodge-Riemann relations

$$
\begin{gather*}
Q\left(V^{p, q}, V^{r, s}\right)=0 \quad \text { for } \quad(p, q) \neq(r, s)  \tag{6.4}\\
i^{p-q} Q(v, \bar{v})>0 \quad \text { for all } \quad 0 \neq v \in V^{p, q} \tag{6.5}
\end{gather*}
$$

are satisfied.

## Mixed Hodge Structure

A mixed Hodge structure can be defined by two filtrations $W_{\ell}$ and $F^{k}$, where $W_{\ell}$ is a decreasing filtration of $V$ and $F^{k}$ is an increasing filtration of $V_{\mathbb{C}}$ such that it induces a Hodge structure on the graded quotients

$$
\begin{equation*}
W_{\ell}^{g r}:=W_{\ell} / W_{\ell-1} \tag{6.6}
\end{equation*}
$$

with weight $\ell$.
Let us illustrate this definition with an example. Let $V$ be the sum of all rational cohomology spaces of a Kähler manifold $Y$

$$
\begin{equation*}
V=H(Y, \mathbb{Q})=\bigoplus_{n} H^{n}(Y, \mathbb{Q}) \tag{6.7}
\end{equation*}
$$

By defining the two filtrations

$$
\begin{align*}
W_{\ell} & =\bigoplus_{n \leqslant \ell} H^{n}(X, \mathbb{Q})  \tag{6.8}\\
F^{k} & =\bigoplus_{p \geqslant k} H^{p, \bullet}(Y, \mathbb{C})=\bigoplus_{j} \bigoplus_{p \geqslant k} H^{p, j}(Y, \mathbb{C}) \tag{6.9}
\end{align*}
$$

$V$ is equipped with a mixed Hodge structure. The graded quotient of the increasing filtration is given by

$$
\begin{equation*}
W_{\ell}^{g r}=W_{\ell} / W_{\ell-1}=H^{\ell}(Y, \mathbb{Q}) \tag{6.10}
\end{equation*}
$$

The decreasing filtration $F^{k}$ defines a pure Hodge structure on the quotient $W_{\ell}^{g r}$ with weight $\ell$ via the Hodge filtration

$$
\begin{equation*}
F_{\ell}^{k}=\bigoplus_{p \geqslant k} H^{p, \ell-p}(Y, \mathbb{C}) \tag{6.11}
\end{equation*}
$$

The condition 6.2 is satisfied via

$$
\begin{equation*}
H^{\ell}(Y, \mathbb{C})=\left(\bigoplus_{p \geqslant k} H^{p, \ell-p}\right) \oplus\left(\bigoplus_{q<k} H^{q, \ell-q}\right)=\left(\bigoplus_{p \geqslant k} H^{p, \ell-p}\right) \oplus\left(\underset{-((\ell-p)+1) \geqslant-k}{ } H^{\ell-p, p}\right)=F_{\ell}^{k} \oplus \overline{F^{\ell+1-k}} \tag{6.12}
\end{equation*}
$$

At next we want to discuss polarized, mixed Hodge structures. Before we come to the definition of a polarized mixed Hodge structure, let us mention that an increasing filtration $W_{\ell}$ with $W_{2 D}=V$ can be described by a nilpotent endomophism $N: V \rightarrow V$ that satisfies the conditions

$$
\begin{equation*}
N\left(W_{\ell}\right) \subset W_{\ell-2} \tag{6.13}
\end{equation*}
$$

and that $N^{\ell}$ induces an isomorphism $W_{D+\ell}^{g r} \rightarrow W_{D-\ell}^{g r}$ for all $0 \leqslant \ell \leqslant D$ 73, lemma 6.4], 12. The increasing filtration can be computed inductively for a given $N$ and is denoted by $W(N)$.
A Q-polarized mixed Hodge structure on $V$ is a mixed Hodge structure given by the two filtrations $(W, F)$, where $W_{2 D}=V$, and a set of nilpotent, commuting endomorphisms $\left\{N_{1} \ldots N_{r}\right\}$ on $V$ satisfying the conditions

- For all $i=1 \ldots r$ holds $N_{i}^{D+1}=0$ and $W=W\left(N_{i}\right)$.
- $F$ is Q -isotropic, i.e. $Q\left(F^{p}, F^{q}\right)=0$ for all $p+q=2 D+1$.
- $N_{i} F^{p} \subset F^{p-1}$
- $F$ induces a Hodge structure on the primitive space

$$
\begin{equation*}
P\left(N_{i}\right)_{\ell}:=\operatorname{ker}\left(N_{i}^{\ell+1}: W_{D+\ell}^{g r} \rightarrow W_{D-\ell-2}^{g r}\right) \tag{6.14}
\end{equation*}
$$

which is polarized by $Q^{N}(\cdot, \cdot):=Q\left(\cdot, N^{\ell}\right)$.

## Hodge Deligne Splitting

There is another way to encode a mixed Hodge structure, namely via the Deligne splitting, which is a decomposition

$$
\begin{equation*}
V_{\mathrm{C}}=\bigoplus_{p, q} I^{p, q}, \tag{6.15}
\end{equation*}
$$

If we define the subspaces $I^{p, q}$ as

$$
\begin{equation*}
I^{p, q}=F^{p} \cap W_{p+q} \otimes \mathbb{C} \cap\left(\overline{F^{q}} \cap W_{p+q} \otimes \mathbb{C}+\overline{\sum_{j \geqslant 0} F^{q-1-j} \cap W_{p+q-2-j} \otimes \mathbb{C}}\right) \tag{6.16}
\end{equation*}
$$

it relates to the filtrations via

$$
\begin{equation*}
F^{p}=\bigoplus_{s} \bigoplus_{p \geqslant r} I^{r, s}, \quad W_{\ell} \otimes \mathbb{C}=\bigoplus_{p+q \leqslant \ell} I^{p, q} . \tag{6.17}
\end{equation*}
$$

This also implies that the complexified, graded quotient $W_{\ell}^{g r} \otimes \mathbb{C}$ admits the decomposition in terms of the $I^{p, q}$ splitting

$$
\begin{equation*}
W_{\ell}^{g r} \otimes \mathbb{C}=\oplus_{p+q=\ell} I^{p, q} . \tag{6.18}
\end{equation*}
$$

We call a mixed Hodge structure $\mathbb{R}$-split, if $\overline{I^{p, q}}=I^{q, p}$ holds.
In the example above, we can compute that $I^{p, q}=H^{p, q}$ and hence this mixed Hodge structure is indeed R-split.

### 6.2 Singularities in Moduli Space

We want to use the concept of mixed Hodge structures in order to investigate what happens to a Calabi-Yau manifold $X$ with complex dimension $D$, if we approach a boundary of the complex structure moduli space $\mathcal{M}_{c s}$. A useful object for the study of Calabi-Yau manifolds is the period vector $\Pi$ which is defined as the coefficients of the unique ( $D, 0$ )-form $\Omega$ in a fixed basis of the middle cohomology $H^{D}(X, \mathbb{C})$.
The period vector varies over the moduli space and actually diverges when approaching a singularity in moduli space. This means that the middle cohomology and even the entire Hodge decomposition is not valid at these singularities. The behaviour of the period vector near the singularity still gives lots of information about the singularity itself though.
Let us consider a singular point $P$ in the moduli space. It may be part of a larger singularity which is locally of dimension $\operatorname{dim}\left(\mathcal{M}_{c s}\right)-n_{p}$. We fix a local coordinate system $z_{1} \ldots z_{n_{P}}$ such that $z_{1}=\ldots z_{n_{P}}=0$ gives this larger singularity in which $P$ lies. This means that $P$ lies on the intersection of the singular locis $\left\{z_{j}=0\right\}$
in the local picture. When going around one of these singular locis (symbolized by $z \rightarrow e^{2 \pi i} z$ ), the period vector picks ups a monodromy

$$
\begin{equation*}
\Pi\left(z_{j}\right) \rightarrow \Pi\left(e^{2 \pi i} z_{j}\right)=T_{j} \Pi \tag{6.19}
\end{equation*}
$$

It turns out that monodromy matrices $T_{j}$ commute and are quasi-unipotent 12 , i.e. there exist $m_{i}, n_{i} \in \mathbb{N}$ such that

$$
\begin{equation*}
\left(T_{j}^{m_{j}}-\mathbb{1}\right)^{n_{j}}=0 . \tag{6.20}
\end{equation*}
$$

From this we can conclude the nilpotency of the log-monodromy matrices which are defined by

$$
\begin{equation*}
N_{j}:=\frac{1}{m_{j}} \ln \left(T_{j}^{m_{j}}\right) \tag{6.21}
\end{equation*}
$$

where $m_{j}$ are the minimal numbers satisfying equation 6.20.
In the limit of the singular loci $\left\{z_{j}=0\right\}$, the Hodge filtration $F^{p}$ approaches the limit

$$
\begin{equation*}
F_{0}^{p}:=\lim _{z_{j} \rightarrow 0} \exp \left[-\frac{1}{2 \pi i} \ln \left(z_{j}\right) N_{j}\right] F^{p} \tag{6.22}
\end{equation*}
$$

The filtration $F_{0}^{p}$, called the limiting Hodge filtration, form no longer a polarized Hodge filtration, because the bilinear form degenerates. But instead, together with the information of the matrix $N_{j},\left(W\left(N_{j}\right), F_{0}, N_{j}\right)$ forms a polarized mixed Hodge structure. This is a consequence of Schmids $\mathrm{Sl}_{2}$-orbit theorem 73]. This polarized mixed Hodge structure contains information about the singularity. It is a useful to use the Deligne splitting $I^{p, q}$ of this Hodge structure. It can be shown that by a change of basis of $H^{D}(X, \mathbb{C})$, the Deligne splitting can be made $\mathbb{R}$-split. The complex dimension of the spaces $I^{p, q}$ is denoted by $i^{p, q}$ and can be arranged in a diagram called the Hodge-Deligne diamond. For a fourfold, this is depicted in figure 2, These numbers are related to the Hodge numbers by 12

$$
\begin{equation*}
\sum_{q=0}^{D} i^{p, q}=h^{p, D-p} \tag{6.23}
\end{equation*}
$$

Moreover, they have the properties

$$
\begin{align*}
0 \leqslant i^{p, q}=i^{q, p}=i^{D-p, D-q} & \text { for all } p, q  \tag{6.24}\\
i^{p, q} \geqslant i^{p-1, q-1} & \text { for } p+q \leqslant D \tag{6.25}
\end{align*}
$$

In addition, we like to mention the fact 12

$$
\begin{equation*}
N_{j} I^{p, q} \subset I^{p-1, q-1} \tag{6.26}
\end{equation*}
$$



Figure 2: Arrangement of the Deligne splitting $i^{p, q}=\operatorname{dim}\left(I^{p, q}\right)$ for Calabi-Yau fourfolds.
Note that, due to $h^{D, 0}(X, \mathbb{C})=1$, we always have $\sum_{q=0}^{D} i^{p, q}=1$ and thus only for one $i^{D, q}=1$ and the other terms vanish. We can assign classes labeled by Latin numerals I, II, III, IV, V to Hodge-Deligne diamonds associated to the number $q=0,1,2,3,4$ where $i^{D, q}=1$.

If we approach the point $P$ which lies at the intersection of multiple singular loci in moduli space

$$
\begin{equation*}
P \in \bigcap_{j}\left\{z_{j}=0\right\} \tag{6.27}
\end{equation*}
$$

the limiting Hodge filtration $F_{0}^{p}$ is obtained by

$$
\begin{equation*}
F_{0}^{p}=\lim _{z_{j} \rightarrow 0} \exp \left[-\frac{1}{2 \pi i} \sum_{j=1}^{n_{P}} \ln \left(z_{j}\right) N_{j}\right] F^{p} . \tag{6.28}
\end{equation*}
$$

This limiting Hodge filtration, together with the matrix $\sum_{j=1}^{n_{p}} N_{j}$ gives rise to another Hodge-Deligne diamond. This also implies that at the intersection of two singular loci, the mixed Hodge-structure might change. For higher codimension singularities, this can be realized as a network of Hodge-Deligne diamonds. Given the type of the Hodge-Deligne diamond, the Hodge-Deligne diamond can be fully computed by the rank of powers of the corresponding nilpotent $\log$-monodromy matrix $N=\sum_{j \in J \subseteq \mathbb{N}_{\leqslant n_{p}}} N_{j}$. The reason for this lies in the condition, that the log monodromy matrices induce an isomorphism

$$
\begin{equation*}
N^{\ell}: \bigoplus_{p+q=D+\ell} I^{p, q} \cong \bigoplus_{p+q=D-\ell} I^{p, q} . \tag{6.29}
\end{equation*}
$$

We used that, due to equation (6.6), we can write the quotient 6.17) as

$$
\begin{equation*}
W_{\ell}^{g r} \otimes \mathbb{C}=\oplus_{p+q=\ell} I^{p, q} . \tag{6.30}
\end{equation*}
$$

Moreover, we can see that if $N_{A}^{4} \neq 0$, the Hodge-Deligne diamond has to be of type V and if $N_{A}^{3} \neq 0$, it has be at least of rank IV with $\operatorname{rk}\left(N_{A}^{3}\right)=2$.
This is the first step of a classification of Hodge-Deligne diagrams. A classification of Hodge-Deligne diagrams also means a classification of the polarized, mixed Hodge structures of $H^{D}(X, \mathbb{C})$ and therefore a classification of the singularities in the complex-structure moduli space.

In the following we want to focus on a specific kind of singularities in the complex structure moduli space
of smooth Calabi-Yau fourfolds $X$, namely the large complex-structure regime. The complex structure moduli space has dimension $h^{3,1}(X)$ and its coordinates are complex structure moduli $t^{j}$. We can define the singularity in the moduli space of $X$ by the limits 11

$$
\begin{equation*}
t^{j}=x^{j}+i y^{j}=\frac{1}{2 \pi i} \log \left(z^{j}\right) \rightarrow i \infty \tag{6.31}
\end{equation*}
$$

We want to make contact with the F-theory setting, as discussed previously. Therefore, we consider again the smooth Calabi-Yau fourfold $\hat{Y}_{4}$, which is the resolved fourfold of a singular elliptically fibered fourfold $Y_{4}$ over a base threefold $B_{3}$. The fourfold $\hat{Y}_{4}$ has $h^{1,1}(\hat{Y})$ Kähler moduli. Let $X$ denote the mirror fourfold of $\hat{Y}_{4}$. We will not review mirror symmetry but only refer to the reviews 74, 75. A key feature of mirror symmetry is, that the complex-structure moduli space and the Kähler moduli space are exchanged under the mirror map. Thus $X$ has $h^{1,1}\left(\hat{Y}_{4}\right)$ complex-structure moduli.
We assume the Kähler cone to be simplicial, which implies that there are $h^{1,1}\left(\hat{Y}_{4}\right)$ generators of the Kähler cone. Let $D_{\Omega}$ be a basis of the Kähler cone (in the following indexed by capital Greek letters). Finding this basis in terms of our known basis $D_{I}$ is in general not an easy task. The Kähler cone is dual to the Mori cone of effective holomorphic curves. There is exists an algorithm 76,77 to determine the Mori cone and hence the Kähler cone. There is no general formula $D_{\Omega}\left(D_{I}\right)$ known.
The space $H^{2,2}\left(\hat{Y}_{4}\right)$ is spanned by $D_{\Lambda \Sigma}=D_{\Lambda} \cdot D_{\Sigma}$, but this basis might be degenerate. Let $H_{\mu}$ denote a non-degenerate basis. So there exists a linear map $\zeta$ such that

$$
\begin{equation*}
D_{\Lambda \Sigma}=\zeta_{\Lambda \Sigma}^{\mu} H_{\mu} \tag{6.32}
\end{equation*}
$$

With this, we can reproduce the quadruple intersection numbers as

$$
\begin{equation*}
K_{\Lambda \Sigma \Gamma \Delta}=\zeta_{\Lambda \Sigma}^{\mu} H_{\mu} \cdot H_{\nu} \zeta_{\Gamma \Delta}^{\nu}=\zeta_{\Lambda \Sigma}^{\mu} \eta_{\mu \nu} \zeta_{\Gamma \delta}^{\nu} \tag{6.33}
\end{equation*}
$$

with $\eta_{\mu \nu}=H_{\mu} \cdot H_{\nu}$.
We introduced this notation because in [10] it has been found that the log-monodromy matrix $N_{\Omega}$ with $D_{\Omega}$ being a generator of the Kähler cone, for the singularity $t_{\Omega} \rightarrow i \infty$ in the complex-structure moduli space of the mirror fourfold $X$ of $\hat{Y}_{4}$ takes the form

$$
N_{\Omega}=\left(\begin{array}{ccccc}
0 & 0 & 0 & 0 & 0  \tag{6.34}\\
-\delta_{\Omega \Lambda^{\prime}} & 0 & 0 & 0 & 0 \\
0 & -\eta_{\mu^{\prime} \rho} \zeta_{\Omega \Sigma}^{\rho} & 0 & 0 & 0 \\
0 & 0 & -\zeta_{\Omega \Delta^{\prime}}^{\mu} & 0 & 0 \\
0 & 0 & 0 & -\delta_{\Omega \Delta} & 0
\end{array}\right)
$$

We denote the row labels with a prime and the column labels without a prime. The matrix $N_{\Omega}$ acts on vectors in the basis $\left(1, D_{\Sigma}, H_{\mu}, D_{\Delta}, 1\right)^{T}$.

We see that the quadruple intersection numbers of $\hat{Y}_{4}$ appear in the $\log$ monodromy matrices $N_{\Omega}$. This is exactly the connection point to the F-theory and chiral matter picture described in the previous section. We will exploit this connection further in the next subsection.

### 6.3 Applications to F-theory

In this subsection we want to deepen the discussion about the connection of large complex-structure singularities, preferable in terms of Hodge-Deligne diamonds, and the chiral index. The connection point is, as explained earlier, the quadruple intersection numbers appearing in the log-monodromy matrices $N_{\Omega}$ given in 6.34) and in the computation of the chiral index depending on the flux input.

There are now two approaches that we want to follow: At first we want to use our knowledge about the intersection numbers from previous sections to gain information about the Hodge-Deligne diamonds. We do this to investigate how much information about the intersection numbers we can extract for a given network of singularities. Similar analysis has been done for elliptically fibered threefolds in [78]. The second approach is to start with the chiral index and decompose it in the terms of the information that it consists of. Finally we discuss how far these loose ends can be tied together.

### 6.3.1 Hodge-Deligne Diamonds from Quadruple Intersection Numbers

We start with the Hodge-Deligne diamond that we try to determine computing the ranks of powers of the log-monodromy matrices $N_{\Omega}$ in equation 6.34).
We compute

$$
\begin{gather*}
N_{\Omega}^{2}=\left(\begin{array}{ccccc}
0 & & & & \\
0 & 0 & & & \\
\eta_{\mu^{\prime}} \rho_{\Omega \Omega}^{\rho} & 0 & 0 & & \\
0 & K_{\Omega \Sigma \Omega \Delta^{\prime}} & 0 & 0 & \\
0 & 0 & \zeta_{\Omega \Omega}^{\mu} & 0 & 0
\end{array}\right),  \tag{6.35a}\\
N_{\Omega}^{3}=\left(\begin{array}{cccccc}
0 & & & & & \\
0 & 0 & & \\
0 & 0 & 0 & \\
-K_{\Omega \Omega \Omega \Delta^{\prime}} & 0 & 0 & 0 & \\
0 & -K_{\Omega \Omega \Omega \Sigma} & 0 & 0 & 0
\end{array}\right),  \tag{6.35b}\\
N_{\Omega}^{4}=\left(\begin{array}{ccccc}
0 & & & & \\
0 & 0 & & \\
0 & 0 & 0 & & \\
0 & 0 & 0 & 0 & \\
K_{\Omega \Omega \Omega \Omega} & 0 & 0 & 0 & 0
\end{array}\right) . \tag{6.35c}
\end{gather*}
$$

We sum over indices that appear double, except of $\Omega$.
Even if the generators of the Kähler cone are known $D_{\Lambda}\left(D_{I}\right)$, it is still difficult to determine the rank of the log-monodromy matrix $N_{\Omega}$ due to the presence of the $\zeta$-term depending on the basis of $H_{2,2}^{\text {vert }}(\hat{Y})$.
The set of formal products $\left\{D_{\Lambda} D_{\Sigma}\right\}$ might have more elements than the dimension of $H_{2,2}^{\text {vert }}$ and therefore it degenerates as a basis. Let $V$ denote the space ${ }^{18}$ spanned by $D_{\Lambda} D_{\Sigma}$ as independent symbols. We can interpret $\zeta$ as the projection in $V$ on $H_{2,2}^{\text {vert }}$. According to 9 , the reduced intersection matrix $M_{(\Lambda \Sigma)(\Gamma \Delta)}$, which is defined by dividing out the nullspace of the intersection matrix, gives a non-degenerate intersection

[^12]pairing on $H_{2,2}^{\text {vert }}$.
This means that $\eta_{\mu \nu}$ is non-degenerate as a bilinear form due to 6.33) and we have $\operatorname{rk}\left(\eta_{\mu \nu}\right)=\operatorname{rk}\left(M_{(\Lambda \Sigma)(\Gamma \Delta)}\right)$. Although $M_{(\Lambda \Sigma)(\Gamma \Delta)}$ is not necessarily a projection on $H_{2,2}^{\text {vert }}$, it is surjective on that space and zero everywhere else. Therefore, $\zeta_{\Lambda \Sigma}^{\mu}$ can be replaced by $\delta_{(\Lambda \Sigma)}^{(\Gamma \Delta)} M_{(\Gamma \Delta)(\Pi \Psi)} \sqrt{19}^{19}$ without a change of the rank. Doing this replacement, we get the matrix $\tilde{N}_{\Omega}$ with $\operatorname{rk}\left(\tilde{N}_{\Omega}\right)=\operatorname{rk}\left(N_{\Omega}\right)$ and
\[

\tilde{N}_{\Omega}=\left($$
\begin{array}{ccccc}
0 & 0 & 0 & 0 & 0  \tag{6.36}\\
-\delta_{\Omega \Lambda^{\prime}} & 0 & 0 & 0 & 0 \\
0 & -M_{\left(\Gamma^{\prime} \Delta^{\prime}\right) \Omega \Sigma} & 0 & 0 & 0 \\
0 & 0 & -M_{\Delta^{\prime} \Omega(\Lambda \Sigma)} & 0 & 0 \\
0 & 0 & 0 & -\delta_{\Omega \Delta} & 0
\end{array}
$$\right) .
\]

The ranks of all powers of the log-monodromy matrices can now be determined by the quadruple intersection numbers of the generators of the Kähler cone $K_{\Lambda \Sigma г \Delta}$.

Next we briefly touch how the ranks of $N_{\Omega}^{k}$ can be used to determine the diamond.
If $N_{\Omega}^{4} \neq 0$, it follows from equation (6.26) that the corresponding Hodge-Deligne diamond has to be of type V. Utilizing the relation 6.24) of the $i^{p, q}$ entries, a Hodge-Deligne diamond of type V takes the form as depicted in 6.37
- $i^{4,4}$
- $i^{4,3} \cdot i^{3,4}$
- $i^{4,2} \cdot i^{3,3} \cdot i^{2,4}$
- $i^{4,1} \cdot i^{3,2} \cdot i^{2,3} \cdot i^{1,4}$
$\cdot i^{4,0} \cdot i^{3,1} \cdot i^{2,2} \cdot i^{1,3} \cdot i^{0,4} \quad \stackrel{\text { type }}{=}$
$\cdot i^{3,0} \cdot i^{2,1} \cdot i^{1,2} \cdot i^{0,3}$
$\cdot i^{2,0} \cdot i^{1,1} \cdot i^{0,2}$
$\cdot i^{1,0} \cdot i^{0,1}$
- $i^{0,0}$

A dot without additional label represents a one.
We can use equation (6.23) to determine two of the four numbers in 6.37 ) in terms of the Hodge numbers $h^{1,3}(X)$ and $h^{2,2}(X)$, i.e.

$$
\begin{align*}
c & =h^{1,3}(X)-a-b  \tag{6.38}\\
d & =h^{2,2}(X)-2 b \tag{6.39}
\end{align*}
$$

Only $a, b$ are unknown yet but they will be related to the rank of $N_{\Omega}$ and $N_{\Omega}^{2}$ in the following.
We start analyzing the isomorphisms 6.29 for $\ell=2$. According to equation 6.26, the operator $N_{\Omega}^{2}$ maps the one-dimensional space $I^{4,4}$ to the $d$ dimensional space $I^{2,2}$ and from this space into the one dimensional space $I^{0,0}$ which cannot be the zero map. That first map and the second map have both a one-dimensional image. In addition we know that $N_{\Omega}^{2}$ induces an isomorphism between the $a$-dimensional spaces $I^{3,3}$ and $I^{1,1}$. Therefore we have

$$
\begin{equation*}
\operatorname{rk}\left(N_{\Omega}^{2}\right)=a+2 \tag{6.40}
\end{equation*}
$$

[^13]In the same way, we can analyze the rank of $N_{\Omega}$ to be

$$
\begin{equation*}
\operatorname{rk}\left(N_{\Omega}\right)=2 a+2 b+2, \tag{6.41}
\end{equation*}
$$

because $N_{\Omega}$ induces an isomorphism on $I^{2,3} \rightarrow I^{1,3}$ and their complex conjugates.
In an analog way, if $K_{\Omega \Omega \Omega \Omega}=0$ and $K_{\Omega \Omega \Omega \Sigma} \neq 0$, we are in type IV. A Hodge-Delinge diamond of type IV takes the form


Using again the isomorphism in equation $\sqrt{6.29}$, we get the relations

$$
\begin{align*}
& \operatorname{rk}\left(N_{\Omega}\right)=4+2 a+2 b  \tag{6.43a}\\
& \operatorname{rk}\left(N_{\Omega}^{2}\right)=4+a  \tag{6.43b}\\
& \operatorname{rk}\left(N_{\Omega}^{3}\right)=2  \tag{6.43c}\\
& \operatorname{rk}\left(N_{\Omega}^{4}\right)=0 \tag{6.43d}
\end{align*}
$$

where $a$ and $b$ are the unknown components in the interior of the Hodge-Deligne diamond 6.42.

At next, we assume that the Kähler cone is generated by $D_{\Lambda}=D_{\tilde{I}}$ with $I=(\tilde{0}, \alpha, i)^{20}$. The component $D_{\tilde{0}}$ is defined by the shift

$$
\begin{equation*}
D_{\tilde{0}}:=D_{0}-K \tag{6.44}
\end{equation*}
$$

[^14]Viewed as a matrix $M_{(\tilde{I} \tilde{J})(\tilde{K} \tilde{L})}=K_{\tilde{I} \tilde{J} \tilde{K} \tilde{L}}$, the intersection numbers in the basis 6.44) take the form

|  | $\tilde{0} \tilde{0}$ | $\tilde{0} \alpha$ | $\alpha \beta$ | $\tilde{0} i$ | $\alpha i$ | $i j$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\tilde{0} \tilde{0}$ | $-K^{3}$ | $K^{2} D_{\alpha}$ | $-K D_{\alpha} D_{\alpha^{\prime}}$ | 0 | 0 | $K^{\gamma} K^{\delta} K_{\gamma \delta i j}$ |
| $\tilde{0} \alpha^{\prime}$ | $K^{2} D_{\alpha^{\prime}}$ | $-K D_{\alpha} D_{\alpha^{\prime}}$ | $D_{\alpha^{\prime}} D_{\alpha} D_{\beta}$ | 0 | 0 | $-K^{\gamma} K_{\alpha^{\prime} \gamma i j}$ |
| $\alpha^{\prime} \beta^{\prime}$ | $-K D_{\alpha^{\prime}} D_{\beta^{\prime}}$ | $D_{\alpha} D_{\alpha^{\prime}} D_{\beta}$ | 0 | 0 | 0 | $K_{\alpha^{\prime} \beta^{\prime} i j}$ |
| $\tilde{0} i^{\prime}$ | 0 | 0 | 0 | $K^{\gamma} K^{\delta} K_{\gamma \delta i^{\prime} i}$ | $-K^{\gamma} K_{\gamma \alpha i i^{\prime}}$ | $-K^{\gamma} K_{\gamma i j i^{\prime}}$ |
| $i^{\prime} \alpha^{\prime}$ | 0 | 0 | 0 | $-K^{\gamma} K_{\alpha \gamma i i^{\prime}}$ | $K_{\alpha \alpha^{\prime} i i^{\prime}}$ | $K_{\alpha^{\prime} i^{\prime} i j}$ |
| $i^{\prime} j^{\prime}$ | $K^{\gamma} K^{\delta} K_{\gamma \delta i^{\prime} j^{\prime}}$ | $-K^{\gamma} K_{\gamma i i^{\prime} j^{\prime} j^{\prime}}$ | $K_{\alpha \beta i^{\prime} j^{\prime} j^{\prime}}$ | $-K^{\gamma} K_{\gamma i i^{\prime} j^{\prime}}$ | $K_{\alpha i i^{\prime} j^{\prime}}$ | $K_{i j i^{\prime} j^{\prime}}$ |

We see that the first column and the first row are linear combinations of the second line and the second row respectively.

We start with a systematic analysis of the singularities, beginning with $\Omega=\tilde{0}$.
Our first observation is that the diagram corresponding to the singularity $t_{\tilde{0}} \rightarrow i \infty$ is of type V , if $K^{3} \neq 0$, because $K_{\tilde{0} \tilde{0} \tilde{0} \tilde{0}}=-K^{3}{ }^{21}$.

We now start computing the rank of $N_{\tilde{0}}^{2}$, which is given in 6.35 a . The components involving $\zeta_{\tilde{0}}^{\mu}$ must be non-vanishing, because otherwise $K_{\tilde{I} \tilde{J} \tilde{0} \tilde{0}}=0$ for all $\tilde{I}$, $\tilde{J}$, which is not true. Therefore we are left with the rank of $K_{\tilde{0} \tilde{K} \tilde{0} \tilde{L}^{\prime}}$
From 6.45, we can extract the relevant matrix

$$
K_{\tilde{0} \tilde{J} \tilde{0} \tilde{L}^{\prime}}=\left(\begin{array}{ccc}
-K^{3} & K^{2} D_{\alpha} & 0  \tag{6.46}\\
K^{2} D_{\alpha^{\prime}} & -K D_{\alpha} D_{\alpha} & 0 \\
0 & 0 & K^{\gamma} K^{\delta} K_{\gamma \delta i^{\prime} i}
\end{array}\right)
$$

which has $\operatorname{rank} \operatorname{rk}(\mathfrak{g})+\operatorname{rk}\left(K D_{\alpha} D_{\alpha^{\prime}}\right)$. With equation (6.41) we get

$$
\begin{equation*}
a_{\tilde{0}}=\operatorname{rk}(\mathfrak{g})+\operatorname{rk}\left(K D_{\alpha} D_{\alpha^{\prime}}\right) \tag{6.47}
\end{equation*}
$$

Next we focus on the rank of $N_{\tilde{0}}$ using the auxiliary matrix $\tilde{N}$ defined in 6.36 . For $\Omega=\tilde{0}$, we have to compute the rank of $M_{L^{\prime} A(I J)}=K_{L^{\prime} A I J}$, which can be thought of as a linear map $H_{2,2}^{\text {vert }} \rightarrow H_{1,1}$. Looking at 6.45), we can delete the $D_{\tilde{0}} D_{\tilde{0}}$-components for the computation of the rank because they are a linear combination of the others. The components of the remaining matrix are

|  | $\alpha \beta$ | $\alpha i$ | $i j$ |
| :---: | :---: | :---: | :---: |
| $\tilde{0} \alpha^{\prime}$ | $D_{\alpha^{\prime}} D_{\alpha} D_{\beta}$ | 0 | $-K^{\gamma} K_{\alpha^{\prime} \gamma i j}$ |
| $\tilde{0} i^{\prime}$ | 0 | $-K^{\gamma} K_{\gamma \alpha i i^{\prime}}$ | $-K^{\gamma} K_{\gamma i j i^{\prime}}$ |.

Since the intersection pairing on the base $\left(D_{\alpha} D_{\beta}\right) \cdot D_{\alpha^{\prime}}$ is non-degenerate and the Cartan matrix is as well, we obtain the rank $h^{1,1}\left(B_{3}\right)+\operatorname{rk}(\mathfrak{g})$.
Using the fact that $h^{1,3}(X)=h^{1,1}\left(\hat{Y}_{4}\right)=1+h^{1,1}\left(B_{3}\right)+\operatorname{rk}(\mathfrak{g})$, we can specify the values of $a, b, c$ and $d$ in

[^15]the Hodge-Deline diamond 6.37 to be
\[

$$
\begin{align*}
a_{\tilde{0}} & =\operatorname{rk}(\mathfrak{g})+\operatorname{rk}\left(K D_{\alpha} D_{\alpha^{\prime}}\right)  \tag{6.48}\\
b_{\tilde{0}} & =h^{1,1}\left(B_{3}\right)-\operatorname{rk}\left(K D_{\alpha} D_{\alpha^{\prime}}\right)  \tag{6.49}\\
c_{\tilde{0}} & =1  \tag{6.50}\\
d_{\tilde{0}} & =h^{2,2}\left(\hat{Y}_{4}\right)-2 h^{1,1}\left(B_{3}\right)+2 \operatorname{rk}\left(K D_{\alpha} D_{\alpha^{\prime}}\right) \tag{6.51}
\end{align*}
$$
\]

At next we want focus on $\Omega=i$. Due to the complexity of the quadruple intersection numbers involving three and four Cartan indices, we have to presume more assumptions and general results are rather speculative. At first, we see that we are in type V again, if $K_{i i i i} \neq 0$. This holds for the $S U(5)$ case (see table 3), if the emerging combinations of the base divisors $K$ and $\Sigma$ are non-vanishing. We suggest that this holds in general, but a proof is still missing. We continue assuming being in type V. Under this assumption, the rank of $N_{i}^{2}$ is

$$
\operatorname{rk}\left(N_{i}^{2}\right)=2+\operatorname{rk}\left(\begin{array}{cc}
K_{\alpha \alpha^{\prime} i i} & K_{\alpha^{\prime} j i i}  \tag{6.52}\\
K_{j \alpha^{\prime} i i} & K_{j^{\prime} j i i}
\end{array}\right)
$$

For the $S U(5)$ model with generic base intersection, we can compute that $\operatorname{rk}\left(M_{i i\left(j^{\prime}\right)(j)}\right)=4=\operatorname{rk}(\mathfrak{s u} 5)$ for all $i=1 \ldots 4$. The complete determination is difficult, because it involves detailed knowledge about the intersection ring of the base.
We face similar problem in the computation of $\operatorname{rk}\left(N_{i}\right)$. There we can use the trick of replacing $N_{i}$ with $\tilde{N}_{i}$ given in 6.36, but at this stage, we cannot conclude any further statement.

Finally, we take a look at $\Omega=\alpha$. As already, mentioned, we have $N_{\alpha}^{4}=0$ for all $\alpha$. Under the assumption that $\left(D_{\alpha}^{B}\right)^{3} \neq 0$, we are in type IV because $\operatorname{rk}\left(N_{\alpha}^{3}\right)=2$. According to equation 6.43 , we have

$$
\begin{equation*}
\left(\operatorname{rk}\left(N_{\alpha}\right), \operatorname{rk}\left(N_{\alpha}^{2}\right), \operatorname{rk}\left(N_{\alpha}^{3}\right), \operatorname{rk}\left(N_{\alpha}\right)^{4}\right)=\left(4+2 a_{\alpha}+2 b_{\alpha}, 4+a_{\alpha}, 2,0\right) \tag{6.53}
\end{equation*}
$$

The rank of $N_{\alpha}^{2}$ can be computed to be $4+\operatorname{rk}(\mathfrak{g})$ if $\left(D_{\alpha}^{B}\right)^{2} \neq 0$. We use again $\tilde{N}_{\alpha}$ instead of $N_{\alpha}$ and compute

$$
\begin{equation*}
\operatorname{rk}\left(N_{\alpha}\right)=2+2\left(1+\operatorname{rk}(\mathfrak{g})+\operatorname{rk}\left(D_{\alpha} D_{\beta^{\prime}} D_{\beta}\right)\right) \tag{6.54}
\end{equation*}
$$

In summary, the Hodge-Deligne diamond for $\Omega=\alpha$ is determined by

$$
\begin{align*}
a_{\alpha} & =\operatorname{rk}(\mathfrak{g})  \tag{6.55}\\
b_{\alpha} & =\operatorname{rk}\left(D_{\alpha} D_{\beta} D_{\beta^{\prime}}\right) \tag{6.56}
\end{align*}
$$

and $c$ and $d$ are determined by the Hodge numbers as discussed above.

We can conclude that for this Kähler cone the computation of the Hodge-Deligne diamonds depends on the information about the base threefold. But we can look at this the other way around: Given all the Hodge-Deligne diamonds, we can extract information about the base. In particular, we can obtain the rank of $D_{\alpha}^{B} D_{\beta}^{B} D_{\beta^{\prime}}^{B}$ for fixed $\alpha$ and $K D_{\beta}^{B} D_{\beta^{\prime}}^{B}$. Due to the missing insights on a general structure of the quadruple intersection number involving four Cartan indices, the information that can be gained from the large complex structure regime might be even richer.

### 6.3.2 The Chiral Index

We shift our focus now to the chiral index and discuss possible connections to the previous story. As already indicated at the end of section (5.4, for a given gauge theory, the only ingredient of the chiral index, next to information regarding the representation theory, is the geometry in terms of the quadruple intersection numbers. Let us revisit this in more detail. We start with the question, to which extent the chiral index can be written in terms of the quadruple intersection numbers.
We can view $\chi_{\mathbf{R}}$ as a vector indexed by $\mathbf{R}$. The chiral anomaly cancellation can be viewed as the projection denoted $P_{\mathfrak{g}}$ on a subspace. Rewriting equation (5.41), this subspace is the kernel of the map

$$
\begin{equation*}
\chi \mapsto \sum_{\mathbf{R}}\left(\sum_{\mathbf{w}_{\mathbf{R}}} \mathbf{w}_{(i} \mathbf{w}_{j} \mathbf{w}_{k)}\right) \chi_{\mathbf{R}} \tag{6.57}
\end{equation*}
$$

The dimension of this kernel gives the number of independent chiral matter families. It is one for the $S U(5)$ case in a generic Tate model. A chiral index vector satisfying the anomaly cancellation condition satisfies $P_{\mathfrak{g}} \chi=\chi$.
Recall that a key intermediate step in the derivation of the chiral index in terms of the Chern-Simons terms $\chi_{\mathbf{R}}\left(\Theta_{i j}\right)$ was the matching with the loop contribution 5.25 . We can write this as

$$
\begin{equation*}
2 \Theta_{i j}=-\sum_{\mathbf{R}}\left(\sum_{\mathbf{w}_{\mathbf{R}}} \mathbf{w}_{i} \mathbf{w}_{j} \operatorname{sign}\left(\mathbf{w}_{k} \zeta^{k}\right)\right) \chi_{\mathbf{R}}=-\sum_{\mathbf{R}} \underbrace{\left(\sum_{\mathbf{w}_{\mathbf{R}}} \mathbf{w}_{i} \mathbf{w}_{j} \operatorname{sign}\left(\mathbf{w}_{k} \zeta^{k}\right)\right) P_{\mathfrak{g}}}_{=: \mathcal{A}_{i j}^{\mathbf{R}}} \chi_{\mathbf{R}}=-(\mathcal{A} \chi)_{i j} \tag{6.58}
\end{equation*}
$$

The (pseudo-)inverse for $\mathcal{A}$ is not necessarily unique. One solution is given by the matter surface, if this lies in the vertical cohomology (see equation 4.18). If there is only one chiral index family, another possibility is

$$
\begin{equation*}
P_{\mathfrak{g}} \chi=-2 \frac{\sum_{i, j}\left[\Theta_{i j}\left(\sum_{\mathbf{w}_{\mathbf{R}}} \mathbf{w}_{i} \mathbf{w}_{j} \operatorname{sign}\left(\mathbf{w}_{k} \zeta^{k}\right)\right) P_{\mathfrak{g}}\right]}{\sum_{i, j}\left[\left(\sum_{\mathbf{w}_{\mathbf{R}}} \mathbf{w}_{i} \mathbf{w}_{j} \operatorname{sign}\left(\mathbf{w}_{k} \zeta^{k}\right)\right) P_{\mathfrak{g}}\left(\sum_{\mathbf{w}_{\mathbf{R}}} \mathbf{w}_{i} \mathbf{w}_{j} \operatorname{sign}\left(\mathbf{w}_{k} \zeta^{k}\right)\right)\right]} \tag{6.59}
\end{equation*}
$$

Note that $\left(\sum_{\mathbf{w}_{\mathbf{R}}} \mathbf{w}_{i} \mathbf{w}_{j} \operatorname{sign}\left(\mathbf{w}_{k} \zeta^{k}\right)\right) P_{\mathfrak{g}}$ is a number for given $i$ and $j$.
It remains to discuss the sign-function as it has been done in section 5.3.1 We can rewrite the crucial equation 5.26 to

$$
\begin{equation*}
\sum_{\mathbf{R}, \mathbf{w}_{\mathbf{R}}} \underbrace{}_{=: \mathcal{V}_{\mathbf{R}, \mathbf{w}_{\mathbf{R}},(i j k)}^{\left(C_{\mathbf{R}} \mathbf{w}_{i} \mathbf{w}_{j} \mathbf{w}_{k}\right)} \operatorname{sign}\left(\mathbf{w}_{\mathbf{R}, l} \zeta^{l}\right)=W_{i j k} . . . . . .} \tag{6.60}
\end{equation*}
$$

It has been argued in [9], that one can determine all the sign-functions with this equation. Therefore, we can symbolically write a (pseudo-) inverse for $\mathcal{V}$ such that

$$
\begin{equation*}
\operatorname{sign}\left(\mathbf{w}_{\mathbf{R}, l} \zeta^{l}\right)=\left(\mathcal{V}^{-1}\right)_{\mathbf{w}_{\mathbf{R}}}^{(i j k)} W_{i j k} \tag{6.61}
\end{equation*}
$$

Note that $\mathcal{V}_{\mathbf{w}_{\mathbf{R}}}^{-1}$ is in the dual of the Chow group $\mathrm{CH}^{2}\left(B_{3}\right)$.
Inserting this in equation 6.59 and using equation 5.45 gives

$$
\begin{equation*}
\chi_{\mathbf{R}}=2 \frac{\sum_{i, j}\left[\phi^{K L} K_{i j K L}\left(\sum_{\mathbf{w}_{\mathbf{R}}} \mathbf{w}_{i} \mathbf{w}_{j}\left(\mathcal{V}^{-1}\right)_{\mathbf{w}_{\mathbf{R}}}^{(k l m)} W_{k l m}\right) P_{\mathfrak{g}}\right]}{\sum_{i, j}\left[\left(\sum_{\mathbf{w}_{\mathbf{R}}} \mathbf{w}_{i} \mathbf{w}_{j}\left(\mathcal{V}^{-1}\right)_{\mathbf{w}_{\mathbf{R}}}^{(k l m)} W_{k l m}\right) P_{\mathfrak{g}}\left(\sum_{\mathbf{w}_{\mathbf{R}}} \mathbf{w}_{i} \mathbf{w}_{j}\left(\mathcal{V}^{-1}\right)_{\mathbf{w}_{\mathbf{R}}}^{(k l m)} W_{k l m}\right)\right]} . \tag{6.62}
\end{equation*}
$$

The next step towards the asymptotic Hodge theory involves the replacement of the quadruple intersection numbers with the log-monodromy matrices. It is not obvious how to do this. We postpone further discussion and speculations to the conclusion.

Considering again the $S U(5)$ model, we can use our knowledge about weights and matter curves and hence about the chiral index. It is possible to combine our result on the chiral matter index in equation (5.44) and use the log monodromy matrices of equation (6.34) to express the chiral index in terms of the log monodromy matrices

$$
\begin{equation*}
\chi_{\mathbf{5}}=-\Theta_{33}=-\phi^{I J} K_{I J 33}=\left(0,0, \phi^{I J}, 0,0\right) N_{3}\left(0, \delta_{3 J} 0,0,0\right)^{T} \tag{6.63}
\end{equation*}
$$

This shows that with sufficient additional information in form of equation $\sqrt{5.44}$, it is possible extract the chiral index from a singularity in the mirror moduli space.

As described in section 5 the chiral index for the $S U(5)$ model can be determined by equation (5.59) in terms of triple intersection numbers instead of quadruple intersection numbers

If we view the chiral index as an assignment of a number to a given consistent flux imput, the only unknown numbers in the formula 5.59 are $K_{B}^{2} \Sigma$ and $K_{B} \Sigma^{2}$. This reduces the necessary information coming from the singularity to two integers.
Information about the base manifold is needed in order to compute these numbers, but also the choice of $\Sigma$ in the base threefold has to be determined. The quadruple intersection numbers contain this information.
In details, we have

$$
\begin{equation*}
\left.K_{B}^{2} \Sigma=-\frac{1}{4} K^{\alpha} K^{\beta} K_{\alpha \beta i j}\left(C^{-1}\right)^{i j}\right) \tag{6.64}
\end{equation*}
$$

The singular divisor $\Sigma$ can be fully determined from

$$
D_{\alpha}^{B} D_{\beta}^{B} \Sigma=-\frac{1}{4} K_{\alpha \beta i j}\left(C^{-1}\right)^{i j}
$$

if the isomorphism $H^{1,1}\left(B_{3}\right) \rightarrow H^{2,2}\left(B_{3}\right)$ is known. This isomorphism is determined by the triple intersection numbers of the base divisors. These intersection numbers are encoded by

$$
D_{\alpha}^{B} D_{\beta}^{B} D_{\gamma}^{B}=K_{0 \alpha \beta \gamma}
$$

Moreover, the coefficients $K^{\alpha}$ of the canonical divisor can be determined by $K_{00 \beta \gamma}=K^{\alpha} K_{0 \alpha \beta \gamma}$.
The chiral index in the $S U(5)$-model is therefore completely determined by the quadruple intersection numbers $K_{0 \alpha \beta \gamma}, K_{00 \alpha \beta}$ and $K_{\alpha \beta i j}$, which does not involve the more complicated quadruple intersection number $K_{\alpha i j k}$ and $K_{i j k l}$.

## 7 Conclusion

In this work, we discussed crucial aspects about chiral matter in F-theory compactifications. We reviewed the approach described in [9] of computing the chiral index in 4D F-theory without further knowledge about the threefold base in terms of a vertical $G_{4}$ flux background and triple intersections of the threefold base. A key aspect involves utilizing the duality with M-theory in 3D. In particular, we matched the Chern-Simons term in the 3D effective M-theory action to the corresponding contribution on the type IIB side, which captures the chiral index. In this analysis, we considered only fluxes that lie in the vertical part of the cohomology. For concreteness, we focused on the $S U(5)$ model because it provides a famous candidate for a grand unified extension of the Standard Model (called Georgi-Glashow model) and it is the smallest $S U(N)$-model admitting chiral matter. Various consistency conditions restrict the $G_{4}$ flux. We provide a full description of the consistent $G_{4}$-flux in the canonical basis for the $S U(5)$ model. To the authors knowledge, this has not been done before.
Another focus of this work lies in the investigation of the connection between the chiral index and asymptotic Hodge theory. At the first view, these two topics do not seem related, but the motivation to study a possible connection lies in the fact that the computation of the chiral index is heavily based on the geometry of the resolved fourfold in terms of quadruple intersection numbers and intersections numbers are appearing in the log-monodromy matrices of singularities in complex-structure moduli space of the mirror manifold of the resolved fourfold $\hat{Y}_{4}$. It remains an issue that the quadruple intersection numbers appearing in the log monodromy matrix are written in terms of a divisor basis, that is also the basis of the Kähler cone. Knowledge about this basis in terms of the usual basis $D_{I}=\left(D_{0}, D_{\alpha}, D_{i}\right)$ is inevitable to build the connection.
The strategy was investigating the connection between the chiral index and the quadruple intersection numbers and investigating the connection between the quadruple intersection numbers and the singularities.
Indeed, the information about the relation between the chiral index and the Chern-Simons terms can be used to express the latter one with the log-monodromy matrices and the flux input as done in equation 6.63) for a simple basis of the Kähler cone, but this formula does not provide any insights in a deeper connection as anticipated.
There are multiple issues with extracting the chiral index as a dual element of the vertical cohomology using the knowledge about the quadruple intersection numbers. The missing information is the representation theory. The representation theory is determined by the codimension two singular loci of the elliptic fibration and does not enter the quadruple intersection numbers directly. Since the chiral index arises in a sum over all possible representations, knowledge over all possible representations is required. The weights enter the expression 6.62 directly and in the projection $P_{\mathfrak{g}}$ encoding the anomaly cancellation. Not only the weights of the representations enter the chiral index, but also enters the curve class of the codimension two loci the formula in 6.60.
Another ingredient of the chiral index are the 5 D triple intersection numbers $W_{i j k}$. Recall that they were only an auxiliary quantity in the computation of the sign-function in section 5.3 .1 . They can indeed be computed from the quadruple intersection numbers via $K_{i j k \alpha}=W_{i j k} \cdot D_{\alpha}^{B}$. Therefore, just by looking at the information content, it seems reasonable to suggest that the chiral index can be determined only by the quadruple intersection numbers, if information about the entire representation theory of the gauge group in terms of matter curve classes and the weights is provided.
At this point we can take a step back and recall that the underlying idea of F-theory is to encode information such as the chiral index in the geometric quantities. Indeed, the weights are completely determined by the fiber enhancement over the codimension two matter curves.
On the other hand, the gauge algebra itself is encoded in the intersection numbers via the Cartan matrix and for many gauge algebras, the rank-one gauge enhancements are already well known. Moreover, the classes of
the matter curves are also known for many models. For the $S U(N)$ models, equation 3.56 provides a full answer for $N \geqslant 3$.

In this work we also started from the other side, guided by the question how much information can be extracted about the intersection theory of a resolved fourfold from given Hodge-Deligne diamonds for the large complex-structure singularities. We assumed the simple basis $\left\{D_{\tilde{0}, D_{\alpha}, D_{i}}\right\}$ as basis for the Kähler cone due to the lack of a general formula for a resolved Calabi-Yau fourfold. This choice is motivated by the fact that $\left\{D_{\tilde{0}}, D_{\alpha}\right\}$ provides a basis for the Kähler cone of a smooth elliptic fibration [79]. For proper statements and concrete examples, one could verify the choice of the basis by appropriate algorithms.
We introduced a novel technique to compute the ranks of the log-monodromy matrices only by ranks of matrices of quadruple intersection numbers. Under the assumption that $K^{3} \neq 0$ and $D_{\alpha}^{3} \neq 0$, we determined the rank of $K D_{\beta} D_{\beta^{\prime}}$ and $D_{\alpha} D_{\beta} D_{\beta^{\prime}}$ from the Hodge-Deligne diamonds for $t_{\tilde{0}} \rightarrow i \infty$ and $t_{\alpha} \rightarrow i \infty$ respectively. The case of $t_{i} \rightarrow \infty$ is more difficult. Due to the complexity and amount of non-trivial information contained in quadruple intersection numbers involving multiple Cartan indices, we suspect that lots of non-trivial information can be gained from these singularities. With our current techniques, we could not access these information.

We only considered one-moduli singularities. One might gain more information considering higher codimension singularities in the moduli space. In fact, the large complex structure regime provides an entire network of singularities, which potentially encodes more information. The information encoded in the network of singularities appears to be rich and especially the unknown territory involving Cartan divisors might give various insights in future research.

The key question is whether the information gained from the singularities is sufficient to determine to chiral index using provided information about the representation theory. In this thesis, we only set the stage for further research in this direction. Any attempt of answering this question at this point is just speculation. One problem lies in the fact that the log-monodromy matrices do comprise the intersection numbers, but the Hodge-Deligne diamonds are just based on their ranks. The formulation for chiral index as we reviewed in this thesis on the other hand requires more detailed insights of the intersection numbers. In fact, we showed that for the $S U(5)$-model, the only intersection numbers needed are $K_{00 \alpha \beta}, K_{0 \alpha \beta \gamma}$ and $K_{\alpha \beta i j}$.
These numbers are sufficient because they can be use to determine the two triple intersection numbers $K_{B}^{2} \Sigma$ and $K_{B} \Sigma^{2}$ and we found in 5.59 for the $S U(5)$ model that the chiral index as a map from the flux input to integers only depend on the two numbers $K_{B}^{2} \Sigma$ and $\Sigma^{2} K_{B}$. These numbers are determined by the singular divisor and the base geometry. We have seen that this information can be obtained from the quadruple intersection numbers, therefore is a more relevant question to only ask for these two numbers from the network of singularities instead of more information about quadruple intersection numbers.

Throughout the entire thesis, we considered only non-abelian gauge theories. It is a natural question to ask for the impact of global Mordell-Weil $U(1)$ gauge factors. Moreover, other assumptions made here can yield further research directions, such as including higher rank enhancements.

As a final note, we want to mention that in 9$]$ it was argued that since the number of independent components of $\Theta_{I J}$ for consistent flux inputs equals the number of independent chiral index families, the rank of the reduced intersection matrix equals that number as well. Therefore we speculate that it might be possible to find the number of independent chiral index families in the Hodge-Delinge diamonds of the large complex-structure regime.
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## A Algebraic and Toric Geometry

In this section, we will review some basics of toric geometry that are used throughout this thesis. We start with the description of toric varieties, which are geometric spaces that admit a faithful action of an algebraic torus, such that there is a single maximal torus orbit. Toric varieties are natural generalization of projective spaces and provide a rich class of concrete descriptions of compact Kähler manifolds ${ }^{22}$.
Later we discuss divisor classes and how they can be computed in toric description. We mainly follow 14 , 80, 81, 82].

## A. 1 Toric Varieties

A genera ${ }^{23}$ toric variety with $d=n-r$ dimensions over the complex numbers can be described as the quotient

$$
\begin{equation*}
V_{\Delta}=\left(\mathbb{C}^{n} \backslash Z_{\Delta}\right) / T_{\Delta}, \tag{A.1}
\end{equation*}
$$

where $T_{\Delta}=\left(\mathbb{C}^{r}\right)^{*} \times G$ for a finite group $G$. For pedagogical reasons, we restrict ourselves to trivial groups $G$. The set $Z_{\Delta} \subset \mathbb{C}$ will be discussed later. The coordinates $x_{1}, \ldots, x_{n}$ in $\mathbb{C}^{n}$ are called homogeneous coordinates of $V_{\Delta}$. From this description, one obtains the projective space by setting $r=1$ and $Z=\{0\} \subset \mathbb{C}^{d+1}$. With the action defined by

$$
\begin{equation*}
g(\lambda):\left(x_{1}, \ldots, x_{d+1}\right) \mapsto\left(\lambda x_{1}, \ldots, \lambda x_{d+1}\right), \tag{A.2}
\end{equation*}
$$

equation A.1 is nothing but the definition of the complex projective space in $d$ dimensions

$$
\begin{equation*}
\mathbb{C P}^{d}=\frac{\mathbb{C}^{d+1} \backslash\{0\}}{\mathbb{C}^{*}} . \tag{A.3}
\end{equation*}
$$

A key ingredient of the definition A.1 is the action of $T_{\Delta}$. The action can be decomposed in $g\left(\lambda_{1}, \ldots, \lambda_{r}\right)=$ $g_{1}\left(\lambda_{1}\right) \cdots \cdots g_{r}\left(\lambda_{r}\right)$ with

$$
\begin{equation*}
g_{a}\left(\lambda_{a}\right):\left(x_{1}, \ldots, x_{n}\right) \mapsto\left(\left(\lambda_{a}^{Q_{a}^{1}}\right) x_{1}, \ldots,\left(\lambda_{a}^{Q_{a}^{n}}\right) x_{n}\right) \text { for all } a=1 \ldots r \text { and } \lambda \neq 0 . \tag{A.4}
\end{equation*}
$$

Hence the action of $\left(\mathbb{C}^{r}\right)^{*}$ is determined by a $n \times r$ integer matrix with entries $Q_{a}^{i}$. But this description is not unique. Any non-degenerate $r$ linear combinations of the integer vectors $Q^{i}$ will give the same toric variety, since the variety just depends on the $r$ subspace spanned by the vectors $Q^{i}$ in $\mathbb{R}^{n}$.
Another important example is the weighted projective space $\mathbb{P}_{2,3,1}$, which is defined by $Q=(2,3,1)$ and $T_{\Delta}=\{0\}$.

We want to encode the toric variety in a different mathematical structure, namely a fan of strongly convex rational polyhedral cones $\Delta$ in $\mathbf{N} \otimes_{\mathbb{Z}} \mathbb{R}$ for a lattice $\mathbf{N} \sim \mathbb{Z}^{d}$. In order to make sense of this definition, we want to take a step back and introduce some underlying concepts first.
A rational polyhedral cone is the set [83]

$$
\begin{equation*}
\sigma=\left\{\sum_{a} v_{a} \alpha_{a}, \alpha_{a} \geqslant 0\right\} \tag{A.5}
\end{equation*}
$$

[^16]generated by a finite set of vectors $v_{a}$ in $\mathbf{N}$. The finiteness of generators is equivalent to the attribute 'polyhedral' and the attribute 'rational' comes from the condition that the vectors $v_{a}$ lie in the lattice $\mathbf{N}$. The cone is called strongly convex if $\sigma \cap(-\sigma)=\{0\}$.
A fan $\Delta$ of strongly convex rational polyhedral cones is a collection of this kind of cones with the properties that

- all faces of cones in $\Delta$ are cones and are also in $\Delta$,
- any intersection of two cones is a face of both cones.

In order to match this description with the toric variety defined in the quotient 2.7), there have to be exactly $n$ one-dimensional cones. These $n$ cones have integral generators denotes by $\left(v_{a}\right)_{a=1 \ldots n}$. Written as a $(d \times n)$ matrix with the vectors $v_{i}$ as rows (called the weight matrix), the kernel of this matrix gives the subspace that defines the action of $T_{\delta}$ in the quotient picture. This means in particular that the scalings $Q_{i}^{a}$ in A. 4 are defined by

$$
\begin{equation*}
\sum_{a=1}^{n} v_{a} Q_{i}^{a}=0 \quad \text { for all } i=1 \ldots r=n-d \tag{A.6}
\end{equation*}
$$

This definition is not unique as mentioned above.
The set $F_{\Delta}$ in the quotient description 2.7 is defined by the union of hyperplane intersections

$$
\begin{equation*}
F_{\Delta}=\bigcap_{i \in I}\left\{x_{i}=0\right\} \tag{A.7}
\end{equation*}
$$

for all index sets $I \subset\{1 \ldots n\}$, such that $\left\{v_{i}\right\}_{i \in I}$ are not contained in any cone of $\Delta$.
The advantage of the fan-description is that certain conditions on the fans lead to specific classes of varieties. In particular

- The fan $\Delta$ is called complete if all the cones in $\Delta$ cover $\mathbf{N} \times \mathbb{R}$.

The variety $V_{\Delta}$ is compact if and only if $\Delta$ is complete.

- A cone spanned by vectors $w_{1} \ldots w_{k} \in \mathbb{Z}^{d}$ is called regular if the coordinates in each vector $w_{i}$ are coprime $\left(w_{i}\right.$ is then called primitive) and if there are primitive vectors $w_{k+1} \ldots w_{d}$ such that $\operatorname{det}\left(w_{1} \ldots w_{n}\right)= \pm 1$. If all cones in a fan $\Delta$ are regular, the fan is called regular and this happens if and only if the toric variety $V_{\Delta}$ is smooth.

For compact varieties one can think of the fan as a polytop, such that the corners generate the one dimensional cones and all faces and edges generate higher cones. This picture is often used for toric varieties in the physics literature.

## A. 2 Divisors

In this subsection we want to introduce the notion of a divisor and important equivalence classes of divisors. One can think of a divisor as the formal sum of codimension-one subvarieties in a variety $\mathbf{X}$. In general, we like to distinguish between two different notions of divisor, namely the Cartier and Weil divisors.

A Weil divisor is an element of the free abelian $\operatorname{group} \operatorname{Div}(\mathbf{X})$ of closed integral subvarieties, i.e. it is the
formal sum of irreducible hypersurfaces $Y_{i}$ with integer coefficients $\boxed{24}_{24}^{4}$

$$
\begin{equation*}
D=\sum_{i} a_{i} Y_{i} \tag{A.8}
\end{equation*}
$$

A Weil divisor is called effective if all the coefficients are non-negative.
A Cartier divisor is defined by a set of pairs

$$
\begin{equation*}
\left(U_{\alpha}, f_{\alpha}\right) \tag{A.9}
\end{equation*}
$$

where $U_{\alpha}$ is an open cover of $\mathbf{X}$ and $f_{\alpha}$ a rational function up to multiplication by a function that has neither zeros nor poles. The functions $f_{\alpha}$ have to satisfy the condition that $f_{\alpha} / f_{\beta}$ has neither zero nor poles on the open set $U_{\alpha} \cap U_{\beta}$.
On the set of Cartier divisors, we define the addition

$$
\begin{equation*}
\left(U_{\alpha}, f_{\alpha}\right)+\left(U_{\alpha}, g_{\alpha}\right)=\left(U_{\alpha}, f_{\alpha} g_{\alpha}\right) \tag{A.10}
\end{equation*}
$$

If the functions $f_{\alpha}$ are given by the restriction of a globally defined function $f_{\alpha}=\left.f\right|_{U_{\alpha}}$, then the corresponding Cartier divisor is called principal. If two Cartier divisors differ by a principal divisor, they are called rational equivalent. If we apply the above group structure to the Cartier divisors modulo rational equivalence, the resulting group is called the Picard group $\operatorname{Pic}(\mathbf{X})$.
By definition, a Cartier divisor $D$ also defines a holomorphic line bundle on $\mathbf{X}$ that we denote $\mathcal{O}(D)$. Actually, a different definition of the Picard group is the group of all isomorphism classes of line bundles with the tensor product. The line bundle corresponding to a principal divisor is the trivial line bundle.

To a principal Cartier divisor with defining function $f$ we can associate the principal Weil divisor by

$$
\begin{equation*}
D=\sum_{i} \operatorname{ord}_{Y_{i}}(f) Y_{i} \tag{A.11}
\end{equation*}
$$

With this notion, we can define the divisor class group $\mathrm{Cl}(\mathbf{X})$ to be the abelian group of Weil divisors modulo principal Weil divisors.
In the case of a smooth variety $\mathbf{X}$, Cartier divisors and Weil divisors are the same and we have $\mathrm{Cl}(X)=$ $\operatorname{Pic}(X)$. This is one of the reasons why we prefer to work on smooth varieties. We use the term divisor for both, the subvariety and the equivalence class, depending on the context 84].
For a smooth, simply connected, compact Kähler manifold, we even have that [85, proposition 3.3.2]

$$
\begin{equation*}
\operatorname{Pic}(X)=H^{1,1}(X, \mathbb{Z})=H^{1,1}(\mathbf{X}, \mathbb{C}) \cap H^{2}(\mathbf{X}, \mathbb{Z}) \tag{A.12}
\end{equation*}
$$

This identification can be made concrete by [85, Proposition 4.4.13]

$$
\begin{equation*}
c_{1}(\mathcal{O}(D))=[D] \in H^{1,1}(X, \mathbb{Z}) \tag{A.13}
\end{equation*}
$$

This is exaclty the Poincaré dual of the divisor $D$, also denoted as $P D[D]$.
Let us generalize the notion of divisors and rational equivalence for higher codimension subvarieties. We call two complex codimension $p$-cycles $Z_{1}$ and $Z_{2}$ in $\mathbf{X}$ rational equivalent if there exists a cycle $V$ on $\mathbf{X} \times \mathbb{P}^{1}$ such that $V \cap\left(X \times\left\{t_{1}\right\}\right)-V \cap\left(X \times\left\{t_{2}\right\}\right)=Z_{1}-Z_{2}$. The free group of this codimension $p$-cyles modulo

[^17]rational equivalence is the chow group $\mathrm{CH}^{p}(\mathbf{X})$.
We can define the Chow ring
\[

$$
\begin{equation*}
\mathrm{CH}(\mathbf{X})=\bigoplus_{k=0} \mathrm{CH}^{k}(\mathbf{X}) \tag{A.14}
\end{equation*}
$$

\]

to be the graded ring of all chow groups and $\mathrm{CH}(\mathbf{X})^{0}:=\mathbb{Z}$ equipped with the intersection product as multiplication. The intersection product is a associative and commutative map $\mathrm{CH}^{a}(\mathbf{X}) \times \mathrm{CH}^{b}(\mathbf{X}) \rightarrow \mathrm{CH}^{a+b}(\mathbf{X})$. As the name suggests, for transversal intersection, this product counts the intersection points $\# \bigcap_{i} D_{i}$.
For a compact, toric variety, the ring structure is determined by the intersection structure of the divisors 80]. Thus it is sufficient for our purposes to concern ourselves only with the intersection product of divisors. For more details, we refer to [45].
On a smooth compact Kähler manifold $\mathbf{X}$ with $n$ complex dimensions, the intersection product of $n$ divisors $D_{1}, \ldots, D_{n}$ is given by

$$
\begin{equation*}
D_{1} \cdot \ldots \cdot D_{n}=\int_{\mathbf{X}} P D\left[D_{1}\right] \wedge \cdots \wedge P D\left[D_{n}\right] \in \mathbb{Z} \tag{A.15}
\end{equation*}
$$

where $P D\left[D_{i}\right]$ is the Poincare dual class in $H^{1,1}(X, \mathbb{C})$.

## A. 3 Divisors in Toric Varieties

At next, we want to give a concrete description of divisors, following [14. We have seen above that we can describe divisors by roots of locally defined, rational functions with transition functions. Globally defined functions correspond to trivial divisors. In a toric variety, a function can be defined globally if it is invariant under the action of $T_{\Delta}$.
Since the addition of divisors A.10 corresponds to the multiplication of the functions, all divisors can be generated by classes represented by

$$
\begin{equation*}
D_{i}:=\left\{x_{i}=0\right\} \tag{A.16}
\end{equation*}
$$

for $\left\{x_{i}\right\}$ being the homogeneous coordinates of the toric variety. These divisors are not necessarily independent.
For example $\mathbb{P}^{n}$, all the functions $x_{i} / x_{j}$ are invariant under the rescaling action and therefore

$$
\begin{equation*}
D_{i}-D_{j}=0 \quad \text { for all } i, j=1 \ldots n \tag{A.17}
\end{equation*}
$$

and hence all the divisors are same and there exists only one divisor in $\mathbb{P}^{n}$.
For general toric varieties we can see that the polynomial

$$
\begin{equation*}
\prod_{a=1}^{n} x^{\left\langle m, v_{a}\right\rangle} \tag{A.18}
\end{equation*}
$$

is invariant under the action A.4 for all $m \in \mathbf{M} \sim \mathbb{Z}^{d}$. The lattice $\mathbf{M}$ is the dual lattice to $\mathbf{N}$. This invariance translates in the linear relations for the divisor classes

$$
\begin{equation*}
\sum_{a=1}^{n}\left\langle m, v_{a}\right\rangle D_{a}=0 \quad \text { for all } m \in \mathbf{M} \tag{A.19}
\end{equation*}
$$

Since the dual lattice $\mathbf{M}$ is generated by $d$ vectors, the linear relations A.19 leaves exactly $r=n-d$ independent (also called irreducible) divisors.
There are additional, non-linear relations on the divisors or, to be more precise, on the Chow ring. These relations are of the form

$$
\begin{equation*}
\prod_{a \in A} D_{a}=0 \tag{A.20}
\end{equation*}
$$

and form an ideal in the Chow-ring that is known as the Stanlay Reisner ideal.
An important divisor class is the canonical class, that is the class in $\operatorname{Pic}(X)$ associated to the canonical line bundle. The canonical line bundle of a manifold in $n$ dimensions is defined as the $n$th exterior power of the cotangent bundle

$$
\begin{equation*}
K_{X}:=\operatorname{det}\left(\Omega_{X}\right)=\Omega_{X}^{n} \tag{A.21}
\end{equation*}
$$

We call the divisor class corresponding to the canonical line bundle the canonical class (throughout the thesis, it is denoted by $K_{X}$ or simply $K$ as well, if the context is clear). In a basis of irreducible divisors $\left\{D_{\alpha}\right\}$, the canonical class can be written as a linear combination

$$
\begin{equation*}
K=K^{\alpha} D_{\alpha} \tag{А.22}
\end{equation*}
$$

For a compact Kähler manifold $X$, it holds 86

$$
\begin{equation*}
-c_{1}\left(K_{X}\right)=c_{1}(X):=c_{1}(T X) \tag{A.23}
\end{equation*}
$$

and therefore, the divisor class that corresponds to the first chern class of the manifold $c_{1}(X)$ is the negative canonical class.
Moreover, the divisor corresponding to the first chern class of a toric variety $X$ with homogeneous coordinates $\left\{x_{i}\right\}$ can be written as 14

$$
\begin{equation*}
\left[c_{1}(X)\right]=\sum_{i} D_{i} \tag{A.24}
\end{equation*}
$$

## B Lie Algebras

## B. 1 Root System

A Lie algebra $\mathfrak{g}$ is a vector space over a field $\mathbb{K}$ with a bilinear map (called the Lie bracket) $[\cdot, \cdot] \rightarrow \mathbb{K}$ such that the following identities hold:

$$
\begin{align*}
{[a, b]=-[b, a] } & \text { antisymmetric }  \tag{B.1}\\
{[a,[b, c]]+[b,[c, a]]+[c,[a, b]]=0 } & \text { Jacobi Identity } \tag{B.2}
\end{align*}
$$

Lie algebras are of interest for us because they appear as the tangent bundle of a Lie group and therefore describe infinitesimal symmetry transformations.
A Lie algebra is called simple if it does not contain any non-trivial proper ideal. Lie algebras consisting of direct products of simple algebras are called semi-simple. In the following, we consider all Lie algebras to be semi-simple. In addition we will only consider finite dimensional Lie algebras. Important examples of Lie
algebras are finite dimensional algebras equipped with the Lie bracket $[a, b]=a b-b a$.
The Cartan algebra $\mathfrak{h}$ of a Lie algebra $\mathfrak{g}$ is the largest abelian Lie algebra contained in $\mathfrak{g}$. The dimension of the Cartan algebra is called the rank of $\mathfrak{g}$. We call $\alpha \in \mathfrak{h}^{*}$ a root if there exists $X_{\alpha} \in \mathfrak{g}$ such that

$$
\begin{equation*}
\left[H, X_{\alpha}\right]=\alpha(H) X_{\alpha} \tag{B.3}
\end{equation*}
$$

for all $H \in \mathfrak{h}$. Let us denote the set of roots by $\Delta$. Let $\Delta^{+} \subseteq \Delta$ be the set of positive roots. It is defined by the properties

- for a root $\alpha$, either $\alpha$ or $-\alpha$ is in $\Delta^{+}$
- if $\alpha$ and $\beta$ are positive and $\alpha+\beta$ is a root, then $\alpha+\beta$ is positive.

Positive roots that cannot be written as the sum of positive roots are called simple. The set of simple roots is a key quantity of a semi-simple Lie algebra and they are used for their classification. There are rk( $\mathfrak{g})$ simple roots for the Lie algebra $\mathfrak{g}$.
For every semi-simple Lie algebra, we can associate a graph, called the Dynkin diagram. Given a set of simple roots $S$, we can construct the Dynkin diagram as follows:
The nodes of the Dynkin diagram is formed by the simple roots and the number of edges between $\alpha$ and $\beta$ is given by $\frac{1}{4}\left(\frac{\langle\alpha, \beta\rangle}{\|\alpha\|\|\|\|}\right)^{2}$. For double and triple edges, we mark a direction towards the shorter simple root. The resulting Dynkin diagam is independent of the choice of the simple roots.
Using the Dynkin diagrams we can classify Lie algebras. If there are no double or triple edges in a Dynkin diagram, the diagram is called simply laced. The corresponding Lie algebras belong to the classes $A, D, E$. We say these Lie algebras belong to the ADE-classification. For these Lie algebras, we define the Cartan matrix by

$$
\begin{equation*}
C_{i j}=\frac{2\left\langle\alpha_{i}, \alpha_{j}\right\rangle}{\left\|\alpha_{i}\right\|} \tag{B.4}
\end{equation*}
$$

where $\left\{\alpha_{i}\right\}_{i=1 \ldots \mathrm{rk}(\mathfrak{g})}$ are all simple roots.
We can find the basis $\left\{T_{i}\right\}_{i=1 \ldots \mathfrak{g}}$ of the Cartan subalgebra $\mathfrak{h}$, such that

$$
\begin{equation*}
\left[T_{i}, X_{\alpha_{j}}\right]=C_{i j} X_{\alpha_{j}} \tag{B.5}
\end{equation*}
$$

The generators $T_{i}$ are called co-roots.

## B. 2 Representations

Let $V$ be a vector space. A representation of the semi-simple Lie algebra $\mathfrak{g}$ is a linear map $\rho: \mathfrak{g} \rightarrow \operatorname{End}(V)$, such that $\rho([X, Y])=\rho(X) \rho(Y)-\rho(Y) \rho(X)$.
Let $\mathbf{w}$ be a vector with $\operatorname{rk}(\mathfrak{g})$ components. If there is a vector $v_{\mathbf{w}}$ such that $H_{i} v_{\mathbf{w}}=\mathbf{w}_{i} v_{\mathbf{w}}$ for all $H_{i} \in \mathfrak{h}$, then $\mathbf{w}$ is called weight (vector).
A representation is fully determined by the highest weight, because all other weights can be obtained by subtracting suitable positive linear combinations of simple roots.
For the $S U(5)$ example the weights of the fundamental representation 5 and the two index antisymmetric representation 10 are given in table 5 and 6

## C Intersection Numbers for the $S U(5)$ Model

We provide all quadruple intersection numbers of divisor classes of the resolved Calabi-Yau fourfold, where the resolved singularity corresponds to the gauge group $S U(5)$, in terms of triple intersection numbers of the base $B_{3}$. According to section 3.4 , we know

$$
\begin{align*}
K_{0000} & =K^{3}  \tag{C.1}\\
K_{000 \alpha} & =D_{\alpha} K^{2}  \tag{C.2}\\
K_{00 \alpha \beta} & =K D_{\alpha} D_{\beta}  \tag{C.3}\\
K_{0 \alpha \beta \gamma} & =D_{\alpha} D_{\beta} D_{\gamma} . \tag{C.4}
\end{align*}
$$

Despite these, the only non-trivial quadruple intersection numbers are those containing four, three or two Cartan indices. We compute them using the technique of section 3.5 The calculation was done using Mathematica.
The quadruple intersection numbers involving four Cartan indices can be found in table 3
The quadruple intersection numbers involving three Cartan indices can be found in table 4.
The quadruple intersection numbers involving two Cartan indices are according to 3.4

$$
K_{i j \alpha \beta}=-C_{i j} \Sigma D_{\alpha} D_{\beta}=-\Sigma D_{\alpha} D_{\beta}\left(\begin{array}{cccc}
2 & -1 & 0 & 0  \tag{C.5}\\
-1 & 2 & -1 & 0 \\
0 & -1 & 2 & -1 \\
0 & 0 & -1 & 2
\end{array}\right)
$$

where $C_{i j}$ denotes the Cartan matrix of $S U(5)$. This can be verified using the pushforward technique of section 3.5

| $\left(n_{1}, n_{2}, n_{3}, n_{4}\right)$ | $D_{1}^{n_{1}} \cdot D_{2}^{n_{2}} \cdot D_{3}^{n_{3}} \cdot D_{4}^{n_{4}}$ |
| :---: | :---: |
| $(4,0,0,0)$ | $-2 \Sigma\left(7 K^{2}+10 K \Sigma+4 \Sigma^{2}\right)$ |
| $(0,4,0,0)$ | $-\Sigma\left(16 K^{2}+29 K \Sigma+14 \Sigma^{2}\right)$ |
| $(0,0,4,0)$ | $-\Sigma\left(8 K^{2}+9 K \Sigma+4 \Sigma^{2}\right)$ |
| $(0,0,0,4)$ | $-2 \Sigma\left(3 K^{2}+6 K \Sigma+4 \Sigma^{2}\right)$ |
| $(3,1,0,0)$ | $\Sigma(3 K+2 \Sigma)^{2}$ |
| $(3,0,1,0)$ | 0 |
| $(3,0,0,1)$ | $4 K \Sigma(K+\Sigma)$ |
| $(1,3,0,0)$ | $\Sigma(2 K+\Sigma)^{2}$ |
| $(0,3,1,0)$ | $\Sigma(K+\Sigma)(13 K+9 \Sigma)$ |
| $(0,3,0,1)$ | $-K \Sigma^{2}$ |
| $(1,0,3,0)$ | 0 |
| $(0,1,3,0)$ | $\Sigma(3 K+2 \Sigma)^{2}$ |
| $(0,0,3,1)$ | $\Sigma\left(-K^{2}+K \Sigma+\Sigma^{2}\right)$ |
| $(1,0,0,3)$ | 0 |
| $(0,1,0,3)$ | $K \Sigma(K+2 \Sigma)$ |
| $(0,0,1,3)$ | $4 \Sigma(K+\Sigma)^{2}$ |
| $(2,2,0,0)$ | $-\Sigma(2 K+\Sigma)(3 K+2 \Sigma)$ |
| $(2,0,2,0)$ | $K \Sigma^{2}$ |
| $(2,0,0,2)$ | $-\Sigma(K+\Sigma)^{2}$ |
| $(0,2,2,0)$ | $-\Sigma(3 K+2 \Sigma)(4 K+3 \Sigma)$ |
| $(0,2,0,2)$ | $K \Sigma^{2}$ |
| $(0,0,2,2)$ | $-\Sigma(K+\Sigma)^{2}$ |
| $(2,1,1,0)$ | 0 |
| $(2,1,0,1)$ | $-K \Sigma(3 K+2 \Sigma)$ |
| $(2,0,1,1)$ | 0 |
| $(1,2,1,0)$ | 0 |
| $(1,2,0,1)$ | $K \Sigma(2 K+\Sigma)$ |
| $(0,2,1,1)$ | $-K \Sigma(K+\Sigma)$ |
| $(1,1,2,0)$ | 0 |
| $(1,0,2,1)$ | 0 |
| $(0,1,2,1)$ | $K \Sigma(3 K+2 \Sigma)$ |
| $(1,1,0,2)$ | $K \Sigma^{2}$ |
| $(1,0,1,2)$ | 0 |
| $(0,1,1,2)$ | $-2 K \Sigma(K+\Sigma)$ |
| $(1,1,1,1)$ | 0 |
|  |  |

Table 3: Quadruple intersection numbers of the form $D_{1}^{n_{1}} \cdot D_{2}^{n_{2}} \cdot D_{3}^{n_{3}} \cdot D_{4}^{n_{4}}$ involving four Cartan divisors in terms of triple intersections of the base divisors $K_{B}$ and $\Sigma$, where $K=K^{\alpha} D_{\alpha}$ is the canonical class and $\Sigma$ is the singular divisor. Computation is done via section 3.5 and Mathematica.

| $\left(n_{1}, n_{2}, n_{3}, n_{4}\right)$ | $D_{1}^{n_{1}} \cdot D_{2}^{n_{2}} \cdot D_{3}^{n_{3}} \cdot D_{4}^{n_{4}} \cdot D_{\alpha}$ |
| :---: | :---: |
| $(3,0,0,0)$ | $-4 \Sigma(K+\Sigma) D_{\alpha}$ |
| $(0,3,0,0)$ | $-\Sigma(3 K+4 \Sigma) D_{\alpha}$ |
| $(0,0,3,0)$ | $\Sigma(4 K+\Sigma) D_{\alpha}$ |
| $(0,0,0,3)$ | $-2 \Sigma(K+2 \Sigma) D_{\alpha}$ |
| $(2,1,0,0)$ | $\Sigma(3 K+2 \Sigma) D_{\alpha}$ |
| $(2,0,1,0)$ | 0 |
| $(2,0,0,1)$ | $2 K \Sigma D_{\alpha}$ |
| $(1,2,0,0)$ | $-\Sigma(2 K+\Sigma) D_{\alpha}$ |
| $(0,2,1,0)$ | $\Sigma(4 K+3 \Sigma) D_{\alpha}$ |
| $(0,2,0,1)$ | $K \Sigma D_{\alpha}$ |
| $(1,0,2,0)$ | 0 |
| $(0,1,2,0)$ | $-\Sigma(3 K+2 \Sigma) D_{\alpha}$ |
| $(0,0,2,1)$ | $-\Sigma(K+\Sigma) D_{\alpha}$ |
| $(1,0,0,2)$ | 0 |
| $(0,1,0,2)$ | $K \Sigma D_{\alpha}$ |
| $(0,0,1,2)$ | $2 \Sigma(K+\Sigma) D_{\alpha}$ |
| $(1,1,1,0)$ | 0 |
| $(1,1,0,1)$ | $-K \Sigma D_{\alpha}$ |
| $(1,0,1,1)$ | 0 |
| $(0,1,1,1)$ | $-K \Sigma D_{\alpha}$ |

Table 4: Quadruple intersection numbers of the form $D_{1}^{n_{1}} \cdot D_{2}^{n_{2}} \cdot D_{3}^{n_{3}} \cdot D_{4}^{n_{4}} \cdot D_{\alpha}$ involving three Cartan divisors in terms of triple intersections of the base divisors $D_{\alpha}, K_{B}$ and $\Sigma$, where $K=K^{\beta} D_{\beta}$ is the canonical class and $\Sigma$ is the singular divisor. Computation is done via section 3.5 and Mathematica.

The weights and the sign functions for the $S U(5)$ representations 5 and 10 can be found in table 5 and 6 .

| $\operatorname{sign}\left(w_{k} \zeta^{k}\right)$ | $w_{1}$ | $w_{2}$ | $w_{3}$ | $w_{4}$ |
| :---: | :---: | :---: | :---: | :---: |
| + | 1 | 0 | 0 | 0 |
| + | -1 | 1 | 0 | 0 |
| + | 0 | -1 | 1 | 0 |
| - | 0 | 0 | -1 | 1 |
| - | 0 | 0 | 0 | -1 |

Table 5: Weights $w_{i}$ of the fundamental representation 5 of the algebra $\mathfrak{s u}_{5}$ and the sign function $\operatorname{sign}\left(w_{k} \zeta^{k}\right)$ that can be computed by the method described in 5.3.1. [9, table 3]

| $\operatorname{sign}\left(w_{k} \zeta^{k}\right)$ | $w_{1}$ | $w_{2}$ | $w_{3}$ | $w_{4}$ |
| :---: | :---: | :---: | :---: | :---: |
| + | 0 | 1 | 0 | 0 |
| + | 1 | -1 | 0 | 0 |
| + | -1 | 0 | 1 | 0 |
| + | 1 | 0 | -1 | 1 |
| + | -1 | 1 | -1 | 1 |
| - | 1 | 0 | 0 | -1 |
| - | -1 | 0 | 0 | -1 |
| - | 0 | -1 | 0 | 1 |
| - | 0 | -1 | 1 | -1 |
| - | 0 | 0 | -1 | 0 |

Table 6: Weights $w_{i}$ of the fundamental representation 5 of the algebra $\mathfrak{s u}_{5}$ and the sign function $\operatorname{sign}\left(w_{k} \zeta^{k}\right)$ that can be computed by the method described in 5.3.1. [9, table 3]
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[^0]:    ${ }^{1}$ The action is even invariant under $S L(2, \mathbb{R})$ on the classical level, but gets broken to $S L(2, \mathbb{Z})$ because of $\mathrm{D}(-1)$-instanton effects 13.

[^1]:    ${ }^{2}$ In most cases, this is consistent with setting the massive fields to zero 19 .

[^2]:    ${ }^{3}$ There are many equivalent ways to define or represent an elliptic curve. For instance one can directly define an elliptic curve to be a torus with a marked point.

[^3]:    ${ }^{4}$ In the end we are just interested in the divisor class, which determines the line bundles only up to isomorphisms. For details about the definition of the (anti-) canonical bundle, see appendix A. 3

[^4]:    ${ }^{5}$ Moreover, it is reasonable to exclude Fano threefolds due to the lack of the decoupling limit 27 .

[^5]:    ${ }^{6}$ This is true for generic fibers over the singular loci. At certain codimension two loci, the fiber structure might change as it will be dicussed in section 3.6

[^6]:    ${ }^{7}$ This equation just holds for the $\mathfrak{s u}(N)$ case, but similar formulas can be derived for other Lie algebras 94.46.

[^7]:    ${ }^{8}$ This can also be another singular loci.

[^8]:    ${ }^{9}$ It is not really a breaking in a physical sense, but should rather illustrate the underlying combinatorics.
    ${ }^{10}$ This is restricted to fibers that can be described by the Tate-model with general coeffients. Under certain conditions and in different models, other representations may occur as examined in 49, 50. Moreover, higher rank enhancements may occur for $N \geqslant 6$ 48, but they are not considered in this thesis.

[^9]:    ${ }^{11}$ In the literature, this decomposition is usually done over the complex numbers, but the real decomposition can be achieved by the intersection with $H^{4}\left(\hat{Y}_{4}, \mathbb{R}\right)$
    ${ }^{12}$ In 61, there is a counterexample to this assumption.
    ${ }^{13}$ See $\overline{9}$. Appendix G] for examples, where this assumption does not hold.

[^10]:    ${ }^{14}$ That fact that we actually found a dependence only on $\Theta_{i j}$ and $\Theta_{00}$ as shown in section 4.4 will be used later.
    ${ }^{15}$ We have to keep in the back of our mind that not every entry represents a degree of freedom.
    ${ }^{16}$ These parameters are called distinctive in 9 .

[^11]:    ${ }^{17}$ We use different labels for the Cartan divisors compared to 9 .

[^12]:    ${ }^{18}$ actually, it is a lattice, since we are looking at $H_{2,2}^{\text {vert }}\left(\hat{Y}_{4}, \mathbb{Z}\right)$.

[^13]:    ${ }^{19}$ In practice, we have to be a bit careful here, because $(\Lambda \Sigma)$ and $(\Sigma \Lambda)$ denote the same index.

[^14]:    ${ }^{20}$ At the first look, this is a rather restrictive assumption. For a smooth elliptic fibration, i.e without any blow-ups, the Kähler cone is generated by $D_{\tilde{0}}, D_{\alpha}$, where $D_{\alpha}$ are choosen such that $D_{\alpha}^{B}$ generate the Kähler cone of the base 79 . The key question, how the Kähler cone changes under blow-ups, remains.

[^15]:    ${ }^{21}$ We first shift the basis back to our old basis 6.44 and then we can apply equations 3.36

[^16]:    ${ }^{22}$ Hypersurefaces of toric varieties yield a richt class of Calabi-Yau manifolds, but there cannot be a Calabi-Yau manifold in a purely toric description as we will see later.
    ${ }^{23}$ We consider only simplicial toric varieties to avoid subtleties with taking the quotiens, see 80 , footnote 5]

[^17]:    ${ }^{24}$ This is a slightly simplified definition because we restrict ourselves to complex varieties instead of schemes.

