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Abstract

Engagement is a state of being involved, occupied, or fully absorbed in something, the advantage of engagement is widely known in the literature. Despite its importance, there are many methods for measuring engagement. This study utilizes both subjective and objective measures to investigate engagement by using facial action units, skin conductance, eye movements, and pupil diameter to understand how these measures are affected by engagement. The results indicated that there were some significant differences in measure when participants were engaged, compared to neutral and not engaged, but these changes were subtle and effect sizes were low. Similarly, multiple machine learning algorithms were failed to classify engagement using facial action units. One interpretation of these findings is that it was not possible to generate enough engagement responses with this experimental structure. On the other hand, another interpretation is that engagement itself in this specific context doesn't generate significant physiological responses.
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1. Introduction:
	Over the last years, there has been an increasing interest in the concept of engagement within multiple domains of research: organizational psychology, business, sociology, political science, psychology, and education (Brodie et al., 2011; Fredricks et al., 2004; Jennings & Stoker, 2004; Resnick, 2001; Schaufeli, et al., 2006). The main reason behind this increased interest is the positive effect of engagement on students’ success, employee performance and customer interaction. Several studies showed a positive relationship between behavioral engagement and student achievement in elementary, middle, and high school students (Connell et al.,1994; Marks, 2000; Skinner et al., 1990; Connell & Wellborn, 1991; Fredricks et al., 2004). Similarly, Cognitive Engagement was a good predictor of success (B. A. Greene et al., 2004; Sinatra G. M., et al., 2015) and increased motivation (Guthrie et al., 2004; Sinatra et al., 2015). Furthermore, there is a positive correlation between low engagement and risky behaviors related to dropouts such as skipping class, retention, and suspension (Connell et al., 1994; Connell et al., 1995; Fredricks et al., 2004). Other research shows that there is a positive relationship between work engagement and performance (Gorgievski et al., 2010;  Balducci, et al., 2010; Kirk-Brown and Dijik, 2011; Kim et al., 2013). Engaged employees show more positive emotions (Schaufeli and Van Rhenen, 2006; Bakker et al., 2008) and have better physical and mental health(Bakker et al. 2008). Finally, engaged customers play a critical role in marketing because, they are more likely to recommend and refer products to other people and support firms with their ideas and feedback (Kumar et al., 2010; Abdul-Ghani et al., 2012). E.g., Hwang et al. (1999) showed that engaged users have a better chance to give feedback about a system they were interacting with.
Despite the established benefits of engagement, there are different forms of engagement found in the literature. These different forms of engagement focus on engagement from different perspectives and use different measures. The most studied engagement forms are student, work, and consumer engagement. Student engagement investigates students’ academic investment, motivation and commitment to their learning environment, and interaction with their institutions to optimize their experience and enhance learning outcomes. Similarly, work engagement examines employees’ satisfaction and experience with their jobs, and the amount of resources an employee is prepared to devote. Finally, consumer engagement is customers’ commitment and participation in the organization’s offerings and activities (More information about different forms of engagement could be found in Appendix A.)
The most common engagement measure used is self-reports (Whitehill et al., 2014). There are many different scales to measure different forms of engagement, such as the User Engagement Scale (O’Brien et al., 2018), Utrecht Work Engagement Scale (Schaufeli et al., 2006),  Student Engagement Scale (Gunuc, S., & Kuzu, A., 2015), Online Student Engagement Scale (Dixson, M. D., 2015), Student Course Engagement Questionnaire (Handelsman et al., 2005), ISA (Intellectual, Social, Affective) Engagement Scale (Soane et al., 2012) and many more. Questionnaires and self-reports are cheap and applicable for large groups, but there are multiple sources of biases related to questionnaires (D'Mello et al. 2017; Podsakoff et al., 2003) such as social desirability bias (Podsakoff et al., 2003) where people respond to items to represent themselves as a socially desirable rather than their true feelings, and transient mood state (Podsakoff et al., 2003) where recent mood-inducing events affect people’s responses to the items.
Another method mainly used in student engagement research is using external observers to classify engagement. External observers (researchers, peers, teachers, parents) watch performance of participants engaged in a task and report their engagement level. The main problem with the method is that it can only measure visible cues of engagement such as facial action units or head movements, and it requires considerable time and resources (Whitehill et al., 2014). Another method of measuring engagement is by using external sensors, machine learning, and deep learning algorithms to classify engagement. These measures usually rely on facial action units (Whitehill et al., 2014) defined by Ekman (1976) and facial expressions (Grafsgaard et al., 2013) to classify engagement. There are also researches using physiological responses such as heart rate (Darnell, D. K., & Krieg, P. A., 2019), electrodermal activity (Di Lascio et al., 2018), and EEG (Cirett Galán et al., 2012) to measure engagement. Due to the use of sensors and algorithms, these methods can detect small physiological changes and their relationship with engagement. Previous research showed a relationship between engagement, action units, head orientation, and electrodermal activity. Whitehill found a positive correlation between action unit 10 and engagement, and negative correlations between action unit 45, pitch, roll, and engagement. Furthermore, Di Lascio (2018),  found a relationship between maximum tonic value and engagement in structure and spontaneous social interactions, and Potter (2019) claimed that electrodermal activity can be used to predict engagement.
	In this study, a combination of the tools in the literature will be used to investigate the effect of engagement, such as self-reports, external observers, facial action units, electrodermal activity, pupil diameter, head orientation, and photoplethysmography. Based on the results from the literature, it is hypothesized that it is possible to measure engagement using facial action units, head movement, skin conductance, and a combination of multiple physiological measurement tools used to understand a wider range of responses to engagement. This is a new approach for measuring engagement. Previous research used facial action units, heart rate, and electrodermal activity to measure engagement but combination of these tool were used rarely. This study uses this novel approach to measure engagement by combining eye-tracking, head orientation, photoplethysmography, electrodermal activity, and facial action units to measure physiological responses to engagement. In addition, pupil diameter, number, and duration of saccades and fixations were also used to understand responses to engagement. While past studies have examined engagement either using self-reports or external observers (Whitehill et al., 2014; Nezami et al., 2019), few of them combined these two methods. In this study, both responses from participants and external observers were used to reduce the limitations of these methods and to investigate whether it is possible for people to detect the engagement level of others. 
Prior research used different groups of participants for measuring engagement and annotation of the data. For instance, Whitehill (2014) used graduate and undergraduate students as external observers and Gupta et al. (2015)  used crowdsourcing for annotation. In this study, we utilized a different approach for labeling participants engagement. Rather than using separate groups, every participant in the experiment first watched videos while reporting their own engagement level (Figure 1, Testing part), and then watched videos of other participants to label their engagement level (Figure 1, Labelling part). Based on results from prior research (Whitehill et al., 2014; Monkerasi et al., 2017), it is expected that participants correctly classifies the engagement of other participants. 
2. Materials and Methods:
2.1. Participants:
23 participants attended the experiment (M= 37 years, SD = 13, 12 Female, 11 Male), and gave written consent to take part in the study. Most of the participants were Noldus Information Technologies employees or their family members. Participants were recruited via email.  The experiment was approved by The Board of the Faculty of Social and Behavioral Sciences of Utrecht University.
2.2. Apparatus:
The experiment was created by using PsychoPy (version 2021.2.3) and Python (version 3.9). The stimulus was presented on an IIyama monitor (1920x1080 resolution, 60 Hz refresh rate) and the sound was played on two speakers located on the right and left sides of the screen. Sound levels were kept constant for each participant. Faces were recorded by using a Logitech Brio webcam (Logitech) mounted at the top of the monitor and processed by using Noldus FaceReader 9 software (Noldus Information Technology, Wageningen, The Netherlands) to measure facial action units and head movement. Electrodermal activity  and photoplethysmography were recorded using Biopac BioNomadix (Biopac Systems Inc., Santa Barbara, CA, United States) worn on the wrist of the participant, two electrodes are placed on the palm of the participant for electrodermal activity, and a sensor was placed on the index finger for photoplethysmography. Eye movements were recorded using Tobii Pro Nano (Tobii Pro, 2014) eye tracker with frequency of 60 Hz for both eyes.
2.3. Design and Stimuli:
This experiment used a repeated measures design with the engagement level of participants as within-subject variables. There were 4 different videos used to manipulate participants’ engagement. These videos were selected because they were expected to elicit disgust (Little Baby Ice Cream), surprise (Back to School), joy (Certain is Better), and neutral feelings (Nature video) (Table 1). We expected three of these videos to be engaging and only the nature video to be not engaging (Link to the videos could be found in the appendix). Video durations were 66 seconds for Little Baby Ice cream, 67 for Back to School, 58 seconds for Certain is Better, and 40 seconds for Nature video. The variables in this study were activation of facial muscles (Facial Action Units), head movements (Pitch, Yaw, and Roll), pupil diameter, electrodermal activity, and participant’s engagement report. 
Table 1
Name, Expected Emotional Responses and Expected Engagement of the videos(For link to videos Appendix D).
	Name
	Expected Emotional Response 
	Expected to be Engaging

	Little Baby Ice Cream
	Disgust
	Yes

	Certain is Better
	Joy
	Yes

	Back to School
	Surprise
	Yes

	Nature Video
	Neutral
	No



2.4. Procedure:
The experiment consisted of two parts: Testing and Labeling (Figure 1). The testing part started with a short form of the Big-5 personality test developed by Rammstedt, B., & John, O. P. (2007) (Appendix 2). After the personality test, participants performed a training trial where they followed instructions on the screen to familiarize themselves with the task. After training, participants reported their engagement level continuously on a 5-point Likert Scale while watching the first video. After each video, participants filled out a questionnaire (Appendix C) on overall engagement. Following the questionnaire, a neutral task was shown to the participant. In this task, participants counted circles appearing on the screen for a random interval of 20 - 25 seconds. This task was used for creating a gap period between each video for reducing the emotional effect aroused by it and minimize its effect on the next ones. This testing process was repeated for each video, and the order of the videos was randomized for each participant.
During the testing part, the faces of participants were recorded while they were watching the videos. For the labeling part, these videos were separated into 10 seconds parts because Whitehill (2014) found that inter-rater reliability between observers was highest when videos were 10 seconds compared to 60-second clips. This process generated 20 10-seconds clips for each participant within the testing part. In the labeling part, participants watched 40 of these clips from previous participants and reported their engagement level by answering a question (Table 2) after each video (Figure 1). Each 10-second clip was labeled by 3 different participants. The first two participants didn't perform the labeling part because there were no clips to show. The labeling part started with the third participant. Overall, there were 21 participants who performed both testing and labeling parts and only 2 participants performed only the testing part. In the remainder of the paper, we will refer to all the participants who were performing the testing part as viewers and the labeling part as observers. This distinction was necessary for clarity of explanations.

Table 2
Engagement question in the Labelling part.
	Engagement Question
	

	1) Participant looks Engaged
	(1) Disagree strongly (-2)
	(2) Disagree a little (-1)
	(3) Neither agree nor disagree (0)
	(4) Agree a little (1)
	(5) Agree strongly (2)










Figure 1
Sequence of main behavioral paradigm
		Testing						Labeling
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Note. This figure demonstrates the main behavioral paradigm of the experiment. The experiment consists of two parts, Testing, and Labeling. The figure on the left shows the Testing part where each trial started with a video and was followed by a questionnaire and neutral task. This task was repeated 4 times. During testing, participants' faces were recorded, and these videos were later shown to the other participants to label their engagement level in the labeling part. The figure on the right shows the Labeling part where the same participants watched other participants’ videos and label their engagement levels.

2.5. Analysis:
2.5.1 Rating Agreement Between Viewers and Observers:
Throughout the experiment, participants reported their own engagement levels in the testing part (Viewers) and later reported other participants’ engagement levels in the labeling part (Observer). There were several steps taken to calculate the agreement rate between observers’ reports and viewers’ reports. Firstly, the agreement between observers was calculated. As mentioned, every 10-second clip was labeled by 3 different participants, and if 2 out of 3 these reports matched with each other these clips were selected. And clips, where observers didn't agree with each other, were excluded. Secondly, viewers reported their engagements continuously during the testing, so their average engagement scores were calculated for every selected 10-second part. Finally, Observers’ reports and Viewers’ engagement scores were compared to calculate the agreement rate.

2.5.2 Selecting Relevant Facial Action Units based on Viewers’ responses:
FaceReader software can detect 20 different action units (Table 3). The output of each facial action unit is represented by continuous scores, where 0 is the minimum score and 1 is the maximum score. From these scores mean activation for each action unit was calculated and action units with mean activation below 0.1 were excluded, because if a value for action unit is lower than 0.1 in a frame it is considered not active in the FaceReader. Therefore, 'Action Unit 02 - Outer Brow Raiser’, ‘Action Unit 04 - Brow Lowerer', 'Action Unit 05 - Upper Lid Raiser’, ‘Action Unit 06 - Cheek Raiser' 'Action Unit 10 - Upper Lip Raiser', 'Action Unit 15 - Lip Corner Depressor', ‘Action Unit 24 - Lip Pressor ', 'Action Unit 27 - Mouth Stretch' were selected for the analysis (Figure 2). Because the data violated the normality assumption after visual and statistical inspection (Figure 3), Friedman Test was used to test the effect of engagement on facial action units.
Table 3
The 20 AUs FaceReader can classify
	Action Unit
	FACS Name
	Action Unit
	FACS Name

	1
	Inner Brow Raiser
	15
	Lip Corner Depressor

	2
	Outer Brow Raiser
	17
	Chin Raiser

	4
	Brow Lowerer
	18
	Lip Pucker

	5
	Upper Lid Raiser
	20
	Lip Stretcher

	6
	Cheek Raiser
	23
	Lip Tightener

	7
	Lid Tightener
	24
	Lip Pressor

	9
	Nose Wrinkler
	25
	Lips Part

	10
	Upper Lid Raiser
	26
	Jaw Drop

	12 
	Lip Corner Puller
	27
	Mouth Stretch

	14 
	Dimpler
	43
	Eyes Closed
































Figure 2
Mean Activation of Action Units Overall, Engaged, Neutral and Not Engaged for Viewers.
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Note. The figure shows the mean activation of facial action units for all participants and videos. The X-axis exhibits the name of the action unit and the Y-axis exhibits mean activation. The top left figure shows the mean activation for all responses. The top right figure represents the mean activation of action units when participants were engaged. The engaged score was calculated by combining positive scores (1,2) from the participants. Similarly, the bottom left shows the mean activation of action units when participants responded neutral (0). Finally, the bottom right figure displays the mean activation of action units when participants were not engaged. Not Engaged scores were calculated by combining negative scores (-1,-2).















Figure 3
Distribution plot  for action unit 5, 10 and 23 
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Note. Distribution plot for Action Unit Action Unit 05 - Upper Lid Raiser, Action Unit 10 - Upper Lip Raiser and Action Unit 23 - Lip Tightener. Action Unit 05 had skewness of 3.33 (SE = .007) and kurtosis of 12.86 (SE = .013), Action Unit 10 had skewness of 2.72 (SE = .007) and kurtosis of 7.27 (SE = .013), and Action Unit 23had kurtosis of 3.25 (SE = .007) and kurtosis of 15.49 (SE = .013).

2.5.3 Head Movement:
Head Position is defined by three motions Pitch, Yaw and Roll. Pitch is rotation in X axis, Yaw is in Y axis and Roll is in Z axis. Mean scores for each motion were calculated for each condition. Friedman test was used because the data violated the normality assumption (Figure 4). 
Figure 4
Distribution plot  for Roll 
[image: Chart
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Note. Distribution plot for Roll. X-axis indicates Roll values and Y-axis shows density of the values. Roll values had skewness of 2.322 (SE = .007) and kurtosis of 5.917 (SE = .013).




2.5.4 Pupil Diameter:
The eye-tracking data from the first three participants was removed because of a hardware error. For preprocessing pupil diameter information guidelines recommended by Kret et al., (2019) was followed. First, pupil size smaller than 1.5 mm and bigger than 9 mm removed, because these samples were not in acceptable range. Secondly, for detection of outliers’ median absolute deviation (i.e., median absolute deviation [MAD]), which is robust and more resilient to outliers than  mean absolute deviation, was used, and upper and lower threshold computed by removing values that are bigger than  (M = median of all data) and lower than  (Equation 2). Approximately 2 % of the trials were removed. Finally, “mean pupil size” calculated for each point by averaging samples from left eye and right eye (Figure 5). Friedman test applied for determining the effect of engagement on pupil size.
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Equation 1. Equation of Median Absolute Deviation,  is the original observation,  median value of all data and b is a constant generally used as b = 1.4826.

Equation 2. Calculation of upper and lower threshold, values that are higher than three median absolute deviation and lower than three median absolute deviation are removed. N = 2.

Figure 5
Visualization of pupil diameter samples from left pupil, right pupil, and mean pupil diameter.
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Note. The figure shows a sample of pupil diameter right, pupil diameter left, and mean pupil diameter after the processing steps described in 2.5.4.




2.5.5 Saccades and Fixations:
Total number of saccades and fixations was calculated for each condition and the chi-square test of independence test was used to investigate the relationship between engagement level and the number of fixations and saccades generated. Finally, Mean duration of saccades and fixations were calculated for each condition, Repeated Measures ANOVA was used to test the effect of engagement on the duration of saccades, and Friedman test was applied to test the effect of engagement on the duration of fixations.

2.5.6 Electrodermal Activity:
Skin conductance response for all participants are plotted and visually inspected, 3 out of 21 participants were removed from the analysis due to anomalies (Figure 6). To remove outliers that were due to movement and other types of artifacts, the median absolute deviation was used (Equation 1,2), and approximately 1.5% of the trials were removed. There are two types of electrodermal activity responses; Tonic changes (SCL) are gradual and smooth changes in signal and Phasic(SCR) changes are sudden changes in the electrodermal activity responses. Tonic and Phasic changes in the signal were extracted by using the python module neurokit2 (Figure 7). Mean scores for Phasic responses and Tonic Reponses for each condition were calculated, and the Friedman test was performed to investigate the effect of engagement Phasic responses and Tonic responses.
Figure 6
Visualization of three removed participants from Electrodermal Analysis.
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Note. The figure shows data from three removed participants from electrodermal activity analysis. As it can be clearly seen the electrodermal activity data of these three participants only consist of noise.




Figure 7
Visualization of Clean, Phasic and Tonic electrodermal activity responses.
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Note. The figure represents a sample of clean, phasic, and tonic electrodermal activity responses.

2.5.7 Selecting Relevant Facial Action Units for Observers’ Reponses:
	As discussed in 2.5.1, Observers’ responses are accepted if  2 out of 3 observers’ reports match with each other. When unmatched parts were removed from the data set 69 % of it remained. Based on the remaining data relevant action units were selected by following the same procedure in, analysis in 2.5.2. Hence, 'Action Unit 02 - Outer Brow Raiser’, ‘Action Unit 04 - Brow Lowerer', 'Action Unit 05 - Upper Lid Raiser’, ‘Action Unit 06 - Cheek Raiser' 'Action Unit 10 - Upper Lip Raiser', 'Action Unit 15 - Lip Corner Depressor', ‘Action Unit 24 - Lip Pressor ', 'Action Unit 27 - Mouth Stretch' was selected for the analysis (Figure 8).


















Figure 8
Mean Activation of Action Units Overall, Engaged, Neutral and Not Engaged for Observers.
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Note. The figure shows the mean activation of action units of participants when observers reported participants’ engagement. The X-axis of the figure shows the name of the action unit and the Y-axis shows mean activation. The top left figure shows the mean activation for all responses from the observers. The top right figure represents the mean activation of action units when observers reported participants were engaged. The engaged score was calculated by combining positive reports (1,2). The bottom left figure shows the mean activation of action units when observers reported participants were neutral (0). Finally, the bottom right figure displays the mean activation of action units when observers reported participants were not engaged. Not Engaged scores were calculated by combining negative scores (-1,-2).

2.5.8 Engagement Recognition Using Action Units:
Python library Scikit-learn (version 1.1.1, 2011) was used to perform classification, which is a very popular framework for machine learning applications in Python. Multiple classification algorithms were used such as Linear SVM (Support Vector Machines), Multinomial Logistic Regression, and Decision Trees. Multiple Logistic Regression and Linear SVM algorithms have already been used in engagement recognition. Three different performance metrics were used: classification accuracy (Equation 3), F1 score (Equation 4), and Area Under Curve (AUC). Accuracy was defined by the number of positive (TP) and negative (FN) samples which are correctly classified by the model divided by all samples:


Equation 3. Accuracy calculation correctly predicted True Positive (TP) and True Negative (TN) divided by all samples True Positive, False Positive (FP), True Negative and False Negative (FN).
F1 Score (Equation 4) was calculated using the precision and recall score of the test, where precision (Equation 5) is the number of True Positives (TP) results divided by the number of True Positives (TP) scores summed up with False Positive(TP) scores and Recall (Equation 6) is the number of True Positives (TP) scores divided by the number of True Positives (TP) scores summed up with False Negative (FN) scores. As a final evaluation metric, we used AUC scores because they were commonly used in engagement recognition research(citation).

Equation 4. Accuracy calculation correctly predicted True Positive (TP) and True Negative (TN) divided by all samples True Positive, False Positive (FP), True Negative and False Negative (FN).

Equation 5. Accuracy calculation correctly predicted True Positive (TP) and True Negative (TN) divided by all samples True Positive, False Positive (FP), True Negative and False Negative (FN).

Equation 6. Accuracy calculation correctly predicted True Positive (TP) and True Negative (TN) divided by all samples True Positive, False Positive (FP), True Negative and False Negative (FN).
Each model trained and tested using two different methods and their mean performance scores were reported. In the first method, data randomly split into training and testing by using 70% of the samples as training and 30% as testing. The models were trained and tested 10 iterations with random samples chosen each time to decrease random sampling error. In the second method 6 participants (approximately 30% of the data)  randomly selected as testing set and remaining participants were used as training set. Similarly, models were trained and tested 10 iterations with random samples of participants. The second methods was used to see whether it is possible for models to predict engagement of a group of participants without seeing any information about their action units.

2.5.9 Correlation and Regression Analysis for Engagement Questionnaire: 
	The engagement questionnaire (Appendix C) was developed to measure overall engagement. The first five questions are designed to investigate the effect of engagement on distraction, boredom, attention, motivation, and interest (Appendix C). And the sixth question was used to measure the overall engagement of the participants for each video. Pearson correlation analysis between the first five questions in the questionnaire (Appendices C, questions 1-5), and the general engagement score from the participants (Appendices C, question 6) was conducted to investigate the relationship between these concepts and engagement of participants. Then regression analysis between overall scores from the first five questions in the questionnaire and participants' engagement reports was conducted. Finally, participants' mean continuous engagement scores were calculated for each video. And Pearson correlation analysis between mean continuous scores and overall engagement scores reported in the questionnaire was conducted to see the relationship between the two engagement scores. 
3. Result:
3.1. Emotional Responses to Videos: 
There were 4 different videos shown to the participants during the experiment. 90 % of participants reported a “Natural” feeling after watching the Natural video, and 71 % of the participants reported “Disgusting” after Little Baby Ice Cream. The emotional content was reported as 52 % “Surprising”, 28 % “Sad” and 19 % “Fearful” for Back to School, finally “Surprising” (42 %) and “Happy” (39 %) were the most prevalent emotional responses for Certain is Better. Participants were also asked about their overall engagement with the videos in the questionnaire (Appendix D, question 6). Videos that were expected to be engaging had mean scores of over 60 and the  Nature video, which was not expected to be engaging, had a mean score of 43.
3.2. Rating Agreement Between Viewers and Observers:  
Overall, there were 420 videos labeled by observers. The most common labels reported by the Observers were 0 with 30%, 1 with 26% and -1 with 25%, both 2 and -2 were reported less than 10% (Figure 9). On the other hand, viewers reported 0 with 40 %  and 1 with 28 % and 2 with 20 % (Figure 9). Only 10 % of the viewers reported either -1 or -2. Furthermore, facial expression analysis from FaceReader showed that Neutral expression was the highest compared to other basic emotions (Figure 10).








Figure 9
Percentage of Labels Reported by Viewers and Observers.
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Note. The figure on the left shows percentage of engagement levels reported by viewers and figure on the right shows percentage of engagement levels reported by the observers. 

The final score for each participant’s video is calculated based on the agreement between Observers, if two out of three votes were the same these videos were selected. Only 69% of the videos had an agreement between Observers. Mean scores for participant reports for 10 seconds intervals were calculated and compared with the Observers’ reports, only 20 % of them matched. Due to low accuracy between Observers’ scores and Viewers’ scores, 5 engagement scores decrease to three for increasing overlap and simplifying analysis. Participants with engagement scores of 1 and 2 were accepted as ‘Engaged’, 0 as ‘Neutral’, and -1, -2 as ‘Not Engaged’. These changes increased the agreement rate to 30% percent. In the rest of the analysis, we reduced the number of labels from 5 to 3 due to unbalanced reports from the participants (Figure 9) and simplicity. Positive scores were referred to as “Engaged”, 0 were referred to as “Neutral” and negative scores are referred to as “Not Engaged” for the rest of the analysis.














Figure 10
Mean Activation of  Facial Expressions.[image: Chart
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Note. FaceReader can report the activation of basic emotions and neutral. The output of these values were continuous values, where 0 was the lowest score and 1 was the highest score. If activation of emotion is below 0.1 it is reported as not activated. The figure represents the percentage of activation of 7 different emotions for all participants. The figure shows the mean activation of each basic. The X-axis represents the basic emotions and Y-axis represents mean activation.

3.3 Viewers’ Selected Action Units:
Friedman test applied with engagement level as a factor for selected action units, revealed significant difference between Engagement and Action Unit 05 Upper Lid Raiser (χ2 (2) = 9.33, p < .01) and Action Unit 10 Upper Lip Raiser (χ2 (2) = 9.33, p < .01), there were no significant results found for Action Unit 02 - Outer Brow Raiser, Action Unit 04 - Brow Lowerer, Action Unit 06 - Cheek Raiser, Action Unit 15 - Lip Corner Depressor, Action Unit 24 - Lip Pressor, Action Unit 27 - Mouth Stretch (Table 4). Post hoc testing using Bonferroni correction showed that activation of Action Unit 05 significantly increased when participants are Engaged compared to Neutral (mean difference = 0.047, p < .05) and Not Engaged (mean difference = 0.050, p < .05)(Table 5). There was no statistical difference between Neutral and Not engaged. Similarly, post hoc test using Bonferroni correction revealed that Action Unit 10 was activated more when participants were Engaged compared to Neutral (mean difference = 0.077, p < .01) and Not Engaged (mean difference = 0.071, p < 0.5). Again, there was no significant difference between Neutral and Not Engaged was found (Table 6).






Table 4
Friedman Test Results for selected action units.
	Action Units
	χ2
	p

	Action Unit 2
	0.44
	.801

	Action Unit 4
	1.33
	.512

	Action Unit 5
	9.33
	.009**

	Action Unit 6
	0.77
	.678

	Action Unit 10
	9.33
	.009**

	Action Unit 15
	1.00
	.607

	Action Unit 24
	0.38
	.827

	Action Unit 27
	1.33
	.513


Note. Friedman test results for selected action units.  * p < .05, ** p < .01, *** p < .001.

Table 5
Post Hoc test results for Action Unit 5.
	
	
	Mean Difference
	SE
	t
	pbonf

	Engaged
	
	Neutral
	
	0.047
	
	0.016
	
	2.934
	
	0.018
	*

	 
	
	Not Engaged
	
	0.050
	
	0.016
	
	3.119
	
	0.011
	*

	Neutral
	
	Not Engaged
	
	0.003
	
	0.016
	
	0.185
	
	0.855
	

	


Note. Post hoc test results for Action Unit 5.  * p < .05, ** p < .01, *** p < .001.

Table 6								
Post Hoc test results for Action Unit 10.		
	
	
	Mean Difference
	SE
	t
	pbonf 

	Engaged
	
	Neutral
	
	0.077
	
	0.024
	
	3.228
	
	0.008
	**

	 
	
	Not Engaged
	
	0.071
	
	0.024
	
	2.976
	
	0.016
	*

	Neutral
	
	Not Engaged
	
	-0.006
	
	0.024
	
	-0.252
	
	1.000
	

	


Note. Post hoc test results for Action Unit 10. * p < .05, ** p < .01, *** p < .001.

3.4 Pitch – Yaw – Roll:
Friedman test with engagement level as a factor applied for Pitch (χ2 (2) = 3.444, p > .05;),Yaw (χ2 (2) = 0.111, p > .05) and Roll (χ2 (2) = 1.778, p > .05).There were no statistically significant differences between in head position for the different conditions.
3.5. Pupil Size:
Participants’ mean pupil diameter was calculated for each condition. Friedman test was performed to determine the effect of engagement on pupil size. The results showed significant difference (χ2 (2) = 6.097, p < .05). However, post hoc test using Bonferroni correction revealed no significant results between pupil size and engagement level.

3.6. Duration and Number of Saccades and Fixations:
A chi-square test of independence was performed to examine relationship between eye movement, and engagement level. The relationship between these variables were not significant (χ2(2), N = 14697, p > .05). Independent one-way repeated measures ANOVA showed a significant effect between mean duration of saccades and engagement level (F (2,30), p<.05, = 0.029). Post hoc testing using Holm correction revealed significant difference on duration of saccades between Neutral and Not Engaged conditions (mean difference = 0.2654, p < .05), but there were no significant difference in other conditions (Table 7). Finally, Friedman’s test showed that there weren’t significant difference between mean duration of fixations and engagement level (χ2 (2) = 2.625, p > .05).
Table 7
Post hoc results for duration of saccades and engagement.
	
	
	Mean Difference
	SE
	t
	pholm 

	Engaged
	
	Neutral
	
	-0.937
	
	1.008
	
	-0.930
	
	0.360
	

	 
	
	Not Engaged
	
	1.717
	
	1.008
	
	1.704
	
	0.197
	

	Neutral
	
	Not Engaged
	
	2.654
	
	1.008
	
	2.634
	
	0.040
	*

	


Note. * p < .05, ** p < .01, *** p < .001.

3.7. Electrodermal Activity:
Friedman ANOVA test was performed to investigate the effect of engagement Phasic responses and Tonic responses . There were no significant results were found(χ2 (2) = 1.200, p > .05) for Phasic responses, on the other hand there were significant difference between Tonic responses and engagement level(χ2 (2) = 6.533, p < .05), but post hoc tests revealed no significant result.
3.8 Observers’ Selected Action Units:
	 Repeated Measures ANOVA applied with engagement level as a factor for selected action units for observers. There were no statistically significant results found. 
3.9 Engagement Recognition using Action Units: 
	Table 8 shows the performance metrics of the first method, where the data 70 % of the data was split into the training set and 30 % was used as a test set. On the test set, Logistic Regression and Linear SVM models achieved accuracy and F1 – scores around 50 %, and Decision Trees reached accuracy and F1- scores around 98 %  on the test. Although scores were higher in the first method there was a substantial decrease in accuracy, F1, and AUC scores in the second method. Decision Trees accuracy dropped from 98 % to 41 %,  F1 from 98 % to 35 % and AUC from 99 % to 51 %. Similarly, Logistic Regression and Linear SVM also performed worse on the second method.



Table 8
Accuracy, F1, and Area Under Curve Score for Decision Tree, Logistic Regression and Linear Support Vector Machine algorithms.
		First Method						  Second Method 
	Model
	Accuracy
	F1 Score
	AUC
	
	Model
	Accuracy
	F1 Score
	AUC

	Decision Tree
	98 % 
	98 % 
	99 %
	
	Decision Tree
	45 %
	35 %
	51 % 

	Logistic Regression
	49 % 
	49 % 
	70 %
	
	Logistic Regression
	49 % 
	33 %
	51 %

	Linear SVM
	48 %
	48 %
	70 %
	
	Linear SVM
	42 % 
	42 %
	49 %

	Observers
	22 %
	17 %
	
	
	Observers
	22 % 
	17 % 
	


Note. The table on the left represents accuracy, F-1, and area under curve score for the first method where data was randomly split into training and testing randomly. The table on the right shows scores for the second method where 6 participants were randomly selected as a test and the remaining ones as a train.

Figure 11
Visualization of first two decision nodes of Decision Tree algorithm. 
[image: Diagram

Description automatically generated]
Note. The figure shows the first two decision nodes of the decision tree trained with the first method. Each node involves information about the decision boundary on top. E.g., in the first decision node decision boundary for the split was values that were smaller than 0.163 for Action Unit 5. Samples show how many samples were selected based on this decision boundary. Value describes the repartition of the engagement level between three engagement levels, i.e., 9987 for the not engaged, 40598 for neutral, and 48460 for engaged. Finally, class indicates the most numerous classes in the root node. E.g., In the first node, it is Engaged responses.

3.10 Spearman Correlation Analysis Between Action Units and Engagement Level:
Spearman Correlation Analysis for Action units and response for each stimuli revealed statistically significant results (Table 9). Pearson’s correlation showed a significant correlation between Action Unit 18 (r = 0.26, p < 0.001), Action Unit 12 (r = 0.20, p < 0.001) and Action Unit 27 (r = -0.15, p < 0.001) and participants’ responses for “Certain is Better”. A negative correlation for Action Unit 27 found in all stimuluses with varying degrees (Natural video(r = -0.09, p < 0.001), Back to School (r = -0.29, p < 0.001), Little Baby Ice Cream (r = -0.15, p < 0.001). Furthermore, many strong negative correlations found in Back-to-School video for instance, Action Unit 20 (r = -0.36, p < 0.001), Action Unit 23 (r = 0.30, p < 0.001) and Action Unit 27 (r = -0.29, p < .001). On the other hand, there are strong positive correlations in Action Units 02 (r = 0.38, p < .001), Action Unit 09 (r = 0.28, p < .001) and Action Unit 26 (r = 0.25, p < .001) in Little Baby Ice Cream. 
Table 9
Spearman Correlation between Facial Action Units and Behavior for Each Video.
	Action Units
	Certain is Better
	Back to School
	Little Baby Ice Cream
	Nature

	Action Unit 01 - Inner Brow Raiser
	-0.02***
	-0.05***
	-0.04***
	-0.21***

	Action Unit 02 - Outer Brow Raiser
	0.11***
	-0.06***
	0.38***
	0.28***

	Action Unit 04 - Brow Lowerer
	0.0
	-0.16***
	0.17***
	0.04***

	Action Unit 05 - Upper Lid Raiser
	0.12***
	0.1***
	0.18***
	0.26***

	Action Unit 06 - Cheek Raiser
	0.08***
	-0.18***
	-0.08***
	0.16***

	Action Unit 07 - Lid Tightener
	0.12***
	-0.02***
	0.24***
	0.05***

	Action Unit 09 - Nose Wrinkler
	0.2***
	0.14***
	0.28***
	0.25***

	Action Unit 10 - Upper Lip Raiser
	0.15***
	0.29***
	0.18***
	0.13***

	Action Unit 12 - Lip Corner Puller
	0.2***
	-0.06***
	-0.08***
	0.16***

	Action Unit 14 - Dimpler
	0.02***
	-0.29***
	0.0
	0.07***

	Action Unit 15 - Lip Corner Depressor
	0.14***
	-0.05***
	0.17***
	0.22***

	Action Unit 17 - Chin Raiser
	0.06***
	0.12***
	-0.03***
	-0.25***

	Action Unit 18 - Lip Pucker
	0.26***
	-0.02***
	0.05***
	0.22***

	Action Unit 20 - Lip Stretcher
	0.13***
	-0.36***
	-0.08***
	0.2***

	Action Unit 23 - Lip Tightener
	0.0
	-0.3***
	-0.18***
	0.12***

	Action Unit 24 - Lip Pressor
	0.1***
	-0.25***
	0.08***
	0.0

	Action Unit 26 - Jaw Drop
	0.16***
	0.17***
	0.25***
	-0.04***

	Action Unit 27 - Mouth Stretch
	-0.15***
	-0.29***
	-0.15***
	-0.09***


Note. . * p < .05, ** p < .01, *** p < .001.

3.11 Correlation and Regression Analysis for Engagement Questionnaire:
	Pearson correlation showed a significant correlation between the first five questions in the questionnaire and the overall engagement reports of participants (Table 10). Distraction (r = -0.452, p < .001) and boredom (r = -0.603, p < .001) were negatively correlated with overall engagement scores. On the other hand, attention (r = 0.569, p < .001), motivation (r = 0.579, p < .001) and interest (r = 0.611, p < .001) were positively correlated with the engagement score. Linear regression was conducted to examine how well the overall score could predict engagement. 2 outliers were removed from the analysis after visual inspection (Figure 11). After the removal of outliers, an analysis of standard residuals showed that data contained no outliers (Std. Residual Min. = -3.395, Std. Residual Max. = 2.336). The independence of the residuals was verified by the Durbin-Watson test (d = 1.931), homoscedasticity and normality assumptions were confirmed by residual plots. Overall questionnaire score significantly predicted engagement (F(1,80) = 138.437, p < .001), explaining 79 % of variability in scores with adjusted R² = .62 %. The Pearson correlation between questionnaire score and engagement was statistically significant (r(80) = 0.796 , p < .001). The regression coefficient (B = 3.613, 95 % CI [3.002,4.224]) indicated that each unit increase in the score corresponded to an increase in engagement by 3 to 4.2 points. Finally, Pearson correlation analysis showed no correlation (r = 0.018, p > .05, n = 79) between mean continuous scores and overall engagement scores reported in the questionnaire.
Table 10
Pearson Correlation between questions in the engagement questionnaire (Appendix C).
	Variable
	 
	I was distracted while watching video.
	Video got my full attention.
	I felt motivated to watch video until the end.
	Video was interesting.
	I felt bored while watching the video
	How engaged were you while watching the video

	1. I was distracted while watching video.
	
	Pearson's r
	
	—
	
	
	
	
	
	
	
	
	
	
	

	
	
	p-value
	
	—
	
	 
	
	 
	
	 
	
	 
	
	 
	

	2. Video got my full attention.
	
	Pearson's r
	
	-0.714
	***
	—
	
	
	
	
	
	
	
	
	

	
	
	p-value
	
	< .001
	
	—
	
	 
	
	 
	
	 
	
	 
	

	3. I felt motivated to watch video until the end.
	
	Pearson's r
	
	-0.569
	***
	0.581
	***
	—
	
	
	
	
	
	
	

	
	
	p-value
	
	< .001
	
	< .001
	
	—
	
	 
	
	 
	
	 
	

	4. Video was interesting.
	
	Pearson's r
	
	-0.447
	***
	0.542
	***
	0.597
	***
	—
	
	
	
	
	

	
	
	p-value
	
	< .001
	
	< .001
	
	< .001
	
	—
	
	 
	
	 
	

	5. I felt bored while watching the video
	
	Pearson's r
	
	0.469
	***
	-0.654
	***
	-0.563
	***
	-0.641
	***
	—
	
	
	

	
	
	p-value
	
	< .001
	
	< .001
	
	< .001
	
	< .001
	
	—
	
	 
	

	6. How engaged were you while watching the video
	
	Pearson's r
	
	-0.452
	***
	0.569
	***
	0.579
	***
	0.611
	***
	-0.603
	***
	—
	

	
	
	p-value
	
	< .001
	
	< .001
	
	< .001
	
	< .001
	
	< .001
	
	—
	

	


Note. * p < .05, ** p < .01, *** p < .001

4. Discussion
4.1 Discussion:
	The aim of this study was to examine the effect of engagement on physiological responses. It was expected that participants with different engagement levels would have significantly different activations on their facial muscles, electrodermal activity, pupil size, and head orientation. We found out that Action Unit 10 and Action Unit 5 were activated more when participants are engaged compared to neutral and not engaged. However, effect sizes were low for both action units. On the other hand, we observed a positive correlation between action unit 10 and a negative correlation between action unit 1 and participants’ engagement reports. This pattern of results is consistent with the previous literature (Whitehill et al., 2014). They also observed a negative correlation between pitch and yaw. However, we didn’t find a significant correlation. Furthermore, Coppens and Keuleers et al.’s (2017) claimed that engagement was the same as neutral emotions, that is, no activation of action units. Our results were partially consistent with their findings since we found no difference between activation of action units except for action units 5 and 10 and engagement level. We were unable to show an effect of engagement level on the activation of action units. One interpretation of these findings is that there is no existing specific facial expression for engagement, or changes in the facial muscles are so subtle to detect.
	The correlation between viewers' engagement reports and activation of action units for each video is of interest. Action Unit 5 and Action Unit 10 was positively correlated and Action Unit 27 and Action 1 negatively correlated with engagement regardless of the video. On the other hand, Action Unit 14 and Action Unit 24 negatively correlated (r = -0.29, r = -0.25) with “Back to School”, but there was a small correlation with other videos. Similarly, Action Unit 7 positively correlated (r = 0.38)with “Little Baby Ice Cream” and Action Unit 18 positively correlated (r = 0.26, r = 0.22) with “Certain is Better” and “Nature” video. These findings show the effect of the videos on the responses of engagement and activation of Action Units when someone is engaged may vary significantly based on the content. This indicates the importance of stimulus when investigating engagement, changes in the stimuli could change the participants’ responses.
	The skin conductance response(SCR) and pupil diameter are known to be an indirect measure of sympathetic autonomic activity that is associated with emotion(Laine et al., 2009; Bradley et al., 2008). Friedman Test showed significant results for skin conductance and pupil diameter, but the post hoc test revealed no significant relationship between conditions. There are some studies that measure engagement using electrodermal activity data. For instance, Hernandez et al. (2014) used EDA data to measure the social engagement of children during social interactions,  Di Lascio et al. (2018), used it to measure emotional engagement in the classroom, and several other researches investigating student engagement (Villanueva et al., 2018; Potter et al. 2019; Morrison et al., 2020). Di Lascio et al. (2018),  found a relationship between maximum tonic value and engagement in structure and spontaneous social interactions, and Potter (2019) claimed that electrodermal activity can be used to predict engagement. The present results aren’t consistent with other research, but this could be due to the difference between the condition and the stimuli used in the current study and reported studies. In Hernandez et al. (2014) experiment, parents engaged with their children, and Di Lascio et al. (2018) measured engagement in the classroom, these conditions may generate stronger interaction and engagement compared to the stimulus used in the current study. Although there are many studies about engagement and skin conductance, the number of research related to pupil size and engagement was limited. These results may represent one of the first direct demonstrations of the relationship between engagement and pupil size. Similar to electrodermal activity, the Friedman test resulted in a significant result, but the post hoc test using Bonferroni correction showed no significant correlation between pupil size and engagement. Additionally, we were unable to find a relationship between engagement and the number of saccades and fixations generated, however, there was a significant difference between the mean duration of saccades.
Engagement research usually collects responses in two ways, either participants report their engagement level or external observers label the participants' responses. Our results showed that observers were unable to identify participants’ engagement, only 30% of observers’ labels matched with the viewers’. Logistic Regression and SVM algorithms performed better than observers but failed to reach high accuracy and F1 scores (Table 8). The performance of our models was worse compared to other research, Nezami et al. (2019) reported  77 % accuracy and 81 % F1 score and Whitehill  (2014) reported 72 % accuracy for Support Vector Machines. On the other hand, Decision Trees performed almost perfectly reaching accuracy and an F1 score of 98 %. However, in the second method accuracy and F1 scores of all models failed to reach above 50 %. The results strongly imply that the Decision Tree model performed greatly when there is information about a participant and it could generalize that information to test samples but failed to predict a participant’s engagement based on the samples from others. This difference in performance may be explained by individual differences in facial micromovements. Cohn et al. (2002) showed that there were differences in the activation of facial action units for facial expressions between individuals, and these differences were stable over time. Similarly, Ilgen, et al., (2021) also found individual differences in frequencies of action units for each participant. All participants had higher median scores for one or more action units above their individual median in each context (Ilgen et al., 2021). In the first method, information for each participant was found in both training and test data. With the help of this individual information in the data, the Decision Tree model was able to successfully predict the engagement of the participant. Conversely, the lack of this information about individual differences led to the Decision Tree model performing worse in the second method.
	Finally, the correlation analysis between the first five questionnaires and overall engagement scores showed a significant effect. There was a negative moderate negative correlation (Schober, P., et al., 2018) for questions one and four, and a moderate positive correlation (Schober, P., et al., 2018) for other questions. Furthermore, regression analysis between overall scores in the questionnaire and engagement reports was significant. On the other hand, there was no correlation between mean continuous scores and overall engagement scores reported in the questionnaire. One interpretation of these findings is that participants were not able to report their engagement correctly when they were reporting continuously. This could be due to the time constraint when reporting continuously. When participants report continuously, they needed to watch the video, assess their engagement level, and report it each moment in time. Conversely, when they reported with a questionnaire, they had time to assess their response, experience, and engagement. Whitehill (2014) reported similar results for the observers. They found that it was difficult for observers to report engagement continuously, compared to reporting engagement using clips or static images. These results highlight that reporting engagement continuously is challenging for both viewers and observers.
4.2 Limitations:
The current study has some limitations that could have influenced the results. First, in the study, we expected reliability between Observers and Viewers’ to be high, but this was not the case, so the analysis relied heavily on the self-reports of participants. These responses may be influenced by some biases such as transient mood state (impact of relatively recent mood-inducing events to influence the how participants respond to an item) and common scale anchors (using same anchor points repeatedly in a questionnaire.). Second, due to technical errors raised 3 participants were removed from the analysis of eye-tracking, and different 3 participants were removed from the analysis of skin conductance. These exclusions led to statistical analysis using different groups of participants. Third, there was a difference in how data was collected for observers’ and viewers’ responses. Responses from the viewers and physiological data were collected continuously, but observers’ engagement reports were not continuous. This discrepancy in the data structure made it difficult to compare observers’ and viewers’ responses. Finally, it is recommended to use The Synthetic Minority Oversampling Technique (SMOTE) (Fernández et al., 2018; Chawla et al., 2002) when training a machine learning model with imbalanced data. This method create synthetic copy of the data for underrepresented samples to create a balanced set. In this study, most of the samples were either Neutral or Engaged, only 10 % of the samples were not engaged. This technique could have improved the performance of the machine learning algorithms used, but we weren’t able to utilize this technique because of the size of the data.

4.3 Conclusion:
Engagement is a very important concept with crucial implications, but there are significant differences in the measurement of engagement. These differences prevent us to create a more unified measurement of engagement by combining subjective and objective measures. We integrated different methodologies used in the literature such as self-reports, and questionnaires, and utilized multi-modal data collection methods using eye-tracking, skin conductance, and action units to understand physiological responses of engagement. We found significant results in some of the measures, but effect sizes were low and many of the measures were not significant. This shows it is not possible to measure engagement with this experimental structure and stimuli. These results may be explained in two different ways; First physiological responses to engagement are limited compared to other emotions such as Fear, due to this nature of engagement it is not possible to measure it, second, the stimulus used in the experiment was not enough to elicit enough responses. Future changes to stimuli, selecting different types of stimuli, or changing stimulus from videos to more interactive tasks such as games or lectures may help participants to become more engaged. 
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Appendices
Appendix A:
	Type of Engagement
	Author
	Definition

	Engagement
	
Higgins and Scholer (2009) 
	Engagement defined as “A state of being involved, occupied, fully absorbed or engrossed in something (i.e., sustained attention), generating the consequences of a particular attraction or repulsion force. The more engaged individuals are to approach or repel a target, the more value is added to or subtracted from it. “  by Higgins and Scholer (2009).

	Student Engagement
	
London, Geraldine, and Shauna (2007)
	
	Students’ academic investment, motivation, and commitment to their institution. And efforts from the institutions to optimize student experience and improve learning outcomes.

	Work Engagement
	
Bakker, A. B., Demerouti, E., & Verbeke, W. (2004). 

Maslach, C., & Leiter, M. P. (2008).

Schaufeli, W. B., Salanova, M., González-Romá, V., & Bakker, A. B. (2002).

	Work engagement is defined as ‘‘a positive, fulfilling state of mind that is characterized by vigor, dedication, and absorption,’’ by Schaufeli et al. (2002). There are two different perspectives on the work engagement. Maslach and Leiter (2018) claims that engagement and burn out are in a continuous relationship, where one is opposite of other. On other hand, Baker (2004) work operationalizes work engagement as an antidote of burnout. 

	User Engagement
	
O’Brien, 2016
	User engagement defined as quality of the user experience with the technologies, that involves persons’ cognitive, temporal, and behavioral investment while interacting with the digital system.

	Civic Engagement
	
Jennings, M. K., & Stoker, L. (2004). 

	Two important components of civic engagement are participation in voluntary organizations and voluntary performance, which bot facilitate the development of social networks. These activities both increase the civic engagement and trust and confidence in others.

	Social Engagement
	
Achterberg et al. (2003) 
Brodie et al., 2011

	Brodie et al. (2011) defines Social Engagement as “A high sense of initiative, involvement and adequate response to social stimuli, participating in social activities, interacting with others. “


	Consumer Engagement / Customer Engagement
	Patterson et al. (2006) 
Vivek, Beatty, and Morgan (2010) 
Brodie, R. J., Hollebeek, L. D., Jurić, B., & Ilić, A. (2011).
	Consumer engagement is customers’ physical, behavioral, and cognitive relationship with a focal agent (e.g., a brand). The positive engagement between them can generate behavior that is beyond purchases such as recommendations, writing reviews, and helping other customers.






Appendix B:
	Instruction: How well do the following statements describe your personality?

	I see myself as someone who …
	Disagree strongly
	Disagree a little
	Neither agree nor disagree
	Agree a little
	Agree strongly

	… is reserved
	(1)
	(2)
	(3)
	(4)
	(5)

	… is generally trusting
	(1)
	(2)
	(3)
	(4)
	(5)

	… tends to be lazy
	(1)
	(2)
	(3)
	(4)
	(5)

	… is relaxed, handles stress well
	(1)
	(2)
	(3)
	(4)
	(5)

	… has few artistic interests
	(1)
	(2)
	(3)
	(4)
	(5)

	… is outgoing, sociable
	(1)
	(2)
	(3)
	(4)
	(5)

	… tends to find fault with others
	(1)
	(2)
	(3)
	(4)
	(5)

	… does a thorough job
	(1)
	(2)
	(3)
	(4)
	(5)

	… gets nervous easily
	(1)
	(2)
	(3)
	(4)
	(5)

	… has an active imagination
	(1)
	(2)
	(3)
	(4)
	(5)



Appendix C:
	1) I was distracted while watching video.
	(1) Disagree strongly
	(2) Disagree a little
	(3) Neither agree nor disagree
	(4) Agree a little
	(5) Agree strongly

	2) Video got my full attention.
	(1) Disagree strongly
	(2) Disagree a little
	(3) Neither agree nor disagree
	(4) Agree a little
	(5) Agree strongly

	3) I felt motivated to watch video until the end.
	(1) Disagree strongly
	(2) Disagree a little
	(3) Neither agree nor disagree
	(4) Agree a little
	(5) Agree strongly

	4) Video was interesting.
	(1) Disagree strongly
	(2) Disagree a little
	(3) Neither agree nor disagree
	(4) Agree a little
	(5) Agree strongly

	5) I felt bored while watching the video.

	(1) Disagree strongly
	(2) Disagree a little
	(3) Neither agree nor disagree
	(4) Agree a little
	(5) Agree strongly

	6) How engaged were you while watching the video?
	                                                               (0) – (100)

	7) How would you label the emotional content of this video?
	(1) Happy
	(2) Sad
	(3) Disgusting
	(4) Neutral
	(5) Surprising
	(6) Angry


Note. First question and Fifth questions are negatively annotated.






Appendix D:
	Name
	Link

	Little Baby Ice Cream 
	https://www.youtube.com/watch?v=erh2ngRZxs0&ab_channel
=LittleBabysIceCream

	Certain is Better
	https://www.youtube.com/watch?v=ixBg2tNm6d4&list=LL&index=65&
ab_channel=VCUBrandcenter

	Back to School 
	https://www.youtube.com/watch?v=b5ykNZl9mTQ&ab_channel
=SandyHookPromise

	Nature Video
	





























Appendix E:
Figure 12
Correlation Between Action Units and Participants Engagement score for each Participant.
[image: Chart, treemap chart

Description automatically generated]
Note. The figure shows correlation coefficient values for action units and engagement scores for each participant. The X-Axis represents action units and Y-axis represents participants.














Appendix F:
Figure 13
Confusion Matrices for Machine Learning Algorithms in First Method.
[image: Table

Description automatically generated]
Note. The figure represents confusion matrices for machine learning algorithms used in the first method defined in 2.5.8. The X-axis of the figure shows the predicted labels by the algorithm, and Y-axis shows actual labels reported by participants.  These matrices show the percentage of labels that are correctly classified by the algorithms (True Positive), and the percentage of labels algorithms classified incorrectly (False Positives). The figure on the left shows the confusion matrix for Decision Tree, the middle for Multinomial Logistic Regression, and the right for Linear Support Vector Machines.

Figure 14
Confusion Matrices for Machine Learning Algorithms in Second Method.
[image: Table

Description automatically generated]
Note. The figure represents confusion matrices for machine learning algorithms used in the second method defined in 2.5.8. The X-axis of the figure shows the predicted labels by the algorithm, and Y-axis shows actual labels reported by participants.  These matrices show the percentage of labels that are correctly classified by the algorithms (True Positive), and the percentage of labels algorithms classified incorrectly (False Positive). The figure on the left shows the confusion matrix for Decision Tree, the middle for Multinomial Logistic Regression, and the right for Linear Support Vector Machines.
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