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Abstract

There is a growing body of research on dynamics of maps over finite sets; such a map f : X → X is
described by a finite directed graph with vertex set X and edges from x ∈ X to f(x) ∈ X. In general
one finds that maps with algebraic properties give more symmetrical graphs than random graphs. In this
context, we study endomorphisms of ordinary elliptic curves over finite fields with endomorphism ring equal
to the maximal order of a quadratic number field. We translate the graph theory problem into an algebraic
number-theoretic one. We use the theory of rational maps by x-coordinate projection of endomorphisms by
Ugolini, and on dynamics of Dedekind domains by Qureshi and Reis, to derive precisely the cycles and trees
that the graphs consist of. Next, we look at the curve E : y2 = x3 − x over Fp to apply this theory. We run
some computer experiments for endomorphisms α = a±bi with 1 ≤ a, b ≤ 9 for the first 1000 prime numbers
where E is ordinary. We look at two invariants: the number of points in cycles and the maximal cycle
length. We study the proportion of points in cycles, looking at the density of primes where this proportion
is maximal. Using congruence relations, we find a lower bound for endomorphisms which do not contain
split primes. We also find more general results concerning the proportion of points experimentally. Next, we
look at the proportion of cyclic points that are contained in the maximal cycle. We study experimentally
how the proportion behaves as p increases in size; and find a big difference in the case where the norm of the
endomorphism is even or odd. Further, we look into when the proportion is maximal. In the even case, the
maximum proportion is 1; in the odd case it is < 1. For the odd case, we give a conjecture describing the
value of the maximum proportion as a function of the endomorphism, which we base on the experimental
data and on the case where the graph has only a minimal number of points.
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Introduction

One can study maps of finite sets and their dynamics. Let X be a finite set and f : X → X a map. We
consider the finite directed graph given by the vertex set X and edges from x to f(x) for each x ∈ X. As the
set is finite, it follows that each point is preperiodic, which means that there exist distinct i, j > 0 such that
f i(x) = f j(x) (if j = 0, we say x is periodic). In this thesis, we will call periodic points cyclic and consider
cycles {x, f(x), f2(x), . . . , fk−1(x)} for periodic points x where k is the smallest positive integer such that
fk(x) = x. All non-cyclic points are parts of trees which are rooted in a cyclic point. For the finite set X we
take the set of points on an elliptic curve over a finite field, and the map is an endomorphism of the curve.

In Figure 1 we see an example of such a graph. Take a look at each cyclic (i.e., periodic) point; they are all
connected to an equal number of non-cyclic points, so all the trees are isomorphic. Maps that give graphs with
such symmetrical properties have been studied, their symmetry often being explained by algebraic properties
of the maps, for example in the case of Chebyshev polynomials [BCH20]. In our case the symmetry is also
not suprising, as the point set of an elliptic curve forms a group with point addition.

The exact object of study is endomorphisms of ordinary elliptic curves over finite fields which have endomor-
phism ring equal to the maximal order of a quadratic number field. To be explicit, consider an endomorphism
ϕ of an elliptic curve E over a finite field Fq with q a prime power. We consider a graph with vertices all the
points on E(Fqn) and draw an arrow from a point P to Q if and only if ϕ(P ) = Q. Because of previous results
on rational maps from Ugolini in [Ugo18] and Qureshi & Reis in [QR19], we were quite confident that a nice
description of the graphs would be possible. One interesting question is then how the endomorphisms act on
growing sizes of points. What happens to the invariants of the graph? The behaviour of invariants of random
graphs has been studied in [Bol01, p. 412-413], but our graphs are certainly not random. For example, an
invariant to study is the proportion of points in cycles, i.e., periodic points. Take, e.g., E : y2 = x3 + x to
be an ordinary elliptic curve over Fp; E has endomorphism ring Z[i], which is the maximal order. We can
see already in Figure 2 that there is a difference in the proportion of points in cycles between α = 1 + i and
α = 1 + 2i. We can also see that as p grows, certain properties of the graphs do not change. Note that, (1)
all trees in the graph are isomorphic; and (2), every point has a similar number of points in the pre-image:
it is either 0, 1 or equal to the norm of α (2 or 5). These are things we will be able to explain once we have
a general theory of the graphs.

Our first objective is then to describe the cycles and trees of the graphs. Later, we look at a specific elliptic
curve and study them in terms of the theory. In Chapter 1, we will, as Ugolini does, use an important
theorem of Lenstra to turn the graph theory problem into an algebraic number-theoretic problem. Because
of this theorem it is important that we assume that the endomorphism ring is equal to the maximal order
of the number field. This brings us to endomorphism rings modulo p in Chapter 2, where we will see that
reducing the curve modulo p does not change the endomorphism ring in the cases we are interested in (where
the curve has good reduction is ordinary at p, and the endomorphim ring is equal to the maximal order).
This means we can vary p as we please and not worry about the endomorphism ring changing. It also implies
that lots of curves could be studied in a similar way to how we studied the specific curve.

In Chapter 3 we completely describe the graphs of the endomorphisms. In the article [Ugo18] Ugolini
discusses rational maps given by the projection onto the x-coordinate of maps of endomorphisms. This is
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Figure 1: Let E : y2 = x3 + 56x + 34 be an elliptic curve over F83. This curve has endomorphism ring

R = Z[ω] for ω = 1+
√
−19
2 . Above, we see the graph of the set E(F83) with map α = 3 + ω ∈ R. While this

is a directed graph, we have omitted the arrows to make the image less cluttered. See Appendix C.2 for the
Mathematica code and [Ugo18, Example 4.2] for the original example.

very similar to our goal here, so we follow this article closely, adapting the theorems and proofs to give a
description of the cycles and trees of our graphs. There was one proof which, as it turned out after some
communications with the author of [Ugo18], did not work in one (ramified) case. In this thesis a new proof
is presented in Section 3.2, but we have included more details on the old proof in Appendix A. We have also
adapted one of Ugolini’s examples on a curve on F252 .

In Chapter 4, we will apply our previous theory. We focus on an example of an elliptic curve, E : y2 = x3−x
over Q to make things more concrete. We call a prime number ‘ordinary’, when the curve E has good
reduction at p and the resulting curve mod p is ordinary. We will prove some results and also show results
of a computer experiment.

The first invariant studied is the proportion of points in cycles

C =
# points in cycles

# total points
.

In particular we are looking for when this C is maximal, so when a lot of the points are in cycles. We try to
find the density of primes where this proportion is maximal by looking at congruence relations. In this way,
we can derive the statement ‘for α = 1 + i, the density of points that have the maximal C = 1/8 is 1/2’. In
general, we can give a certain lower bound of the lower density (infimum limit) of primes when we consider
that the endomorphism α consists only of prime ideals which lie above inert and ramified primes (only 2).
Then we have for N(α) = 2k · qr11 q

r2
2 · · · qrnn with qi inert, that the lower density of ordinary primes where C

is maximal is at least ∏n
i=1 (qi − 2)∏n
i=1 (qi − 1)

or

∏n
i=1 (qi − 2)

2 ·
∏n
i=1 (qi − 1)

,
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p=5 p=13 p=17 p=37

α = 1 + i

α = 1 + 2i

Figure 2: Let E : y2 = x3 + x over Fp. For the endomorphisms α = 1 + i and α = 1 + 2i we see the graphs
of α acting on E(Fp) for p = 5, 13, 17 and 37. Note that (1) the trees have a symmetry to them; and (2)
α = 1 + 2i has more cyclic points. See Appendix C.1 for the Sagemath code.

depending on whether k = 0 or not. Unfortunately, we cannot use the proof in the split case. We did make
some experimental observations to see what happens in general. In fact we found that the fractions are a
very good approximation of the density when α is not divisible by some rational prime number p 6= 2, see
Section 4.2.2. However, for this we do not have a proof.

Next, we want to know how the cycles are distributed and to do this, we study the maximal cycle length.
To study how the maximal cycle length changes as the number of points grows, we turned to

K =
maximal cycle length

# number of points in cycles
.

One thing that we observe is that the plots look very different for N(α) even or odd. In the even case, K is
often much larger than in the odd case. We looked at when K = 1, which is the case with only one cycle.
We noted that, as expected, when p grows we see less of K = 1. In general, there seems to be an increase
for smaller cycles as p grows. Further, in the odd case we can say something about the maximal value of K
when the number of points in cycles equals 8. Then we know that for α = a+ bi and even a, K = 1/2, while
if a is odd, we have 1/4 when a + b ≡ 3 mod 4 and 1/8 when a + b ≡ 1 mod 4. In all of the experimental
cases, the maximal of K in the 495 ordinary prime numbers is always equal to the case with p = 5 (and thus
also to the cases with exactly 8 points in cycles). However, we cannot prove this always holds.

Prerequisites

We assume the reader to be familiar with the basics of graph theory, elliptic curves and algebraic number
theory.
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Chapter 1

Elliptic curves over finite fields as
modules of the endomorphism ring

Let E be an ordinary elliptic curve defined over a finite field Fq. Let R := EndFq (E) be the endomorphism
ring of E over Fq. The set of points E(Fqn) forms an abelian group on which the endomorphisms in R act
by evaluation, making it into an R-module. In this chapter we will find an alternative description of this
R-module.

As E is ordinary, R is an order of an imaginary quadratic number field. We consider the Frobenius endo-
morphism πq : (x, y) 7→ (xq, yq).

With above notation, we can get from Theorem 1(a) in [Len96] that

Theorem 1.0.1. There is an isomorphism of R-modules E(Fqn) ∼= R/(πnq − 1).

In this chapter we will give an exposition of the proof of the above theorem, following closely Proposition
2.1 in [Len96].

Let E[s] := {P ∈ E(Fq)|sP = O}. The proof will consist of showing that for separable s ∈ R there is
an R-module isomorphism E[s] ∼= R/(s). Note that this result concerns ordinary elliptic curves and is not
guaranteed in the supersingular case. Note that πnq − 1 is separable by [Sil09, p. 79, Corollary 5.5]. Now for

any P ∈ E(Fq),
(πnq − 1)P = O ⇐⇒ P ∈ E(Fqn),

so E[πnq − 1] ∼= E(Fqn). Then Theorem 1.0.1 follows by setting s = πnq − 1 in the following theorem.

Theorem 1.0.2. For every separable s ∈ R, there is an isomorphism of R-modules E[s] ∼= R/(s).

The remainder of this chapter is dedicated to proving Theorem 1.0.2. In the proof we will use two lemmas,
Lemma 1.0.2 and 1.0.3. We will also need the following fact from [Wit01, p. 336, Corollary 2.2], for which
we include a proof based on [Wit01, Lemma 2.1]:

Lemma 1.0.1. Every endomorphism of E is defined over Fq, so R = End(E).

Proof. Let ϕ ∈ R, so ϕ(x, y) = (ϕ1(x, y), ϕ2(x, y)) with ϕ1(x, y), ϕ2(x, y) rational maps with coefficients
in Fq. Then (ϕ1(xq, yq), ϕ2(xq, yq)) = (ϕ1(x, y)q, ϕ2(x, y)q), as we are working in characteristic p and also
aq = a for a ∈ Fq. Now if ψ ∈ End(E) with coefficients not in Fq, then there is a coefficient of ψ, say ai with
aqi 6= ai. So the above does not hold in that case. Therefore R = {ψ ∈ End(E)|ψπq = πqψ}. Now, as E is
ordinary, End(E) is commutative, so in fact R = End(E).
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Lemma 1.0.2. Let A be a finite commutative ring. Then the following two statements are equivalent:
(i) each faithful A-module M contains a submodule that is free of rank 1 over A;
(ii) the number of maximal ideals of A is equal to the number of minimal ideals of A.

Proof. Assume (i). Consider the finite commutative ring A as an abelian group. By the classification theorem
on finitely generated abelian groups, we have A ∼= Cq1 ⊕ · · · ⊕ Cqt where Cqi is a cyclic group of order a
prime power qi. Let M = Hom(A,Q/Z), the set of group homomorphisms from A to Q/Z. Let f ∈ M and
a ∈ A.

Let (ai)i denote the image of a in Cq1 ⊕ · · · ⊕ Cqt and fi the restriction of f to Cqi . Each Cqi is cyclic
so because fi is an homomorphism, fi is completely determined by f(gi) for a chosen generator gi. There
are |Cqi | = qi choices for fi to be a homomorphism in Hom(Cqi ,Q/Z), namely fi(gi) = 0, fi(gi) = 1/qi,
fi(gi) = 2/qi, . . . , or fi(gi) = (qi − 1)/qi.

Now M is an A-module in the following way. Define the action of ai on fi for ai ∈ Cqi as ai◦fi : x 7→ fi(aix).
The action of a = (ai)i on f = (fi)i is defined in the obvious way, a ◦ f : x = (xi)i 7→ (fi(aixi))i. Then M is
an A-module because of the A-module structure on A (as a ring) and because each fi is a homomorphism of
abelian groups. We also want that M is faithful. If aM = 0, then it follows that for all f ∈ M and x ∈ A,
f(ax) = 0. With x = 1 we get f(a) = 0. So for each i, we have fi(ai) = 0. Take fi so that fi(gi) = 1/qi.
Let ai = k · gi, so we have fi(ai) = k/qi. Then fi(ai) = 0 only if k = 0, so ai = 0 for any i and thus a = 0.

We will also use that M is dual to A. To see this, consider a ideals I, J of A with I ⊂ J . Now the submodule
Hom(I,Q/Z) of M consists of homomorphisms f ◦ ι where f ∈ Hom(A,Q/Z) and ι : I ↪−→ A is the inclusion.
Consider the image of I in Cq1 ⊕ · · · ⊕ Cqt , so that I = (I1, I2, . . . , It), and each Ii is generated by some
element ki ·gi. Then fi(ki ·gi) = ki ·fi(gi). Also J = (J1, J2, . . . , Jt), and Ji is generated by li ·gi. There is an
inclusion Ii ⊂ Ji, so ki is a multiple of li for each i. From this it follows that Hom(J,Q/Z) ⊂ Hom(I,Q/Z).

We note that |M | =
∏
i qi = |A|. Since by assumption, each faithful A-module contains a submodule that is

free of rank 1 over A, it follows that A ∼= M , so the number of minimal ideals of A is equal to the number
of minimal submodules of M . Now by duality, it follows that the number of maximal ideals of A is equal to
the number of minimal ideals of A.

Assume (ii). Let M be a faithful A-module. As A is a finite commutative ring, it is Artinian, so A =
∏
mAm

with the product over the maximal ideals and Am the localisation of A at the maximal ideal m [AM69, p. 90,
Theorem 8.7]. Then M =

∏
mMm and each Mm is a faithful Am-module. Of course, each Am has a unique

maximal ideal m. Because Am is finite, it also has at least one minimal ideal. By the assumption, this
implies each Am has a unique minimal ideal. Let rm 6= 0 be an element in the unique minimal ideal of Am.
Since Mm is faithful, there exists an xm ∈Mm so that rmxm 6= 0. So rm 6∈ Ann(x), and thus Ann(xm) is an
ideal in Am which does not contain the unique minimal ideal of Am, so by finiteness of Am, Ann(xm) = 0.
Then multiplication by x gives an injective map, so the submodules xmAm and Am of Mm are isomorphic.
Now

⊕
m xmAm is a submodule of M with

⊕
m xmAm

∼= A, which completes the proof.

Lemma 1.0.3. Let s ∈ R, s 6= 0. Let ŝ denote the dual endomorphism of s. Then R/(s) is a finite ring of
cardinality sŝ, and the number of maximal ideals of R/(s) is equal to the number of minimal ideals of R/(s).

Proof. First, note that |R/(s)| = N(s) = sŝ. Let A = R/(s) and let p be a prime number dividing |A|. We
consider the element p ∈ A of order |A/p|. There are partitions

{m ⊂ A : m maximal ideal} =
⋃
p||A|

{m ⊂ A : m maximal ideal and p ∈ m}

and

{n ⊂ A : n minimal ideal} =
⋃
p||A|

{n ⊂ A : n minimal ideal and pn = 0}.
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The first follows since:
1) Let p 6= p′ be prime numbers dividing |A|, then pA+ p′A = A. Therefore the sets are distinct.
2) If if p 6∈ m for all p dividing |A|, then m is not maximal. So the sets also cover the maximal ideals.
And the second:
1) If pn = 0 and p′n = 0, then pn+ p′n = n = 0, which implies distinct sets.
2) If n is a minimal ideal, n has prime order dividing |A| so that n contains no subgroups. Now say n has
order p, then pn = 0, so all minimal ideals are covered.

Let Ap = {a ∈ A : pa = 0}. Ap is a subset with exactly |pA| cosets, so |A| = |Ap| · |pA|. Since A is finite,
|Ap| = |A|/|pA| = |A/pA|. Note that as E is ordinary, [R : Z] = 2, so |R/Rp| = p2. From the fact that there
is a surjective map R/Rp→ A/Ap, it follows that |A/Ap| = p or p2.

First assume |Ap| = |A/Ap| = p. Since p is prime, and the order of a subgroup divides the order of the
group, there is only one maximal ideal m ⊂ A so that Ap ⊂ m, namely m = Ap. Similarly, there is only one
minimal ideal n with pn = 0, namely n = Ap (as Ap cannot contain subgroups).

Now let |Ap| = |A/Ap| = p2. Then R/Rp ∼= A/Ap, so we have that s = rp for some r ∈ R. Then there is
the following isomorphism of R-modules

Ap =
(
R ∩Rsp−1

)
/Rs = Rr/Rrp ∼= R/Rp ∼= A/Ap.

Therefore, minimal ideals n ⊂ Ap map to minimal ideals in A/Ap. Now it remains to show that in A/Aq, the
number of minimal ideals equals the number of maximal ideals. This is clear, because if A/Ap has non-trivial
ideals, then these have exactly p elements and are both maximal and minimal.

Proof of Theorem 1.0.2. Let M = E[s] and A = R/(s). We define the action of the equivalence class [a] ∈ A
on a point P ∈ M as ϕ(P ) for a representative ϕ ∈ [a]. We need to show that this is well-defined. If
we take ϕ,ψ in the same equivalence class, we can write ϕ = ψ + κ ◦ s for some endomorphism κ. Then
ϕ(P ) = (ψ + κ ◦ s)(P ) = ψ(P ) + κ ◦ s(P ) = ψ(P ) since P ∈ M = E[s]. Note that this makes M into an
A-module. Next we claim that M is faithful. Let 0 6= r ∈ R and rM = 0. We must show that r ∈ (s). Note
that s is separable and ker s = M , so ker s ⊂ ker r. It follows from [Sil09, p. 73, Chapter III Corollary 4.11]
that r = t · s for some t ∈ End(E). By Lemma 1.0.1, R = End(E). So r = ts ∈ (s). This proves that M is
faithful.

By Lemma 1.0.3, A is a finite ring and the number of maximal ideals of A is equal to the number of minimal
ideals of A. Now as R is an order in an imaginary quadratic number field, A is also commutative. So by
Lemma 1.0.2, it follows that each faithful A-module contains a submodule that is free of rank 1 over A.
So M has a submodule that is free of rank 1 over A. Now | ker s| = deg s by in [Sil09, p. 72, Chapter III
Theorem 4.10c], so |M | = deg s. Furthermore, sŝ = deg s by [Sil09, p. 83, Chapter III Theorem 6.2a], so by
Lemma 1.0.3 |M | = |A|. So M must be free of rank 1 over A.
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Chapter 2

Variation of the endomorphism ring
modulo p

In this chapter, E is an elliptic curve over the rational numbers with complex multiplication. If E has good
reduction at a prime p, we denote by Ẽp the reduction of E at p. Further, we assume that the endomorphism
ring R := End(E) is the maximal order in the imaginary quadratic field K := Q(

√
−d). In this chapter we

will see that whenever the reduction at a prime gives us a ‘nice’ elliptic curve, for any such prime we always
get the same endomorphism ring. This is captured in the following theorem.

Theorem 2.0.1. Let E have good reduction at the primes p and p′ with Ẽp, Ẽp′ both ordinary. Furthermore,

let End(E) be the maximal order of an imaginary quadratic field. Then in fact End(Ẽp) = End(Ẽp′).

We will prove this in two parts.

The following theorem and proof is adapted from [Sil94, Proposition 4.4, p. 124].

Theorem 2.0.2. Say E has good reduction at the prime p and Ẽp is ordinary. The natural reduction map

End(E) ↪−→ End(Ẽp)

is injective. Further, if End(E) is the maximal order of an imaginary quadratic field, then End(E) =
End(Ẽp).

Proof. Let m be an integer coprime to p. Let T ∈ E[m] and ϕ ∈ End(E) with ϕ̃ = [0]. We want to show
that ϕ = [0]. Now

ϕ̃(T ) = ϕ̃(T̃ ) = O

and we will first show that this reduction is injective so that ϕ(T ) = O. Note that

mϕ(T ) = ϕ(mT ) = ϕ(O) = O,

so ϕ(T ) ∈ E[m]. Also, E[m] = E(Q)[m] ⊂ E(Qp)[m], so it is enough to show that the reduction on E(Qp)[m]
is injective. Define the algebraic extension L of Q by adjoining the roots of the polynomial equations
stemming from mP = P to Q, so that E(Qp)[m] = E(L)[m]. By [Sil09, Theorem VII.3.1b, p. 192], the

reduction modulo p map E(Lp)[m] ↪−→ Ẽ(Lp) is injective for m coprime to p. As E(L) ⊂ E(Lp), in particular

the reduction E(Qp)[m]→ Ẽ(Qp) is injective. Therefore ϕ(T ) = O so it follows that E[m] ⊂ ker(ϕ).

As #E[m] = deg[m] = m2 for arbitrary m, it follows that that ker(ϕ) does not have finite kernel so ϕ = [0].

11



Now consider the case where End(E) is a maximal order in Q(
√
−d) for some positive integer d. We will show

that End(Ẽp) is also an order in Q(
√
−d). Then because the maximal order cannot inject into something

smaller, it follows that End(E) = End(Ẽp).

Note that the reduction map sends any multiplication map [m] to itself. Consider a non-multiplication map
α as an element of the maximal order of an imaginary quadratic field K. It is the root of some quadratic
equation x2 + rx + s where r, s are integers (multiplication maps). This root depends on the discriminant
D = r2 − 4s, and in fact K = Q(α) = Q(

√
D). Then the natural reduction map (a homomorphism) sends α

to a root of x2 + rx+ s and therefore End(Ẽp) is an order in Q(
√
D).

Proof of 2.0.1. Direct consequence of Theorem 2.0.2, namely we get End(Ẽp) = End(E) = End(Ẽp′).

Example 2.0.1. We have assumed here that we are considering elliptic curves E with complex multipli-
cation. Indeed Theorem 2.0.2 does not hold otherwise. Consider the elliptic curve

E : y2 = x3 + 56x+ 34

over Q. This curve has j-invariant j(E) = 303464448/183419 and discriminant ∆(E) = −11738816. As the
j-invariant is not an integer, E does not have complex multiplication 1. As ∆(E) 6≡ 0 mod 13 and 31, E
has good reduction at p = 13 and p = 31. Also, Ẽ13 and Ẽ31 are not supersingular, so they are orders in
imaginary quadratic fields. We now want to first find those imaginary quadratic fields K corresponding to
End(Ẽp) with p = 13 and p = 31. Here we apply Theorem 2.4 from [Wit01] (this will also be described in
Section 3.1): K = Q(

√
−d) with

d = 4p− (p+ 1− |E(Fp)|)2.

It follows that Ẽ13 is an order in Q(
√
−1) and Ẽ31 is an order in Q(

√
−43). So the orders are certainly not

equal in this case. �

Now for an elliptic curve E with complex multiplication over Q, theorem 2.0.1 gives conditions for when two
primes p, p′ give curves Ẽp, Ẽp′ with the same endomorphism rings. One thing to check is that there is good

reduction at p and p′. We further need that Ẽp, Ẽp′ are ordinary. We can check this with Deuring’s criterion
[Sil94, p. 184, Exercise 2.30]:

Theorem 2.0.3 (Deuring’s Criterion). Let E be an elliptic curve over Q with complex multiplication which
has good reduction at the prime p. Then Ẽp is ordinary if and only if p splits in K.

Remember that we have the isomorphism

E(Fqn) ∼= R/R(πnq − 1).

Theorem 2.0.1 implies that under reduction at different primes, R stays constant. Then the right-hand side
only depends on πq. This is useful when we want to compare the graphs of elliptic curve endomorphisms
modulo different primes.

1See [Sil09, p. 427, Example 11.3.1]: For E/Q an elliptic curve with complex multiplication, and End(E) the full ring of
integers R, we have that the class number of the imaginary quadratic field equals 1, and it follows that there are only 9 possible
j-invariants, which can be computed and turn out to be integers (for example, one can find them in Sagemath).
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Chapter 3

Dynamics of endomorphisms of
elliptic curves over a finite field

3.1 Introduction

Let us return to considering an ordinary elliptic curve E over a finite field Fq. Consider further the endo-
morphism

α(x, y) := (α1(x), yα2(x))

where α1(x), α2(x) are rational functions in Fq(x). Since E is ordinary, R = end(E) is isomorphic to an
order in an imaginary quadratic number field K = Q(

√
−d). We assume that R = OK , the ring of integers

and maximal order of K.

Let πq be the Frobenius endomorphism (x, y)→ (xq, yq). We know there is an isomorphism

F : E(Fqn)→ R/(πnq − 1)

of R-modules.

Note that, as R is a Dedekind domain, we can consider the decomposition of the ideal (πnq − 1) into prime
ideals. However first we consider the so-called α-decomposition of (πnq − 1),

(πnq − 1) = Ic × It,

where (α) 6⊂ Bc for any prime factor Bc of Ic while (α) ⊂ Bt for any prime factor Bt of It. Equivalently we
can say gcd(Ic, (α)) = 1 and (α) ⊂ rad(It). By the Chinese Remainder Theorem there is an isomorphism

R/(πnq − 1) ∼= R/Ic ×R/It.

We will see that Ic determines the cycles of the graph and It the trees attached to nodes in the cycles. For
an ideal I, we will denote by N(I) the absolute norm of I, so

N(I) := |R/I|.

Note that because of Lenstra’s theorem (Theorem 1.0.1) it then follows that

|E(Fqn)| = N(It)N(Ic).

The following holds in analogy with Lemma 3.6 of [Ugo18]:

13



Theorem 3.1.1. The point (x, y) is α-periodic if and only if F (x, y) = (P, [0]) ∈ R/Ic × R/It for some
P ∈ R/Ic.

Proof. First assume (x, y) is α-periodic. Let m be an integer so that αm(x, y) = (x, y) and let further
F (x, y) = (P,Q) ∈ R/Ic ×R/It. Now since F is an R-module homomorphism

F (αm(x, y)) = [α]mF (x, y) = ([α]mP, [α]mQ) = (P,Q),

so [α]mQ = Q in R/It. By the definition of It, (α) ⊂ Bt for any prime factor Bt of It, so there exists an
integer l so that [α]lQ = [0] in R/It. Pick k so that km ≥ l, and it follows that [a]kmQ = Q and [a]kmQ = [0],
so Q = [0].

Now assume we have F (x, y) = (P, [0]) ∈ R/Ic ×R/It. Note that we can just consider the point P in R/Ic.
Consider integers i, j such that αiP = αjP in R/Ic for i 6= j and i > j (these exist of course because R/Ic
is finite). Then (αi − αj)P = 0 and αj(αi−j − 1)P = 0 in R/Ic, so as the ideal α and Ic are coprime, we
must have (αi−j − 1)P = 0 in R/Ic. So we get αi−jP = P so P is periodic.

Representing rational maps as elements of the number ring

To study the cycles of the graph, we will need the image of the rational maps πq and α in the number ring.
The representation of πq is given by [Wit01] as follows. Note that

N(πq − 1) = (πq − 1)(πq − 1) = (πq − 1)(πq − 1) = N(πq)− Trace(πq) + 1

and

N(πq − 1) = |R/(πq − 1)| = |E(Fq)|.

Now N(πq) = πq ◦ πq = πq ◦ π̂q = deg q = q, so πq is a root of

(X − πq) (X − πq) = X2 − (q + 1− |E(Fq)|)X + q.

The discriminant of this polynomial is given by ∆ := (q + 1− |E(Fq)|)2 − 4q, which is always negative. Set
d := −∆ so that

πq =
q + 1− |E(Fq)|+

√
−d

2
.

Note that we also get from this that R is an order in Q(
√
−d).

To determine the α-decomposition of (πnq −1), we also need to know the image of α in R. Say α = a+ b
√
−d

for a, b ∈ Z. If we know the degree of α, we can find an α = a+ bi satisfying

deg(α) = α ◦ α̂ = α ◦ α = (a+ b
√
−d)(a− b

√
−d) = a2 + db2.

3.2 Cycles

In this section I will give the theory necessary to describe the cycles in the graph and present the main result
in a theorem. The proof and notation is inspired by [Ugo18], but the context and the proof presented here
is different. In the appendix (see Appendix A) I go into an alternative proof following Ugolini, which uses
the algebraic structure of the rings R/Bi where Bi is a prime ideal of (πnq − 1). After some communications
with the author of [Ugo18], we came to the conclusion that this proof does not hold in all cases. He did have
ideas on how to fix the proof which were very helpful. In this section then I present the final proof, which
is also similar I believe to the approach in [QR19]. The notation is kept the same as in the paper [Ugo18].
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We want to study points on an elliptic curve that are in cycles, so periodic points. We have seen a point
in a cycle corresponds to a point P ∈ R/(πp − 1) ∼= R/(Ic × It) where P ≡ 0 mod It. Therefore this set of
points is isomorphic to R/Ic. Consider the prime factorisation

R/Ic ∼= R/Be1
1 × · · ·R/Ben

n .

Now each point corresponds to some h = (h1, h2, . . . , hn) ∈ H := H1×H2×· · ·×Hn where Hi = {0, 1, . . . , ei}.
We can write P = (P1, P2, . . . , Pn) where Pi = 0 if hi = 0 and else Pi ∈ (Bei−hi

i /Bei
i ) \ (Bei−hi+1

i /Bei
i ).

Here we have B0
i = R.

Let us define

(nh)i =

{
1 if hi = 0,

N(Bhi
i )−N(Bhi−1

i ) otherwise

and nh =
∏n
i=1(nh)i. Also

sh = min
v≥1
{v : αv − 1 ∈

n∏
i=1

Bhi
i }.

Theorem 3.2.1. For each h ∈ H, there are nh points in cycles of length sh.

Proof. A point P in a cycle corresponds to an h ∈ H as noted above. With this notation, it holds that
if hi = 0, there is only one corresponding point in R/Bei

i , namely Pi = 0. Now let Pi 6= 0, so Pi ∈
(Bei−hi

i /Bei
i ) \ (Bei−hi+1

i /Bei
i ) for some hi 6= 0. So there are

|(Bei−hi
i /Bei

i ) \ (Bei−hi+1
i /Bei

i )| = |Bei−hi
i /Bei

i | − |B
ei−hi+1
i /Bei

i | = N(Bi)
hi −N(Bi)

hi−1

such points Pi. This brings the total to nh points P . Now it remains to show that these points are in cycles
of length sh. For our endomorphism α and the point P on the curve, we want to find the minimal v so that
αvP = P . This is equivalent to (αv − 1)P = 0. We can translate this to R/Ic and note that here this means
that (αv − 1)P ≡ 0 mod Bei

i for each i. By how we defined the point P , we need that αv − 1 ∈ Bhi
i for each

i, so αv − 1 ∈
∏n
i=1 B

hi
i .

Note that the theorem does not say that there are exactly nh points in cycles of length sh. To determine
the cycles of the graph, one should consider sets of points that correspond to an h ∈ H. These points are
divided into

Ch := nh/sh

cycles of length sh. After examination of each h ∈ H, we can determine the quantity and length of cycles of
the graph.

3.3 Trees

Now we turn to the quotient ring R/It to determine the trees attached to nodes in the cycles. The question is
how many times we can multiply an element (P,Q) ∈ R/Ic×R/It with [α] before the R/It part disappears.
Let the prime factorizations be given by

It = R/De1
1 × · · ·R/Den

n

(α) =

l∏
i=1

Dfi
i · R

15



where the Di are prime ideals, R 6⊂ Di for each i and fi > 0 and ei > 0. Then the depth of the tree is given
by

d := max
i∈[1,l]

{⌈
ei
fi

⌉}
.

Let T (P ) denote the tree rooted in the point P and Th(P ) denote the nodes on level h of that tree for
h ∈ [0, d]. The preimage Pre(x̃, ỹ) denotes the set of elements (x, y) ∈ E so that α(x, y) = (x̃, ỹ).

The following is an adaptation of Theorem 3.12 in [Ugo18]. Considering points on an elliptic curve simplifies
this theorem considerably. The proofs are also based on Ugolini. The proof of (1) I have left essentially the
same as in [Ugo18]. The theorem also implies that trees attached to different periodic points have the same
structure.

Theorem 3.3.1. (1) Let (x, y) be a periodic point in E (Fqn). The tree T (x, y) has depth d and, for any
h ∈ [1, d], we have

|Th(x, y)| =
l∏
i=1

N
(
D

min{ei,fih}
i

)
−

l∏
i=1

N
(
D

min{ei,fi(h−1)}
i

)
.
(2) Let (xh, yh) ∈ Th(x, y) for some h ∈ [0, d− 1], then |Pre(xh, yh)| = 0 or

|Pre(xh, yh)| =
l∏
i=1

N
(
D

min{fi,ei}
i

)
.

Proof. Let (P, [0]) ∈ R/Ic × R/It ∼= R/(πnq − 1) be the point corresponding to the periodic point (x, y) ∈
E (Fqn).
(1) The depth of the tree T (x, y) is equal to the smallest integer k for which [α]kU = (−, [0]) (the tree
part It is zero) for any point U corresponding to a node in T (x, y). Note that by the definition of d
we have dfi ≥ ei

fi
fi = ei for any i ∈ [1, l]. Therefore the depth of T (x, y) is at most d. Consider the

point V :=
(
[α]−dP, [1]

)
, which exists because (P, [0]) is periodic. By the definition of d we have that

[α]uV 6= (−, [0]) if u is smaller than d, while [α]dV = (P, [0]). Hence we conclude that T (x, y) has depth d.

For convenience we will denote

ms
i := min {ei, fis}

for any i ∈ [1, l] and any non-negative integer s. Now consider a point V := (P ′, Q) belonging to Th(x, y) for
some h ≥ 1. Then h is the smallest positive integer so that [α]hV = (P, [0]) holds. Then we get P ′ = [α]−hP
and

Q ∈

(
l∏
i=1

D
ei−mh

i
i /Dei

i

)
\

(
l∏
i=1

D
ei−m(h−1)

i
i /Dei

i

)
.

Now note that there is a surjective homomorphism of groups R→ D
ei−mh

i
i /Dei

i with kernel D
mh

i
i . It follows

with the fundamental homomorphism theorem that∣∣∣∣∣
l∏
i=1

D
ei−mh

i
i /Dei

i

∣∣∣∣∣ =

l∏
i=1

N
(
D
mh

i
i

)
∣∣∣∣∣
l∏
i=1

D
ei−m(h−1)

i
i /Dei

i

∣∣∣∣∣ =

l∏
i=1

N

(
D
m

(h−1)
i

i

)

which finishes the proof that Th(x, y) has exactly
∏l
i=1N

(
D
mh

i
i

)
−
∏l
i=1N

(
D
m

(h−1)
i

i

)
elements.
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(2) Let Vh :=
(
[α]−hP,Q

)
be a point in R/(πnq −1) corresponding to (xh, yh) in E(Fqn). Imagine an element

in the preimage (P̃ , Q̃) ∈ [α]−1Vh.

We know how the endomorphism α acts on the periodic part R/Ic: P̃ = [α]−h−1P is fixed. On R/It,

we should consider how α acts on each D
ei−mh+1

i
i /Dei

i . If ei > fi, α sends to 0 exactly the elements in

Dei−fi
i /Dei

i . There are

|Dei−fi
i /Dei

i | = |R/D
fi
i | = N(Dfi

i )

many of those. Now if ei ≤ fi, then all elements in R/Dei
i get send to 0. So in total, there are such∏l

i=1N
(
D

min{fi,ei}
i

)
elements in R/It that α sends to 0.

Now suppose there is Q̃i ∈ (D
ei−mh+1

i
i /Dei

i )\(Dei−mh
i

i /Dei
i ) so that αQ̃i = Qi. For anyRi ∈ D

ei−min{fi,ei}
i /Dei

i

we have

Q̃i +Ri ∈ (D
ei−mh+1

i
i /Dei

i ) \ (D
ei−mh

i
i /Dei

i )

and further α(Q̃i +Ri) = αQ̃i = Qi.

It follows that there are
∏l
i=1N

(
D

min{fi,ei}
i

)
elements in R/It with image Q under α.

3.4 Example on F252

Let us consider an example with multiple cycles and extensive trees. This example is adapted from Example
4.3 in [Ugo18]. It is restated to give an endomorphism graph instead of a graph of a rational map. We will
also mention how to find such maps using Sagemath.

The elliptic curve is given by

E : y2 = x3 + x+ γ

over F25 where γ is a primitive element of F25. The curve has endomorphism ring R := Z[ω] with ω =
√
−21

which is the maximal order in K := Q(
√
−21). Consider an endomorphism α ∈ R of degree 22, specifically

let us take α = 1 + ω, so that indeed

N(α) = α ◦ α̃ = 12 + 12 · 21 = 22.

Now α = 1 + ω also corresponds to some rational maps. We can find these in Sagemath by using

alpha = EllipticCurveIsogeny(E,E(4,z))

where (4, z) = (4, γ) is the point in the kernel of the isogeny. Then to get an endomorphism E → E we use

isom=alpha.codomain().isomorphism_to(E);phi.set_post_isomorphism(isom);.

Having the maps in Sagemath was very useful for generating graph pictures and checking the theory.

We want to find the graph of the action of α on E(F252). Now

π25 =
q + 1− |E(F25)|+

√
(q + 1− |E(F25)|)2 − 4 · q

2
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with q = 25 and |E(F25)| = 22, from which it follows that π25 = 2 + ω.

First, we need to check how the ideals (π2
25 − 1) = (−4ω + 18) and (α) = (ω + 1) factor in R, which gives:

(π2
25 − 1) = I1 · I2 · I23 · I4,

(α) = I2 · I3,

for
I1 := (5, ω + 3),

I2 := (11, ω + 1),

I3 := (2, ω + 1),

I4 := (3, ω),

and they are not inert so N (I1) = 5, N (I2) = 11, N (I3) = 2 and N (I4) = 3.

To determine the cycles, consider
R/Ic := R/I1 ×R/I4.

Now (3) = (3, ω)2 = I24 and (5) = (5, ω+ 3)(5, ω+ 2), thus 3 is ramified and 5 splits in K. Note that, in the
notation of Section 3.2, we have e1 = 1 and e2 = 1. Consider

H1 = [0, 1], H2 = [0, 1].

Then any point lies in a set corresponding to some h ∈ H = H1 × H2, and we have h = (h1, h2) =
(0, 0), (1, 0), (0, 1) or (1, 1). Let h1 ∈ H1. We have that

sh1
=

{
1 if h1 = 0

4 if h1 = 1

because α2 + 1 ∈ I1, so i = 4 is the smallest integer so that αi − 1 ∈ I1. Moreover

nh1 =

{
1 if h1 = 0

5− 1 = 4 if h1 = 1.

Let h2 ∈ H2. We have that

sh2
=

{
1 if h2 = 0

1 if h2 = 1

because α− 1 ∈ I4. Moreover

nh2 =

{
1 if h2 = 0

3− 1 = 2 if h2 = 1

Hence we get

C(0,1) =
n(0,1)

s(0,1)
=

1 · 2
lcm (1, 1)

= 2,

C(1,0) =
n(1,0)

s(1,0)
=

4 · 1
lcm (4, 1)

= 1,

C(1,1) =
n(1,1)

s(1,1)
=

4 · 2
lcm (4, 1)

= 2,

so this results in two cycles of length 1 and three cycles of length 4. Naturally, the only point corresponding
to the set with h = (0, 0) is the point ([0], [0]) ∈ R/Ic, which has order 1, which corresponds to O ∈ E
forming a cycle of length 1.
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Let us now determine the structure of the trees attached to each periodic point, by considering

R/It := R/I2 ×R/I23 .

Note that the trees have depth 2, as two is the highest exponent. Let P be a periodic point on E, so that

|T1(P )| = N(I2)N(I3)−N(R) = 11 · 2− 1 = 21

|T2(P )| = N(I2)N(I23 )−N(I2)N(I3) = 11 · 4− 11 · 2 = 22

and both for points Q ∈ T1(P ) and ∈ T2(P ) it holds that

either |Pre(Q)| = N(I2)N(I3) = 22

or |Pre(Q)| = 0

which determines the structure of the trees attached to the cycles. We have determined that there are six
connected components. Below in Figure 3.1 is a picture of one of them, containing the point at infinity O.
After that we see the total graph in Figure 3.2.

22v

P 20v

O

Figure 3.1: The rectangles reading 20v and 22v represent 20 vertices with arrows pointing to O and 22
vertices to the point P . Furthermore P ∈ E represents the unique point on level 1 of the graph that has 22
points in the preimage.
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Figure 3.2: The total graph over F252 . Note that there are three 4-cycles and three 1-cycles and all trees
have identical structure to Figure 3.1. Figure is generated using Sagemath and Graphviz, see Appendix C.1.
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Chapter 4

Variation of graphs with p: theory
and experiments

4.1 Introduction

Let us now consider the elliptic curve

E : y2 = x3 − x

over the rationals. Note that it has complex multiplication i : (x, y) 7→ (−x, iy) and that the endomorphism
ring is given by R := Z[i]. We consider a prime number p where E has good reduction and so that E over Fp
is ordinary. We know that the endomorphism ring of E over Fp is also equal to Z[i] (this follows for example
from Theorem 2.0.2 in Chapter 2). We want to study the action of some endomorphism α on the points
E(Fp). This will yield a finite directed graph of which we want to study the cycles and the trees. We will
denote this graph by Gα,p.

The curve E has discriminant ∆(E) = 64 so it has good reduction everywhere except at p = 2. The reduction
is ordinary if and only if p splits in Q(i) from Deuring’s Criterion (Theorem 2.0.3), so if and only if p can be
written as a sum of two squares or p ≡ 1 mod 4.

We will use that

|E(Fp)| = N(πp − 1)

where πp denotes the p-Frobenius element in R because of Lenstra’s Theorem 1.0.1. By previous theory (see
Section 3.1) we know that we can write

πp − 1 = Ic × It

where Ic determines the cycle part of the graph and It determines the trees. We want to consider the prime
ideals in the number ring K = Q(i) dividing πp − 1 and check if these belong to Ic or It. Note that 2 is the
only ramified prime, as 2 is the only prime number dividing the discriminant of the quadratic field ∆K = −4.

We can investigate a number of invariants of the graphs. For example the number of connected components,
which is equal to the number of cycles. In this section we will look at two invariants; the proportion of points
in cycles and the proportion of periodic points in the maximal cycle. For this part of my thesis, I wanted to
look at such invariants and see for example what happens when varying p.

We generated the data for several endomorphisms and finite fields of hundreds of prime numbers. Going
forward we will often say ‘ordinary prime’ for a prime number where E has ordinary reduction. The endo-
morphisms are α = a± bi for 1 ≤ a, b ≤ 9, so 162 cases. Note that the graphs of −a− bi and a+ bi look the
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same, because α(−P ) = −α(P ). We looked at the graphs while varying p over all ordinary prime numbers
among the first 1000 ones, which is 495 prime numbers, up to 7901.

4.2 Proportion of points in cycles

We want to study

Cα,p =
# periodic points of Gα,p

# total points of Gα,p
.

We can rewrite this as in the following theorem.

Theorem 4.2.1. We have Cα,p = 1
N(It)

.

Proof. The statement follows because the number of total points is |E(Fp)| = N(Ic)N(It) and the number
of periodic points N(Ic), see Section 3.1 and in particular Theorem 3.1.1.

Question 4.2.1. For what density of ordinary primes is Cα,p maximal? Let p denote an ordinary prime
number. What is

lim
x→∞

#{p | p ≤ x ∧ Cα,p = maxp{Cα,p}}
#{p | p ≤ x}

?

Note that answering this question also means addressing whether or not the limit exists. What we will do
in the next section, is find a lower bound for the lower density (infimum limit)

lim inf
x→∞

#{p | p ≤ x ∧ Cα,p = maxp{Cα,p}}
#{p | p ≤ x}

.

4.2.1 Results from congruences

It is useful to know which primes divide |E(Fp)|, as this gives a lot of information on primes dividing N(It).
Therefore, we can study the number of points on an elliptic curve modulo some prime. There have been
some publications on this, for example modulo 8 and 24. We can extract a useful result from this, given in
Theorem 4.2.2. To show how it follows we will need Lemma 4.2.1.

Lemma 4.2.1. Let p > 2 be a prime number.

• p ≡ 1 mod 4 if and only if −1 is a quadratic residue mod p.

• p ≡ 1 mod 8 if and only if −1 is a quartic residue mod p.

Proof. • Let x2 ≡ −1 mod p, so x has order 4 in the multiplicative group F∗p. Then by Lagrange’s
theorem, 4 divides p− 1 so p ≡ 1 mod 4.

For other way, assume p = 1 + 4k. By Wilson’s theorem we have (p − 1)! ≡ −1 mod p, which we can
rearrange to get 1 · (p− 1) · · · 4k(p− 4k) ≡ −1 mod p and then

−1 · 1· − 1 · 22 · · · − 1 · (4k)2 ≡ (−1)4k(4k)!2 ≡ (4k)!2 ≡ −1 mod p

so −1 is a quadratic residue mod p.
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• Let x4 ≡ −1 mod p. Let g generate F∗p and gy = x. Note that also gy+(p−1)/2 = −x is a solution to
the quartic equation, so therefore we assume 0 < y < (p− 1)/2. Now x4 ≡ −1 mod p implies that also
4y ≡ (p− 1)/2 mod p− 1 so 4y = (p− 1)/2 + k(p− 1). Since 0 < 4y < 2(p− 1), we get k = 0 or k = 1.
Then y = (p− 1)/8 or y = 3(p− 1)/8, and as y is an integer, it follows that p ≡ 1 mod 8.

For the other implication, let 8 divide p − 1. Let g generate F∗p. Now the equation x4 ≡ −1 mod p
with gy = x holds if and only if 4y ≡ (p − 1)/2 mod p − 1. Because 8 divides p − 1, we find that
y ≡ (p− 1)/8 mod (p− 1)/4 and we can solve this to find y and thus x, so −1 is a quartic residue.

Theorem 4.2.2. Let E : y2 = x3 − x be an ordinary elliptic curve over Fp, then

• When p ≡ 1 mod 8, 16 divides |E(Fp)|.

• When p ≡ 5 mod 8, 8 strictly divides |E(Fp)|, which is to say that 8 divides |E(Fp)| but 16 does not.

Proof. From [PKL03] and [İna+07, Theorem 2] we find the number of points on E : y2 = x3 + cx over Fp
modulo 8. We will need the following distinction: if p is a rational prime, then when p ≡ 1 mod 8,{

#E ≡ 0 mod 8 if c is a quartic residue in Fp,
#E 6≡ 0 mod 8 else,

and when p ≡ 5 mod 8,{
#E ≡ 0 mod 8 if c is a quadratic residue but quartic non-residue in Fp,
#E 6≡ 0 mod 8 else.

For our purposes, we take c = −1. We know when −1 is a quartic or a quadratic residue from Lemma 4.2.1.
It follows that −1 is a quartic residue if and only if p ≡ 1 mod 8, so we find that 8 always divides |E(Fp)|
when p ≡ 1 mod 4 (so for ordinary curves). It further follows from [PKL03, p. 35-36] that 16 divides |E(Fp)|
if and only if p ≡ 1 mod 8.

Note that 2 is ramified in Q(i). So when N(α) is even, it follows from Theorem 4.2.2 that 8 divides N(It)
and further that 16 divides N(It) when p ≡ 1 mod 8. Note that when a prime is split, such as 5, this means
that we cannot automatically draw conclusions on N(It) from observations of prime numbers dividing both
N(α) and |E(Fp)|. However, for inert primes just like ramified primes (which is only 2), it is as simple as
that. Therefore it is useful to note the following.

Theorem 4.2.3. Let q be a prime number, and say that the ideal (q) divides πp−1 in R. Then p ≡ 1 mod q.

Proof. We have πp = 1 + kq in R and similar for the conjugate πp, so p = πpπp ≡ 1 mod q.

Let us consider the case where N(α) is divisible only by inert primes and by 2. We have:

Theorem 4.2.4. Let q be an inert prime divisor of N(α). When q divides |E(Fp)|, we get that C ≤ 1
q2 and

p ≡ 1 mod q.

Proof. Assume q divides |E(Fp)| = N(πp − 1). As q is inert, (q) occurs in the factorization of πp − 1, so
in fact N(q) = q2 divides |E(Fp)|. It also follows that q2 divides N(α), so q2 divides N(It) and therefore
C ≤ 1

q2 . It is also immediate from Theorem 4.2.3 that p ≡ 1 mod q.

Example 4.2.1. Let us fix an endomorphism α. One can consider the question, what is the density within
the ordinary primes of primes where the reduction of E has a maximal C. When α = 1 − i, we see that
C = 1/8 if and only if p ≡ 5 mod 8, so this density is 1/2. �

Example 4.2.2. Now take α = 3 − 3i, which has N(α) = 32 + 32 = 2 · 32. Note that 3 is inert in Z[i]
as we cannot write 3 as a sum of two squares. We want to consider when C is maximal, so when we have
C = 1

8 . We know that this is true when p ≡ 5 mod 8 and p ≡ 2 mod 3 using Theorem 4.2.2 and Theorem
4.2.4. Therefore we need p ≡ 5 mod 24. We do not know exactly when C = 1

8 if p ≡ 1, 13, 17 mod 24, but at
least 1/4 of the ordinary primes has the property that exactly 1/8 of the points are periodic. �
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In general, we can say a lot when α is only divisible by 2 or inert primes.

Theorem 4.2.5. Let α be an endomorphism so that N(α) is divisible only by the even or inert primes
q1, q2, . . . , qk. If N(α) is even, the lower density of ordinary primes that have the maximal possible value
Cα,p = 1/8 is at least ∏

i(qi − 2)

2 ·
∏
i(qi − 1)

.

On the other hand, if N(α) is odd, the lower density of these primes with Cα,p = 1 is at least∏
i(qi − 2)∏
i(qi − 1)

.

Proof. To maximize C, we should minimize N(It). First assume N(α) is even and divisible by odd primes
q1, q2, . . . , qn. So we want p ≡ 5 mod 8 and p 6≡ 1 mod qi for 1 ≤ i ≤ k. As qi and p are prime, there are qi−2
options for each qi. Set q := 23q1q2 · · · qk. For each combination, there is a solution x so that p ≡ x mod q.
Therefore there are

∏
i(qi − 2) such combinations. Note that there are 2 ·

∏
i(qi − 1) options modulo q for

ordinary primes p, as we need p ≡ 1, 5 mod 8 and p 6≡ 0 mod qi. So the lower density of ordinary primes
that have C = 1/8 is at least ∏

i(qi − 2)

2 ·
∏
i(qi − 1)

.

If N(α) is odd, we should consider q := 4 · q1q2 · · · qn. For any ordinary prime, we need p ≡ 1 mod 4. Again,
if we want to maximize p we have p 6≡ 1 mod qi for each 1 ≤ i ≤ n. Now we consider again the number of
solutions to p ≡ x mod q. It follows that the lower density of ordinary primes with C = 1 is at least∏

i(qi − 2)∏
i(qi − 1)

.

4.2.2 Experiment

Is there anything to say for endomorphisms of split primes? In an effort of answering Question 4.2.1 in
general, indeed assuming that this limit exists, we will check the density of primes with maximal Cα,p in the
computed endomorphisms. For the 162 values α = a+ bi ranging 1 ≤ a, b ≤ 9, we computed the number of
primes where Cα,p is maximal in the first 495 ordinary primes, and we denote the fraction of these in the
total number of primes by Rα from now on. Further, we let

Lα :=


∏
i(qi − 2)

2 ·
∏
i(qi − 1)

if N(α) is even,∏
i(qi − 2)∏
i(qi − 1)

else.

.

To compare these two values, we look at δ = 100 · (Rα − Lα). Some of the results are included in Table 4.1
while the full table can be found in Appendix B.

What one sees is that surprisingly, the fractions actually give a good indication of the densities when α is
not divisible by some full prime p 6= 2 (so, in particular, not by inert primes, but also not by 5 for example).
This suggest for Question 4.2.1 that perhaps a limit does exists and is equal to Lα in this case, which leads
us to the following conjecture.

Conjecture 4.2.1. Let E : y2 = x3 − x be an ordinary elliptic curve over a finite prime field. Let α be
an endomorphism not divisible a a full prime p 6= 2. Then the density of ordinary primes with a maximal
proportion of periodic points exists and is equal to Lα.
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When α does comprise of inert primes we see the computed density is bigger, which is as expected. It is
suprising how well the computed value matches the fractions above when α is not divisible by a full prime.
We do not have an explanation at this point. We also see that when α = 5, the difference δ is negative,
which is not contradictory. We know in this case that if 5 divides |E(Fp)|, it divides N(It), and we also
know that p 6≡ 1 mod 5 implies that (5) does not divide (πp − 1) from Theorem 4.2.3. However, we do not
know whether P divides (πp− 1) for P a prime above 5 and so we cannot say that C5 will be maximal when
p 6≡ 0, 1 mod 5.

α N(α) δ
2 22 1.31

i+ 1 2 1.31
−i+ 2 5 0.152
3i+ 1 2 · 5 1.29
−3i+ 1 2 · 5 0.480
5i+ 1 2 · 13 1.04
−5i+ 1 2 · 13 1.04

α N(α) δ
8 26 1.31

7i+ 1 2 · 52 0.480
6i+ 4 22 · 13 1.04
7i+ 5 2 · 37 1.29
8i+ 5 89 0.126
2i+ 9 5 · 17 2.01
9i+ 8 5 · 29 0.810

α N(α) δ
5 52 -18.2
6 22 · 32 20.9
7 72 14.6
9 34 39.1

−7i+ 7 2 · 72 8.23
6i+ 3 32 · 5 29.4
6i+ 9 32 · 13 36.4

Figure 4.1: For a selected number of endomorphisms we portray δ = 100 · (Rα − Lα) where Rα is as in
Theorem 4.2.5 and Lα is the computed density among the first 495 ordinary primes. For the total table, see
the appendix B.

4.3 Maximal cycle length

Another type of invariant concerns length of the cycles. One can look at the maximal cycle length or the
average cycle length. Here, we want to analyse how the cycle lengths change for different finite fields Fp. A
problem is that when p increases in size, naturally one can expect that the cycle lengths will also increase.
Therefore we will need to normalise ` = maximal cycle length. First, I tried studying l/p and l/

√
p to find

possible formulas for l. However, the results turn out much better when analysing l/N(Ic). Note that N(Ic)
is equal to the number of points in a cycle. Therefore we study

Kα,p =
maximal cycle length in Gα,p

# points in cycles in Gα,p

so we have Kα,p = l/N(Ic) for (πp − 1) = Ic × It.

Note that when N(α) is odd, N(Ic) is even, and when N(α) is even, N(Ic) is odd, because of how we defined
Ic and It. Furthermore, when N(α) is odd, N(Ic) is divisible by 8 because of Theorem 4.2.2.This means we
can only have Kα,p = l/N(Ic) = N(Ic) = 1, so just one cycle, when N(α) is even.

Data and obvervations

I will discuss a few things that stand out regarding the invariant Kα,p = l/N(Ic). I will separately discuss
the cases N(α) even or odd. We will plot Kα,p against the 495 ordinary prime numbers for each α.

Endomorphism with even norm

If N(α) is even, a question is how many times we can expect N(Ic) = 1, so that there is only one cycle in
the graph. In general, we would expect this is less likely as p grows, and indeed this turns out to be the
case for all the 82 even cases. Among the 495 primes, N(Ic) = 1 occurs mainly among the first 50 primes
(we find 6 to 16 instances), and decreases rapidly towards the last 150 primes (< 4 instances). This is not
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surprising, because as p grows, the cardinality of E(Fp) grows, and thus has more possible prime divisors,
which means N(Ic) has more too, and thus it is more likely that N(Ic) 6= 1. This also means that N(Ic) = 1
is more likely when N(α) has more prime divisors. This is indeed what we see when comparing Figure 4.3
and 4.2. The two plots are typical examples for the computed endomorphisms with even norm.

To see if it is true that the cases of N(Ic) = 1 generally go down with bigger prime numbers, we plot for
every p, the average number of instances of N(Ic) = 1 among the 82 computed even endomorphisms α in
Figure 4.4. We can indeed see that the average declines.

When looking at the plots, one might notice that many of the dots are located at smaller values. This is an
indicator that there are a lot of points in smaller graphs, as the biggest cycle is rather small. We can see
exactly how often this is the case for even endomorphisms. Let us take as a benchmark when Kα,p ≤ 1/8.
One can see these cases do go up in Figure 4.8. However, it might not seem too spectacular. It is interesting
though to compare this to odd endomorphisms, which is why the graph is included at the end of the chapter.

Figure 4.2: Kα,p plotted against the first 495 prime numbers p for α = i + 1. A yellow line indicates that
Kα,p = N(Ic) = 1 at that prime number.
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Figure 4.3: Kα,p plotted against the first 495 prime numbers for α = 3i + 9. A yellow line indicates that
Kα,p = N(Ic) = 1 at that prime number. Note that there are a lot of points where Kα,p is almost 1, but
not exactly.

Figure 4.4: For every ordinary prime number p with index ≤ 495 on the x-axis, the average number of
instances of Kα,p = 1 among all computed endomorphisms (α = a+ bi with 1 ≤ a, b ≤ 9 and N(α) even) is
portrayed.
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Endomorphisms with odd norm

If N(α) is odd, for each α we found at most Kα,p = 1/2. In all 80 cases we have the following division:

maxpKα,p number of cases found Re(α) = a Im(α) = b

1/2 40 even odd
1/4 20 odd for a ≡ 1 mod 4, b ≡ 2 mod 4, else b ≡ 0 mod 4
1/8 20 odd for a ≡ 1 mod 4, b ≡ 0 mod 4, else b ≡ 2 mod 4

Figure 4.5: Table describing the occurence of different maxima Kα,p over the first 495 ordinary primes among
endomorphisms α = a+ bi. The maximum equals either 1/2, 1/4 or 1/8 in all cases.

We can partially explain this with the following theorem.

Theorem 4.3.1. Let E : y2 = x3 − x be an ordinary elliptic curve over Fp and let α = a + bi be an
endomorphism with odd norm with the property that the number of points in cycles is N(Ic) = 8 (e.g. at
p = 5). Then

• Kα,p = 1/2 when a is even,

• Kα,p = 1/4 when a is odd and a+ b ≡ 3 mod 4

• Kα,p = 1/8 when a is odd and a+ b ≡ 1 mod 4.

Proof. Since we are considering ordinary curves, we have p ≡ 1 mod 4. This implies that −1 is a quadratic
residue in Fp by Lemma 4.2.1. Note that the curve E : y2 = x3 − x always contains the following 8 points

O, (0, 0), (−1, 0), (1, 0), (i,−i+ 1), (i, i− 1), (−i, i+ 1), (−i,−i− 1).

Consider the case when these are the only points, so |E(Fp)| = N(Ic) = 8. Note that the points with
y-coordinate 0 have order 2, the point O has order 1 and that the remaining 4 points have order 4: indeed
for those points we can calculate that 2P = (0, 0).

Now let α = a + bi for a even and b odd, say a = 2k and b = 2l + 1. Also consider P is one of the points
above of order 4; so that 2P = (0, 0) and P + (0, 0) = −P . Note that, if P = (x, y) is one of these points,
then so is iP = (−x, iy). Then

αP = [2k + (2l + 1)i]P = 2kP + (2l + 1)iP

= 2kP + 2l(iP ) + iP

= k(0, 0) + l(0, 0) + iP

= [(k + l)(0, 0) + i]P

=

{
[i]P when k + l ≡ 0 mod 2

[−i]P when k + l ≡ 1 mod 2

for any of the points P = (i,−i+ 1), (i, i− 1), (−i, i+ 1), (−i,−i− 1). So for α = a+ bi, when a is even and
b is odd, this implies that there is a 4-cycle:

P P

[−i]P [i]P or [i]P [−i]P

[−1]P [−1]P
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depending if k + l is even or odd. Now when a is odd, and b is even, we see that

αP =

{
P when k + l ≡ 0 mod 2

[−1]P when k + l ≡ 1 mod 2

and so we see this determines whether the graph has 2-cycles or not.

Now it is clear when Kα,p = 1/2, 1/4 and 1/8 occurs as a maximal value; N(α) needs to be odd and we
need to choose a prime p such that N(Ic) = 8 – then we know for which α we get 1/2, 1/4 or 1/8. In all
computed cases, the maximum of Kα,p among the primes is always the same as the first entry (p = 5). It
follows that we always have that the maximum of Kα,p is at least 1/8. It seems likely that the maximum
Kα,p will always be equal to the first entry. However, we cannot prove that this holds or that Kα,p > 1/2
could be possible. Still, we conjecture that

Conjecture 4.3.1. Let E : y3 = x3 − x be the elliptic curve over Q. Let α = a+ bi be an endomorphism of
E with an odd norm. Let p be an ordinary prime number; so that E over Fp is an ordinary elliptic curve.
Then

• maxp{Kα,p} = 1/2 when a is even,

• maxp{Kα,p} = 1/4 when a is odd and a+ b ≡ 3 mod 4

• maxp{Kα,p} = 1/8 when a is odd and a+ b ≡ 1 mod 4.

Next, we will show a typical example of the odd case, which is especially useful to compare to the plots in
the previous section. We will also show some more average plots to see that N(α) even or odd makes a big
difference.

What is immediately apparent when comparing Figure 4.6 to Figure 4.3 and 4.2 is that the values Kα,p get
much closer to 1 in the even case. We further see that, for N(α) odd, it is likely that Kα,p ≤ 1/8, while
for N(α) even, Kα,p > 1/8 occurs more often. To compare, see Figure 4.7 and 4.8 portraying the average
instance of N(Ic) ≤ 1/8 for the odd and even cases. For an endomorphism with an odd norm, the graph has
more connected components as opposed to longer cycles, while in contrast, when an endomorphism has an
even norm, is is also possible to have longer cycles. For the odd case, we also plot when Kα,p is even smaller
in Figure 4.9.
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Figure 4.6: Kα,p plotted against prime numbers for α = i+ 2. We see that Kα,p = 1/2, 1/4 is rare. This is
true in general for all 80 studied cases. Another thing to notice, which holds for any checked endomorphism,
is that the only points between 1/2 and 1/8 are at 1/4.

Figure 4.7: For every prime number p with index ≤ 495 on the x-axis, the average number of instances of
Kα,p ≤ 1/8 among all computed endomorphisms, α = a+ bi with 1 ≤ a, b ≤ 9 and N(α) odd, is portrayed.
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Figure 4.8: For every ordinary prime number p with index ≤ 495 on the x-axis, the average number of
instances of Kα,p ≤ 1/8 among all computed endomorphisms, α = a+ bi with 1 ≤ a, b ≤ 9 and N(α) even,
is portrayed.

Figure 4.9: For every prime number p with index ≤ 495 on the x-axis, the average number of instances of
Kα,p < 1/16 among all computed endomorphisms, α = a+ bi with 1 ≤ a, b ≤ 9 and N(α) odd, is portrayed.
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Conclusion and discussion

In this thesis we have given a description of the cycles and trees of graphs of endomorphisms of ordinary
elliptic curves over finite fields Fq. We have built on previous results on rational maps from Ugolini and
Qureshi & Reis. We described the group of points E(Fqn) on an elliptic curve as a module over the en-
domorphism ring. Assuming that the endomorphism ring is the ring of integers, we did calculations in an
algebraic number theoretic setting. Next, we wanted to analyse different invariants while varying the finite
field. We looked at the specific curve y2 = x3 − x and the invariants the number of points in cycles and
the maximal cycle length. To analyse how the invariants change relative to the size of points increasing, we
looked at the proportion of total points in cycles and the proportion of periodic points in the maximal cycle.
Besides certain exact results, we have some experimental results for 162 endomorphisms looking at the first
495 ordinary primes.

One exact result is regarding the proportion of points in cycles. We looked at |E(Fp)| mod q for q dividing the
norm of α. When the norm of α is not divisible by a split prime, we gave a lower bound for the lower density
(infimum limit) of ordinary primes where the proportion of points in cycles is maximal. Next, we analysed
the split case experimentally, where we found that our lower bound is a suprisingly good approximate when
α is not divisble by a rational prime number p 6= 2. One could look into answering the Question 4.2.1; does
the density of primes where the proportion of points in cycles is maximal exist? Can we prove Conjecture
4.2.1, which gives a probable answer for the case when α is not divisble by a full prime p 6= 2?

For the proportion of periodic points in cycles, we can prove something with regard to when the proportion
is maximal. When the norm of α is even, we know that the maximal equals 1. Else, we theorize that it is
always 1/2, 1/4 or 1/8. What we can prove, is that when there are exactly 8 points in cycles, indeed we
find a proportion of 1/2, 1/4 or 1/8. In Conjecture 4.3.1 we gave this experimental value for the maximal
proportion of cyclic points in the maximal cycle for a fixed endomorphism.

There are plenty of directions to take from here. First of all, it would be interesting to look at the plots for
different curves. There are congruence results for when the cardinality of E : y2 = x3−cx and E : y2 = x3+b3

equals 0 modulo 16, 24 for a general c, see [PKL03], [İna+07] and [JK13]. There are also some results for
more general curves, see [KKP08] for a discussion curves of the shape E : y2 = x3 + f(k)x + g(k) and in
particular a result when for a specific f(k), g(k) gives |E(Fp)| ≡ 0 mod 3. This can give a start to deriving
theorems such as Theorem 4.2.5 for more general curves as well.

Another aspect to look into is proving density statements by using the Ugolini approach with Galois rings
to describe cycles, as we saw in Appendix A. This could work because Theorem A.2.1 still holds in the split
and inert case. We can use this perhaps for density statements relating to cycles, such as the proportion of
points in cycles.

There are other directions we did not look into but could be interesting to study. One could be to fix p,
and vary over the endomorphism. This means that the points E(Fp) are fixed, and a question is: how many
possible graphs are there when varying α? How many isomorphisms classes do we find? Note that the
trees are determined exactly by fi, ei and N(Di) from Theorem 3.3.1. Each α will correspond to a different
number of points in the pre-image: there will be

∏
i ei options for the size of the pre-image as per Theorem
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3.3.1 by letting each fi range 0 ≤ i ≤ ei− 1. Letting fi ≥ ei does not give a new graph, so there are at most∏
i ei isomorphism classes. If each prime ideal Bi of πp − 1 lies above a ramified or inert rational prime,

or if the rational prime is split but Bi’s conjugate does not divide πp − 1, then there is a one-one relation
between the choice for the fi’s and the number of points in the pre-image (and thus

∏
i ei gives the number

of isomorphism classes). If Bi lies above a split prime, we can have that the pre-image sizes are equal and in
fact the trees are isomorphic (as they only depend on norms), but α is different. In that case, it is not clear
how many isomorphism classes there are. This depends on the cycles. The one factor which is not given by
norms is the cycle length, which we can check by analysing αv − 1. To find out more about exact number of
isomorphism classes, we will need to know more about this.

We noted that there are some symmetries in the trees of the graphs. In general, points at level h in a tree
do not have the same pre-image size; the size of the pre-image is either k > 0 or 0 for some constant k. One
can get extra symmetry if |Th| = k · |Th−1| for each level of the tree h > 1. This holds for example when
N(It) is a power of 2. If one is interested in graphs which have this symmetry in the vertices, this could be
a good starting point.

Another direction which could be interesting for experiments as well, is to check what happens when the
endomorphism ring R is not equal to the maximal order. However, analysing this would require a completely
different approach.
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Appendix A

Alternative proof for cycles theorem

Here I present an alternative approach from [Ugo18] for the theory of cycles in the graphs. This gives a proof
for the split and inert cases, but does not work in the ramified case. In the end it is not really necessary to
distinguish the split, inert and ramified cases which is why the presentation in the thesis was different and
in fact simpler. I believe the original approach is still an interesting idea, which works in many cases, and
therefore deserves discussion and so I include it here. We will first need to discuss Galois rings.

A.1 Galois rings

Back in Chapter 1, we reduced the problem of understanding finite graphs of elliptic curve endomorphisms
to a number theoretic problem. We now present a way to understand the graph of the action of an element of
the order R of a number field on R/(πnq − 1). Let us assume that R is a maximal order and thus a Dedekind
domain. Therefore we have unique factorisation of ideals. Let us thus write

R/(πnq − 1) =

k∏
i=1

R/Bei
i

with each Bi a prime ideal and ei > 0. In this section we will describe the structure of these rings. They
are in fact Galois rings. We will describe some basic results on Galois rings and the rings R/Bei

i .

The main reference for this section is chapter 14 of [Wan03], which gives a very detailed exposition of the
material.

Definition A.1.1. A Galois ring is a finite ring with identity 1 so that the set of its zero divisors with 0
forms a principal ideal (p · 1) for some prime number p.

An example of a Galois ring is Z/psZ. It turns out that Galois rings can be determined up to isomorphism
by their characteristic and prime power cardinality [Wan03][Section 14.2]. Let R be a Galois ring. It is
not hard to show that R/(p) ∼= Fpm and |R| = psm for an integer m. It turns out that a Galois ring R
with zero divisors in (p) can be determined up to isomorphism by the integers m and s for which the ring
has characteristic ps and cardinality psm. We will denote such a Galois ring by GR(ps, psm). For example
Z/psZ ∼= GR (ps, ps).

We are interested in Galois rings because the followings holds. This theorem is section 2.3 of [Ugo18].
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Theorem A.1.1. (1) Let pi be inert. There is an isomorphism

R/Bei
i
∼= Z/peii Z = GR (peii , p

ei
i ) .

(2) Let pi be split. There is an isomorphism

R/Bei
i
∼= GR

(
peii , p

2ei
i

)
.

(3) Let pi be ramified. There are three cases. Let x+ c be a factor in Q(
√
−d)[x] of the minimal polynomial

of
√
−d over Q.

- If ei = 1, then the additive group of R/Bei
i is isomorphic to a cyclic group of order pi.

- If ei is even, then the additive group of R/Bei
i is isomorphic to the direct sum of two cyclic groups and its

elements can be represented as

z0 + z1(c− d),

where (c− d) is a principal ideal in Z [ωd] and z0, z1 ∈ Z/pei/2i Z.
- If ei is odd and ei ≥ 3, then the additive group of R/Bei

i is isomorphic to the direct sum of two cyclic
groups and its elements can be represented as

x0 + z0(c− d),

where x0 ∈ Z/p(ei+1)/2
i Z and z0 ∈ Z/p(ei−1)/2i Z.

The remainder of this section will be dedicated to some theorems that we will need later on. We will use
the terminology basic primitive or irreducible to denote a polynomial in Z/psZ[x] which is primitive or
irreducible in Z/pZ[x] after reducing the coefficients modulo p. If f is some polynomial, we will denote by
f̄ the the polynomial resulting from reducing the coefficients of f modulo p.

Lemma A.1.1. Let R be a Galois ring of characteristic ps and cardinality psm, where p is a prime number
and s and m are positive integers. Let f(x) be a polynomial over Zps and assume that f̄(x) has a root β̄ in
R/(p) ' Fpm and that f̄ ′(β̄) 6= 0. Then there exists a (unique) root ξ ∈ R of the polynomial f(x) such that
ξ̄ = β̄.

Proof. Let ξ0 := β and consider a sequence ξi+1 := ξi − f ′(ξi)−1f(ξi) ∈ R. We can show with induction
that ξ̄i = β̄ and f(ξi) ∈ (pi+1) for all non-negative integers i. Note that f ′(ξi) = f̄ ′(ξ̄) = f̄ ′(β̄) 6= 0, so that
p does not divide f ′(ξi). Therefore f ′(ξi) it is a unit of R. It is clear that ¯ξi+1 = ξ̄i. We can prove that
f(ξi+1) = f(ξi − f ′(ξi)−1f(ξi)) ∈ (pi+2) by applying Taylor’s formula. Then we get for ξ := ξs−1, ξ̄ = β̄ and
f(ξ) = f(ξs−1) ∈ (ps) = (0), so f(ξ) = 0.

One can use the above lemma to show that any Galois ring is isomorphic to the ring Z/pZ[x]/(h(x)) for
any monic basic irreducible polynomial h(x) of degree m over Z/psZ. This is because if h̄ is irreducible and
ζ ∈ Fpm ∼= R/(p) is a root of h̄, then h̄ is the minimal polynomial of ζ and thus we have h̄′(ζ) 6= 0. Then h
has a unique root ξ with ξ̄ = ζ̄. Now it is not hard to show that the map

Z/psZ[x]/(h(x)) −→ R

a0 + a1 + · · ·+ am−1x
m−1 + (h(x)) 7−→ a0 + a1ξ · · ·+ am−1ξ

m−1

where a0, . . . , am−1 ∈ Z/psZ gives a well-defined ring isomorphism [Wan03][Theorem 14.6].

Theorem A.1.2. In the Galois ring GR (ps, psm) there exists a nonzero element ξ of order pm−1, which is
a root of a monic basic primitive polynomial h(x) of degree m over Z/psZ and dividing xp

m−1−1 in Z/psZ[x].
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Proof. Let hp be a primitive polynomial of degree m with coefficients in Fp = Z/pZ. Such a polynomial
always exists (see [Wan03][Corollary 6.13]). First we will prove that it divides xp

m−1−1 which is Lemma 6.9
from [Wan03]. Since Fp[x]/(hp(x)) is a finite field with pm elements, it follows that any r ∈ Fp[x]/(hp(x))
satisfies rp

m−1 − 1 = 0. So xp
m − x ≡ 0 mod hp(x) and thus hp(x)|xpm−1 − 1.

We will now show that there exists a monic basic primitive polynomial in Z/psZ of degree m that divides
xp

m−1 − 1. Write xp
m−1 − 1 = hp(x)gp(x) in Fp[x]. Since hp, gp are coprime (xp

m−1 − 1 has no multiple
roots), we can apply Hensel’s lemma [Ste02, p. 15] and get xp

m−1 − 1 = h(x)g(x) in Fps [x] with h̄ = hp and
ḡ = gp and deg h = m. Also h is monic and basic primitive.

Since h̄ is primitive, it has a nonzero root ξp ∈ Fpm of order pm − 1. Now as h̄ is the minimal polynomial
of ξp, we have that h̄′(ξp) 6= 0. So applying Lemma A.1.1 gives a unique nonzero root ξ ∈ GR(ps, psm) of h
with ξ̄ = ξp. Clearly ξp

m−1 − 1 = 0. Further, because ξ̄ has order pm − 1 we have xi − 1 6= 0 for integers
0 < i < pm − 1. So we found a nonzero element ξ of order pm − 1 in the Galois ring.

The following is a straightforward but important corollary of the above theorem.

Corollary A.1.1. (1) Any element c ∈ GR (ps, psm) can be written uniquely as

c = c0 + c1p+ · · ·+ cs−1p
s−1,

where c0, c1, . . . , cs−1 ∈
{

0, 1, ξ, ξ2, . . . , ξp
m−2}.

(2) Every nonzero element c ∈ GR (ps, psm) can be expressed uniquely in the form c = upr, where u is a unit
and 0 ≤ r < s.

To determine the cycles of the graph, we can study Ic. Let its factorisation into prime ideals be given by

R/Ic ∼=

(
l∏
i=1

R/Bei
i

)

where Bi is a prime ideal lying above a rational prime pi. We have seen that the rings R/Bei
i are Galois

rings and that the structure depends on if the rational prime pi above Bi is inert, ramified or split.

A.2 Proof for inert and split cases

We will make use of the fact that it turns out that all points of the same additive order, are a part of cycles
of the same length. So we determine first how many points of a same order there are, and then what the
length of the corresponding cycles is, to find out how many cycles of this certain length there are. Here we
use exactly the terminology and theorems from [Ugo18], which we adapt to apply to endomorphisms.

For each prime factor, so for each i, consider intervals Hi = [0, ei] or Hi = [0, (ei + 1)/2] depending if the
corresponding rational prime pi is ramified or not. Then for P = (Pi)i ∈ R/Ic, each Pi has additive order
phi
i in R/Bei

i for some hi ∈ Hi. We need the following terminology:
(1) If pi is split, then

nhi
:=

{
1 if hi = 0

phi
i − p

hi−1
i otherwise.

(2) If pi is inert, or if pi is ramified and ei is even, then

nhi :=

{
1 if hi = 0

pi
2hi − pi2(hi−1) otherwise.
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(3) If pi is ramified and ei is odd, then

nhi
:=


1 if hi = 0

pi
2hi − pi2(hi−1) if 1 ≤ hi ≤ (ei − 1) /2

pi
2hi−1 − p2(hi−1)

i if hi = (ei + 1) /2.

Lastly we define

shi
:= min

{
v ∈ N\{0} : αv − 1 ∈ Bhi

i

}
.

The following theorem is Lemma 3.7 from [Ugo18]. The proofs are expanded and a proof of the ramified
case in (1) has been added. The ramified case of (2) is missing, as this is where we could not complete the
proof unfortunately.

Theorem A.2.1. (1) Let i ∈ [1, l]. Then in R/Bei
i there are nhi points of additive order phi

i for any hi ∈ Hi.

(2) Let Pi be a point of order phi
i in R/Bei

i for pi inert or split. Then the smallest of the positive integers v
such that [α]vPi = Pi is shi

.

Proof. (1) If hi = 0, it is clear that nhi = 1, because only the point zero [0] ∈ R/Bei
i has order 1. Now

assume hi > 0 and let Pi be a point of order phi
i . We will first do the case that pi is inert or split in R so

that by Theorem A.1.1 R/Bei
i
∼= GR (peii , p

nei
i ) with n = 1 and n = 2 respectively. Now we can represent

Pi as an element c in the Galois ring, and Corollary A.1.1(1) tells us what c looks like. Now because of the
isomorphism it also follows that Pi has order phi

i if and only if we can write the representative as

cei−hi
pei−hi
i + · · ·+ cei−1p

ei−1
i (A.1)

for some coefficients cei−hi
, . . . , cei−1 ∈

{
0, 1, . . . , ξp

m
i −2

}
with cei−hi

6= 0. Therefore there are pmi −1 choices
for the first coefficient and pmi for the other hi − 1 coefficients. We conclude there are

(pmi − 1) · pm(hi−1)
i = pmhi

i − pm(hi−1)
i

points of additive order phi
i in R/Bei

i . Now consider pi ramified. Let Pi be a point in R/Bei
i with additive

order phi
i > 1. If ei = 1, then the proof is the one above with ei = m = 1, because Z/piZ ∼= GR(pi, pi). Now

assume ei is even. Then we can write Pi = z0 + z1(c + d) as in Theorem A.1.1, where z0, z1 ∈ Z/pei/2i Z ∼=
GR

(
p
ei/2
i , p

ei/2
i

)
. Then z0, z1 can be represented as A.1, but only one of the first coefficients has to be

nonzero and we should replace ei with ei/2. Therefore we can calculate separately the elements with exactly
one of the initial coefficients nonzero and those with both initial coefficients nonzero. We get the following:

2(pi − 1)p
2(hi−1)
i + (pi − 1)2p

2(hi−1)
i = p2hi

i − p2hi−2
i .

The case that ei is odd goes in the same way. Consider an element Pi = x0 + x1(c + d) as in Theorem

A.1.1, where x0 ∈ Z/p(ei+1)/2
i Z ∼= GR

(
p
(ei+1)/2
i , p

(ei+1)/2
i

)
and x1 ∈ GR

(
p
(ei−1)/2
i , p

(ei−1)/2
i

)
. The main

difference with the even case is that we have to look carefully when hi = ei+1
2 . That is because in this case,

we have for any choice of z0 that phi
i z0 = 0 ∈ GR

(
p
(ei−1)/2
i , p

(ei−1)/2
i

)
. Therefore we need that the initial

coefficient of z1 is nonzero. We get the following number of elements

(pi − 1)phi−1
i phi−1

i

because there are pi − 1 choices for the initial coefficient of z1 and pi choices for the remaining coefficients
of z1 and all ei−1

2 = hi − 1 coefficients of z0.
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(2) Suppose that pi inert or split. We want the equality of sets{
v ∈ N\{0} : αv − 1 ∈ Bhi

i

}
= {v ∈ N\{0} : [αv − 1]Pi ∈ Bei

i }

or for any v ∈ N
αv − 1 ∈ Bhi

i ⇐⇒ [αv − 1]Pi ∈ Bei
i .

First let v be a positive integer such that αv − 1 ∈ Bhi
i . As Pi is a point of order phi

i in R/Bei
i , and pi is

split or inert, it follows that [αv−1]Pi = [0] in R/Bei
i . (Note that this does not work if pi = B2

i is ramified.)

Now let v be a positive integer such that [αv − 1]Pi ∈ Bei
i or [αv − 1]Pi = [0] in R/Bei

i . Again we can
represent Pi as an element in GR (peii , p

nei
i ) (n ∈ {1, 2}) that can be written as A.1. Thus [αv − 1] = [0] or

else we get with Corollary A.1.1(2) that [αv − 1] can be written in GR (peii , p
nei
i ) as

uphi
i

for some unit u. It follows that [αv − 1] = [0] in R/Bhi
i , so indeed αv − 1 ∈ Bhi

i .

We define

sh := lcm (sh1 , . . . , shl
)

nh :=

l∏
i=1

nhi
.

To determine the cycles of the graph, we need to consider all tuples (hi)i ∈
∏
iHi and the corresponding

points P = (Pi)i ∈ R/Ic so that each Pi has additive order phi
i . We know there are nhi

points Pi of additive

order phi
i in R/Bei

i and that shi
is the smallest positive integer so that [α]shiPi = Pi for such a point Pi. As

sh is defined as the least common multiple of these shi
, we get that it is the smallest integer so that

αshP = (αshP1, α
shP2, . . . , α

shPk) = P

by pointwise calculation. So sh is the order of P and there are nh =
∏l
i=1 nhi points of that same order.

Now we have
Ch :=

nh
sh

cycles of length sh.

Note: The main difference with [Ugo18] in this paragraph is that we have replaced ± by either + or − in
certain places, for example in the definition of shi . The reason is that because Ugolini considers the graph of
the projection onto the x-coordinate, α(P ) = P and α(P ) = −P give the same result. For the same reason
we write 1

sh
instead of 1

2sh
when calculating Ch. The result is that either a cycle doubles in length or the

number of cycles is doubled.
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Appendix B

Full table for δ

α N(α) δ
i+ 1 2 1.31
−i+ 1 2 1.31
3i+ 1 2 · 5 1.29
−3i+ 1 2 · 5 0.480
5i+ 1 2 · 13 1.04
−5i+ 1 2 · 13 1.04
7i+ 1 2 · 52 0.480
−7i+ 1 2 · 52 1.29
9i+ 1 2 · 41 1.55
−9i+ 1 2 · 41 1.55
2i+ 2 23 1.31
−2i+ 2 23 1.31
4i+ 2 22 · 5 0.480
−4i+ 2 22 · 5 1.29
6i+ 2 23 · 5 1.29
−6i+ 2 23 · 5 0.480
8i+ 2 22 · 17 2.22
−8i+ 2 22 · 17 1.00
i+ 3 2 · 5 0.480
−i+ 3 2 · 5 1.29
3i+ 3 2 · 32 20.9
−3i+ 3 2 · 32 20.9
5i+ 3 2 · 17 1.00
−5i+ 3 2 · 17 2.22
7i+ 3 2 · 29 1.28
−7i+ 3 2 · 29 1.48
9i+ 3 2 · 32 · 5 16.2
−9i+ 3 2 · 32 · 5 15.2
2i+ 4 22 · 5 1.29
−2i+ 4 22 · 5 0.480
4i+ 4 25 1.31
−4i+ 4 25 1.31
6i+ 4 22 · 13 1.04
−6i+ 4 22 · 13 1.04
8i+ 4 24 · 5 0.480
−8i+ 4 24 · 5 1.29
i+ 5 2 · 13 1.04
−i+ 5 2 · 13 1.04
3i+ 5 2 · 17 2.22
−3i+ 5 2 · 17 1.00
5i+ 5 2 · 52 −9.01
−5i+ 5 2 · 52 −9.01
7i+ 5 2 · 37 1.29
−7i+ 5 2 · 37 1.49

α N(α) δ
9i+ 5 2 · 53 0.860
−9i+ 5 2 · 53 1.26
2i+ 6 23 · 5 0.480
−2i+ 6 23 · 5 1.29
4i+ 6 22 · 13 1.04
−4i+ 6 22 · 13 1.04
6i+ 6 23 · 32 20.9
−6i+ 6 23 · 32 20.9
8i+ 6 22 · 52 1.29
−8i+ 6 22 · 52 0.480
i+ 7 2 · 52 1.29
−i+ 7 2 · 52 0.480
3i+ 7 2 · 29 1.48
−3i+ 7 2 · 29 1.28
5i+ 7 2 · 37 1.49
−5i+ 7 2 · 37 1.29
7i+ 7 2 · 72 8.23
−7i+ 7 2 · 72 8.23
9i+ 7 2 · 5 · 13 0.170
−9i+ 7 2 · 5 · 13 0.574
2i+ 8 22 · 17 1.00
−2i+ 8 22 · 17 2.22
4i+ 8 24 · 5 1.29
−4i+ 8 24 · 5 0.480
6i+ 8 22 · 52 0.480
−6i+ 8 22 · 52 1.29
8i+ 8 27 1.31
−8i+ 8 27 1.31
i+ 9 2 · 41 1.55
−i+ 9 2 · 41 1.55
3i+ 9 2 · 32 · 5 15.2
−3i+ 9 2 · 32 · 5 16.2
5i+ 9 2 · 53 1.26
−5i+ 9 2 · 53 0.860
7i+ 9 2 · 5 · 13 0.574
−7i+ 9 2 · 5 · 13 0.170
9i+ 9 2 · 34 20.9
−9i+ 9 2 · 34 20.9
2i+ 1 5 0.152
−2i+ 1 5 0.960
4i+ 1 17 1.40
−4i+ 1 17 −0.215
6i+ 1 37 0.354
−6i+ 1 37 −0.455

α N(α) δ
8i+ 1 5 · 13 0.543
−8i+ 1 5 · 13 0.341
i+ 2 5 0.960
−i+ 2 5 0.152
3i+ 2 13 −0.354
−3i+ 2 13 0.657
5i+ 2 29 0.339
−5i+ 2 29 0.339
7i+ 2 53 0.307
−7i+ 2 53 −0.0971
9i+ 2 5 · 17 0.597
−9i+ 2 5 · 17 2.01
2i+ 3 13 0.657
−2i+ 3 13 −0.354
4i+ 3 52 0.960
−4i+ 3 52 0.152
6i+ 3 32 · 5 29.4
−6i+ 3 32 · 5 30.4
8i+ 3 73 −0.227
−8i+ 3 73 −0.0253
i+ 4 17 −0.215
−i+ 4 17 1.40
3i+ 4 52 0.152
−3i+ 4 52 0.960
5i+ 4 41 0.278
−5i+ 4 41 0.884
7i+ 4 5 · 13 1.15
−7i+ 4 5 · 13 −0.265
9i+ 4 97 −0.170
−9i+ 4 97 −0.170
2i+ 5 29 0.339
−2i+ 5 29 0.339
4i+ 5 41 0.884
−4i+ 5 41 0.278
6i+ 5 61 0.253
−6i+ 5 61 0.253
8i+ 5 89 0.126
−8i+ 5 89 −0.278
i+ 6 37 −0.455
−i+ 6 37 0.354
3i+ 6 32 · 5 30.4
−3i+ 6 32 · 5 29.4
5i+ 6 61 0.253
−5i+ 6 61 0.253
7i+ 6 5 · 17 1.40

α N(α) δ
−7i+ 6 5 · 17 0.597
9i+ 6 32 · 13 35.6
−9i+ 6 32 · 13 36.4
2i+ 7 53 −0.0971
−2i+ 7 53 0.307
4i+ 7 5 · 13 −0.265
−4i+ 7 5 · 13 1.15
6i+ 7 5 · 17 0.597
−6i+ 7 5 · 17 1.40
8i+ 7 113 0.489
−8i+ 7 113 0.287
i+ 8 5 · 13 0.341
−i+ 8 5 · 13 0.543
3i+ 8 73 −0.0253
−3i+ 8 73 −0.227
5i+ 8 89 −0.278
−5i+ 8 89 0.126
7i+ 8 113 0.287
−7i+ 8 113 0.489
9i+ 8 5 · 29 0.810
−9i+ 8 5 · 29 0.608
2i+ 9 5 · 17 2.01
−2i+ 9 5 · 17 0.597
4i+ 9 97 −0.170
−4i+ 9 97 −0.170
6i+ 9 32 · 13 36.4
−6i+ 9 32 · 13 35.6
8i+ 9 5 · 29 0.608
−8i+ 9 5 · 29 0.810

2 22 1.31
2i 4 1.31
3 32 39.1
3i 9 39.1
4 24 1.31
4i 16 1.31
5 52 −18.2
5i 25 −18.2
6 22 · 32 20.9
6i 36 20.9
7 72 14.6
7i 49 14.6
8 26 1.31
8i 64 1.31
9 34 39.1
9i 81 39.1
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Appendix C

Code

C.1 Sagemath for generating the dynamics of finite elliptic curve
endomorphisms

C.1.1 Functions: trees, cycles and lists

p-Frobenius element

de f f rob (E, q ) :
m = E. c a r d i n a l i t y ( ) ;
d=(q+1−m)ˆ2−4∗q
f rob = ( q+1−m+s q r t (d ) ) / 2 ;
r e turn f rob

α-decomposition of πp − 1

de f decomp ( I , alpha ) : #the alpha−decompos it ion o f I=f rob p − 1
K.<a> = NumberField ( xˆ2+1) #make f l e x i b l e ?
f = K. f a c t o r ( alpha )

I c = K. i d e a l (1 )
I t = K. i d e a l (1 )

l = l en ( f )

f o r k in range ( l ) :
whi l e f [ k ] [ 0 ] . d i v i d e s ( I ) :

I = I / f [ k ] [ 0 ]
I t = I t ∗ f [ k ] [ 0 ]

I c = I
return It , I c

Generating cycles
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de f cyc lesQ ( Ic , alpha ) : #c y c l e s without r a m i f i c a t i o n d i s t i n c t i o n
K.<a> = NumberField ( xˆ2+1)
H = [ ]
f a c t = K. f a c t o r ( I c )
f o r k in range ( l en ( f a c t ) ) :

H. append ( range ( f a c t [ k ] [ 1 ] + 1 ) )
H = l i s t ( i t e r t o o l s . product (∗H) ) #r e o r g a n i z i n g H: a l l combinat ions ( h i ) i
data = [ ]
f o r k in range ( l en (H) ) :

l s t n = [ ]
l s t s = [ ]

f o r i in range ( l en (H[ k ] ) ) :
B i = f a c t [ i ] [ 0 ]
p i = B i . s m a l l e s t i n t e g e r ( )
e i = f a c t [ i ] [ 1 ]

h i = H[ k ] [ i ]

i f h i ==0:
n h i=1

e l s e :
n h i = norm( B i )ˆ ( h i )−norm( B i )ˆ ( h i −1)

l s t n . append ( n h i )

v=1
whi le not ( B i ˆ( h i ) ) . d i v i d e s (K. i d e a l ( alpha ˆv−1)) :

v += 1
s h i = v
l s t s . append ( s h i )

n h = prod ( l s t n )
s h = LCM list ( l s t s ) #order o f alpha mod Bˆh

data . append ( [ s h , n h , n h/ s h ] )
re turn data

Generating reduced cycles

de f cyc lesQreduced ( Ic , alpha ) : #c y c l e s but reduced
l s t = cyclesQ ( Ic , alpha )
l s t 2 = [ ]
data2= [ ]

l s t 2 . append ( [ x [ 0 ] f o r x in l s t ] )
l s t 2=l s t 2 [ 0 ]
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from c o l l e c t i o n s import OrderedDict
data = l i s t ( OrderedDict . fromkeys ( l s t 2 ) )

data2 . append ( [ [ x ] f o r x in data ] )
data2=data2 [ 0 ]

f o r l in data2 :
nh = 0
f o r k in l s t :

i f l [0]==k [ 0 ] :
nh += k [ 1 ]

l . append (nh/ l [ 0 ] )
r e turn data2

Generating trees

de f t r e e s ( It , alpha ) :
K.<a> = NumberField ( xˆ2+1)
l s t = [ ]
f a c t = K. f a c t o r ( I c )
alpha = K. f a c t o r ( alpha )
f o r k in range ( l en ( alpha ) ) :

B = alpha [ k ] [ 0 ]
f = alpha [ k ] [ 1 ]
e=0
I=I t
whi l e B. d i v i d e s ( I ) :

I = I /B
e += 1

l s t . append ( c e i l ( e/ f ) )
d = max( l s t )

k l i s t = [ ]
f o r k in range ( l en ( alpha ) ) :

B = alpha [ k ] [ 0 ]
f = alpha [ k ] [ 1 ]
e=0
whi le B. d i v i d e s ( I t ) :

I t = I t /B
e += 1

prod1 =[ ]
prod2 = [ ]
preim = [ ]

f o r h in range (1 , d+1):
mh = min ( f ∗h , e )
mh2 = min( f ∗(h−1) , e )

nh1 = norm(Bˆmh)
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nh2 = norm(Bˆ(mh2) )

preimh = norm(Bˆmin ( f ,mh) )

prod1 . append ( nh1 )
prod2 . append ( nh2 )
preim . append ( preimh )

k l i s t . append ( [ prod1 , prod2 , preim ] )

preim = [ ]
vh = [ ]

f o r h in range (1 , d+1):
preimx = [ ]
prd1 =[ ]
prd2 =[ ]
f o r i in range ( l en ( k l i s t ) ) :

prd1 . append ( k l i s t [ i ] [ 0 ] [ h−1])
prd2 . append ( k l i s t [ i ] [ 1 ] [ h−1])

vh . append ( prod ( prd1 ) − prod ( prd2 ) )

f o r i in range ( l en ( k l i s t ) ) :
preimx . append ( k l i s t [ i ] [ 2 ] [ h−1])

preim . append ( prod ( preimx ) )

re turn d , vh , preim

Creating lists for various plots

de f c r e a t e l i s t ( alpha ) :

K.<a> = NumberField ( xˆ2+1)

rows = [ ]

f o r k in range ( 1 , 1 0 0 0 ) :

q = Primes ( ) . unrank ( k )
l s t = [ ]
E1 = E l l i p t i c C u r v e (GF( q ) , [ −1 ,0 ] )
i f E1 . i s o r d i n a r y ( ) :

l s t . append ( q )

P = K. i d e a l ( f rob (E1 , q)−1)
It , I c = decomp (P, alpha )

l s t . append ( I t )
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l s t . append ( I c )
l s t . append (norm( I t ) )
l s t . append (norm( Ic ) )

cycQr = cyclesQreduced ( Ic , alpha )

c y c l e l e n g t h s = [ ]
number o f cyc l e s = 0
f o r c y c l e in cycQr :

c y c l e l e n g t h s . append ( c y c l e [ 0 ] )
number o f cyc l e s += c y c l e [ 1 ]

max cyc l e l enght = max( c y c l e l e n g t h s )

l s t . append ( cycQr )

#l s t . append ( numer ica l approx ( max cyc l e l enght / s q r t ( q ) , d i g i t s =2))
#l s t . append ( numer ica l approx (sum( c y c l e l e n g t h s )/

#( f l o a t ( l en ( c y c l e l e n g t h s ) )∗ s q r t ( q ) ) , d i g i t s =2))
#l s t . append ( numer ica l approx ( number o f cyc l e s / s q r t ( q ) , d i g i t s =2))

l s t . append ( s i m p l i f y ( max cyc l e l enght /norm( Ic ) ) )

#l s t . append ( numer ica l approx ( max cyc l e l enght /norm( Ic ) , d i g i t s =2))

#s t . append ( s i m p l i f y (sum( c y c l e l e n g t h s )/ ( f l o a t ( l en ( c y c l e l e n g t h s ) )∗norm( Ic ) ) ) )
#l s t . append ( numer ica l approx (sum( c y c l e l e n g t h s )/

#( f l o a t ( l en ( c y c l e l e n g t h s ) )∗norm( Ic ) ) , d i g i t s =2))

#l s t . append ( numer ica l approx ( number o f cyc l e s /norm( Ic ) , d i g i t s =2))

#l s t . append ( numer ica l approx (norm( Ic )/ number o f cyc l e s , d i g i t s =2))
#av number o f po in t s in c y c l e s
#l s t . append ( numer ica l approx (norm( Ic )/ ( number o f cyc l e s ∗ s q r t ( q ) ) , d i g i t s =2))

#l s t . append ( s i m p l i f y (1/ number o f cyc l e s ) )
# . . . av number o f po in t s in cyc l e s , normal i sed
#l s t . append ( numer ica l approx (1/ number o f cyc l e s , d i g i t s =2))

rows . append ( l s t )
save ( rows , s t r ( alpha)+’− l i s tR ’ )

C.1.2 δ table

Example for odd case

#congruences 1/N( I t ) t e s t i ng , odd case

l s t o d d = [ ]
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f o r k in range ( 1 , 1 0 ) :
f o r l in range ( 1 , 1 0 ) :

T=0
alpha = k+l ∗ i
i f i n t (norm( alpha ) ) %2 == 1 :

n = i n t (norm( alpha ) )
x = p r i m e f a c t o r s (n)
prod1 = 1
prod2 = 1
f o r w in range ( l en ( x ) ) :

i f x [w] != 2 :
prod1 = prod1 ∗( x [w]−2)
prod2 = prod2 ∗( x [w]−1)

x = prod1 /( prod2 )

rows=load ( s t r ( alpha)+’− l i s tR ’ )

f o r j in range ( 4 9 5 ) :
i f rows [ j ] [ 3 ]==1:

T += 1
l s t o d d . append ( [ alpha , x , numer ica l approx (x , d i g i t s =3) ,T,T/495 , numer ica l approx (T/495 , d i g i t s =2)])

T = 0
alpha = k−l ∗ i

n = i n t (norm( alpha ) )
x = p r i m e f a c t o r s (n)
prod1 = 1
prod2 = 1

f o r w in range ( l en ( x ) ) :
i f x [w] != 2 :

prod1 = prod1 ∗( x [w]−2)
prod2 = prod2 ∗( x [w]−1)

x = prod1 /( prod2 )
rows=load ( s t r ( alpha)+’− l i s tR ’ )

f o r j in range ( 4 9 5 ) :
i f rows [ j ] [ 3 ]==1:

T += 1
l s t o d d . append ( [ alpha , x , numer ica l approx (x , d i g i t s =3) ,T,T/495 , numer ica l approx (T/495 , d i g i t s =2)])

l s t o d d

C.1.3 Plots

Plot example

rows = load ( ’2∗ I + 6− l i s tR ’ ) ### p l o t t i n g
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l s t = [ ]
f o r k in range ( l en ( rows ) ) :

q = rows [ k ] [ 0 ]
l s t . append ( [ k , rows [ k ] [ 6 ] ] )

l i s t p l o t ( l s t )

Average plot example

l s t = [ ] ### plo t f o r average i n s t a n c e s o f l /N( I c ) <=1/8 in p , odd case

f o r j in range ( 4 9 5 ) :
T=0
f o r k in range ( 1 , 1 0 ) :

f o r l in range ( 1 , 1 0 ) :
alpha = k+l ∗ i
i f i n t (norm( alpha ) ) %2 == 1 :

rows=load ( s t r ( alpha)+’− l i s tR ’ )

i f rows [ j ] [6 ]<=1/8:
T += 1

alpha = k−l ∗ i

rows=load ( s t r ( alpha)+’− l i s tR ’ )

i f rows [ j ] [ 6 ] <= 1/8 :
T += 1

l s t . append ( [ j ,T/ 8 0 ] )

l i s t p l o t ( l s t )

C.1.4 Graphs

de f quad ( q ) :
var ( ’ x ’ )
r e turn solve mod ( xˆ2==−1,q ) [ 1 ] [ 0 ]

de f c r ea t e g raph (E) :
G = Graph ( loops = True , mult i edges=True ) ;

f o r P in E. po in t s ( ) :
G. add vertex (name = P) ;

f o r P in E. po in t s ( ) :
i f P[ 2 ] ! = 0 :
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x=P [ 0 ]
y=P [ 1 ]
V=E(−x , quad ( q )∗y )
R=(P+2∗V) #func t i on part , can make f l e x i b l e
G. add edge (P,R)

e l s e :
G. add edge (P,P)

re turn G

Getting string for Graphviz

q=17 ### c r e a t i n g graph p i c t u r e s
K.<a> = NumberField ( xˆ2+1)
E = E l l i p t i c C u r v e (GF( q ) , [ 1 , 0 ] )

G=crea t e g raph (E)

s t r = G. g r a p h v i z s t r i n g ( )

s t r = s t r . r e p l a c e ( ’\n ’ , ’ ’ )
s t r . r e p l a c e ( ’ graph { ’ , ’ graph { l ayout = neato ; node [ shape=”point ” ] ; ’ )

C.2 Mathematica: F83 picture

<< F i n i t e F i e l d s ‘

t = TimeUsed [ ] ;
For [ r = 1 , r <= 1 , r++,

p = 83 ;
f l d = GF[ p , {−2, 1 } ] ;
PowerListQ [ f l d ] = True ;
PowerListQ [GF[ p , {−2, 1 } ] ] = True ;
p1 = FieldExp [ f l d , 1 ] ;

p 1 l i s t = {} ;

e l l i s t = Table [ p1ˆ i , { i , 1 , pˆ r − 1 } ] ;
s q u a r e l i s t = e l l i s t ˆ2 ;

For [ i = 0 , i <= pˆ r − 1 , i ++,
I f [ i == 0 , x = 0 ; , x = p1ˆ i ] ;

I f [ xˆ3 + 56∗x + 34 == 0 , AppendTo [ p 1 l i s t , {x , 0 } ] ] ;
I f [ MemberQ [ s q u a r e l i s t , xˆ3 + 56∗x + 34 ] == True ,
AppendTo [

p 1 l i s t , {x ,
p1ˆ Pos i t i on [ s q u a r e l i s t , xˆ3 + 56∗x + 3 4 ] [ [ 1 , 1 ] ] } ] &&

AppendTo [
p 1 l i s t , {x , −p1 ˆ( Pos i t i on [ s q u a r e l i s t , xˆ3 + 10∗x + 1 9 ] [ [ 1 ,

1 ] ] ) } ] ] ;
;
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] ;
Pr int [ Length [ p 1 l i s t ] ] ;

g [ x ] :=
4∗xˆ17 + 38∗xˆ16 − 31∗xˆ15 − 35∗xˆ14 − 4∗xˆ13 + 38∗xˆ12 −

38∗xˆ11 − 40∗xˆ10 + 32∗xˆ9 + 8∗xˆ8 − 32∗xˆ7 − 4∗xˆ6 + 4∗xˆ5 −
26∗xˆ4 − 2∗xˆ3 − 39∗xˆ2 + 33∗x + 5 ;

h [ x ] :=
xˆ16 − 32∗xˆ15 − 39∗xˆ14 + 19∗xˆ13 + 36∗xˆ12 + 8∗xˆ11 + 41∗xˆ10 −

8∗xˆ9 − 32∗xˆ8 − 16∗xˆ7 − 41∗xˆ6 − 13∗xˆ5 − 3∗xˆ4 + 5∗xˆ3 +
3∗xˆ2 − 10∗x + 23 ;

v [ x , y ] :=
y∗(8∗xˆ24 + 31∗xˆ23 + 30∗xˆ22 − 40∗xˆ21 − 33∗xˆ20 − 24∗xˆ19 +

5∗xˆ18 − 30∗xˆ17 − 20∗xˆ16 + 40∗xˆ15 + 39∗xˆ14 − 9∗xˆ13 −
3∗xˆ12 + 20∗xˆ11 + 19∗xˆ10 − 29∗xˆ9 + 15∗xˆ8 + 17∗xˆ7 −
19∗xˆ6 − 13∗xˆ5 − 7∗xˆ4 − 24∗xˆ3 + 38∗xˆ2 + 5∗x − 2 8 ) ;

u [ x , y ] :=
xˆ24 + 35∗xˆ23 + 35∗xˆ22 − 17∗xˆ21 + 18∗xˆ20 + 25∗xˆ19 + 27∗xˆ18 −

34∗xˆ17 + 2∗xˆ16 − 17∗xˆ15 + 9∗xˆ14 + 7∗xˆ12 − 8∗xˆ11 + 4∗xˆ10 −
36∗xˆ9 + 37∗xˆ8 − 41∗xˆ7 + 23∗xˆ5 + 18∗xˆ4 + 14∗xˆ3 + 11∗xˆ2 +
19∗x − 7 ;

g l i s t = {} ;
For [ i = 1 , i <= Length [ p 1 l i s t ] , i ++,

s = p 1 l i s t [ [ i , 1 ] ] ;
t = p 1 l i s t [ [ i , 2 ] ] ;
Pr int [ s , t ] ;

a = g [ s ] ;
b = h [ s ] ;
c = v [ s , t ] ;
d = u [ s , t ] ;

Pr int [ a/b , c/d ] ;

I f [ TrueQ [ Or [ b == 0 , d == 0 ] ] , j = \ [ I n f i n i t y ] ,
j = Pos i t i on [ p 1 l i s t , {a/b , c/d } ] [ [ 1 , 1 ] ] ] ;

AppendTo [ g l i s t , i −> j ] ;
] ;

AppendTo [ g l i s t , \ [ I n f i n i t y ] −> \ [ I n f i n i t y ] ] ;
Pr int [{p , r } ] ;
g l i s t = Sort [ g l i s t , # 1 [ [ 2 ] ] < # 2 [ [ 2 ] ] &] ;
graph =

GraphPlot [ g l i s t , VertexLabel ing −> False , DirectedEdges −> False ,
P l o tS ty l e −> {Black , Thickness [ 0 . 0 0 4 ] } , ImageSize −> 1024 ,
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B a s e l i n e P o s i t i o n −> Top ,
PackingMethod −> ” ClosestPackingCenter ” ] ;

Pr int [ graph ] ;
Export [

” E l l i p t i c ” <> ” ” <> ToString [ p ] <> ” ” <> ToString [ r ] <> ” . pdf ” ,
graph ] ;

Pr int [ TimeUsed [ ] − t ] ;

] ;
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