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Abstract 
Recent research on classifying motor imagery electroencephalography (EEG) signals has 
often shown that exceptionally high accuracy scores can be achieved. However, this is 
usually done with EEG caps with a lack of usability and by performing the classification 
on large time windows. When using a brain computer interface (BCI) for real-time gaming, 
it is important to keep the time windows as short as possible to minimise the response time 
in the game. The aim of this study is to investigate whether the performance of the most 
common and state-of-the-art methods for classifying motor imagery EEG signals is 
sufficient for real-time BCI gaming. The data is recorded with portable dry electrodes and 
is split into small windows of 512 ms.  

Four different classifiers were evaluated: Logistic Regression (LR), Support Vector 
Machines (SVM), Temporal Convolutional Network (TCN) and Long Short-Term Memory 
(LSTM). For the feature extraction, Common Spatial Patterns (CSP), Fast Fourier transform 
(FFT), Discrete Wavelet Transform (DWT) and statistical features are used. The LSTM 
model used another feature extraction method, in which each time window was broken 
down into eight segments and converted to features by applying a linear regression on 
each segment. The LSTM model outperformed the other models with a maximum accuracy 
score of 75.1%. The other three classifiers performed best with a combination of CSP, DWT 
and statistical features, but was not able to exceed a score of 57.6%.  

When the LSTM model was applied on other datasets, the accuracy score dropped 
significantly. When using the model for BCI gaming, it is recommended to record the data 
and train the model right before each gaming session. With the methods used in this study, 
it was impossible to use a model that has been trained at a different moment or by another 
person. More research could be done into a technique like transfer learning, in order to 
reuse already trained models. 

The conclusion of this study is that the performance achieved by the used methods is 
indeed much lower when used on data from dry electrodes with small window sizes. With 
proper mental tasks, it seems that a simple BCI game can be played with the evaluated 
models. But all the high results from recent studies give a distorted view of the possibilities 
for BCI gaming.  
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 1 1 Introduction 
Imagine controlling computers with your thoughts without using any physical 
movements. Something that is only possible in the far future or is it closer than we think? 
Communication between the human brain and computers has been a topic that intrigues 
researchers for a long time. The translation of brain signals to actions in computers or other 
devices is also known as a brain computer interface (BCI). The aim of this study is to 
evaluated the latest techniques and discover the opportunities and challenges in the field 
of BCI gaming. 

In past years, many studies have been conducted on how BCIs can be used in the gaming 
industry [1]. By making it possible to control games with your thoughts, a whole new 
dimension will be introduced to today's gaming experience. The possibilities are endless. 
Besides gaming, there are many other fields in which BCIs can be beneficial. One example 
is letting paralysed people control their wheelchair by only using their mind [2]. For these 
reasons, the field of BCIs is a very interesting and promising research area. 

This study was carried out within the company Sogeti (Vianen, The Netherlands), which 
started a new BCI project within their research and development department (SogetiLabs). 
Their goal is to build a proof-of-concept to inspire people within the company and to show 
clients their knowledge in the field of brain signal processing. In the end, they want to build 
a game – based on the classic game ‘Breakout’ from Atari – that can be played by just 
thinking left or right.  

This study will focus on non-invasive BCIs, which means that the sensors are placed on the 
scalp and that surgery is not required. The measurement of electrical activity in the brain, 
is also known as electroencephalography (EEG). Within the field of non-invasive BCIs, there 
are two types of sensors that can be used for measurements: wet and dry electrodes. In the 
last decade, a lot of research has been carried out on EEG in combination with wet 
electrodes [3]. However, wet electrodes also have many disadvantages compared to dry 
electrodes [4]. Dry electrodes take much less time to prepare, are way more comfortable 
and can be taken anywhere. These will therefore be used in this study.  

In previous research, motor imagery (MI) tasks were often used during the recording of the 
training data, because it provided the best results most of the time [5, 6]. MI tasks are 
mental tasks that are performed by the subjects during the EEG recording, which involve 
thinking about moving muscles, but not executing them. This resulted in exceptionally 
high accuracy scores. However, the problem with these studies are the large window sizes 
at which the predictions are made. When used for games, this means a higher response 
time, which reduces the gaming experience. Insufficient research has been done on the 
classification of small fragments of EEG data. This study will focus on the effect on the 
obtained accuracy when using dry electrodes in combination with a small window size. 
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This provides a better insight whether the current technologies are sufficient to allow one 
to play a simple video game by only using his mind.  

The research question for this thesis will be as follows: How do the most common and 
state-of-the-art methods for classifying left and right hand motor imagery EEG signals 
perform using dry electrodes in combination with a small window size? And is this 
performance sufficient for playing a real-time BCI game? To answer the main questions, 
the following sub-questions must be addressed first: 

1. What are the most important sensor locations for classifying motor imagery EEG data? 
2. Which motor imagery tasks are most effective for predicting the participants actions? 
3. What are the best feature extraction methods for motor imagery EEG data? 
4. Which machine learning algorithm gives the highest accuracy at classifying motor 

imagery EEG data? 

The most common and state-of-the-art methods are evaluated. The following methods are 
used for feature extraction: Common Spatial Patterns (CSP), Fast Fourier transform (FFT), 
Discrete Wavelet Transform (DWT) and statistical features are used. The following 
methods are used as classifiers: Logistic Regression (LR), Support Vector Machines (SVM), 
Temporal Convolutional Network (TCN) and Long Short-Term Memory (LSTM). The 
LSTM model used another feature extraction method, based on the proposed approach of 
Wang et al. [7]. To optimise the used methods, a grid search is performed in order to find 
the optimal sensor selection, mental tasks, combination of methods and the 
hyperparameters. 

This thesis starts with some background information of BCIs and EEGs in chapter 2. The 
third chapter is concerned with the methodology used for this study and describes the 
different methods used for preprocessing, feature extraction and classification. Chapter 4 
gives an overview of all the findings of this study. The results, limitations and future 
research are discussed in chapter 5. The thesis ends with a brief conclusion in which the 
results and recommendations are summarised.
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 2 2 Literature review 
This section provides a literature review within the relevant fields of this. It starts with a 
background about brain computer interfaces and electroencephalography, followed by its 
current applications. Next, the different feature extraction methods used in earlier EEG 
research will be discussed. It ends with the possibilities for classifying the data and a 
discussion about the different machine learning algorithms. 

2.1 Background 

A communication method between humans and computers is called a brain computer 
interface (BCI). There are two types of BCIs: invasive and non-invasive. With an invasive 
BCI, the sensors that measure brain activity are placed under the scalp by surgery. The 
advantage of this is a high signal-to-noise ratio, but on the other hand, such surgery carries 
risks and it is not possible to move the sensors afterwards to measure other brain areas [8]. 
Non-invasive BCIs make use of sensors that are placed on or very close to the scalp. This 
method does not require any form of surgery. In this study, the focus is on non-invasive 
BCIs, which will be explained in more detail in the following sections. 

2.1.1 Electroencephalogram 

Electroencephalography (EEG) is a non-invasive and portable way of measuring brain 
activity. The first research on EEG was done in 1929 by Berger [9]. Since then, research into 
EEG has continued to grow. In 1973, Vidal [10] tried to create a system that would allow 
people to communicate with computers through EEG. The term 'brain computer interface' 
was first coined. With his research, Vidal demonstrated the feasibility and potential added 
value of BCIs. BCIs now exists in many different forms and is used for various purposes, 
which will be discussed further in section 2.1.3. 

To understand EEGs, we must delve a little deeper into the actual functioning of the brain. 
Britton et al. [11] explained this in their book about the basics of EEG. The brain activity 
measured by EEGs is produced by neurons inside a 2-5 mm thick layer of cells, also called 
the neocortex. In total, the human brain contains an estimated 86 billion neurons [12]. Two 
neurons communicate with each other in a so-called synapse. These neurons are then called 
the pre-synaptic and the post-synaptic neuron. The pre-synaptic neuron is located before 
the synapse and sends signals to the post-synaptic neuron. The signal transmission 
between the two neurons takes place through a chemical process, in which the cells 
communicate by passing on neurotransmitters [13]. The electrodes applied to the scalp 
each measure in a radius of approximately 6 cm2, which contains about 100 cortical neurons 
[14]. Most of the measured data come from post-synaptic potentials of the pyramidal 
neurons. They are named after their triangular cell body, resembling a pyramid. Every 
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pyramidal neuron consists of about 7000 synaptic connections [15]. Signals from individual 
neurons are too small to be detected by the electrodes. So, a simultaneous signal 
transmission from around thousands of neurons simultaneously is needed to see activity 
in the data [14]. The waves in the EEG charts represent the intensity in voltages of the group 
of neurons measured by each sensor. Once the brain has to perform a task, the amplitude 
will be lower and waves of voltage will be smaller. This continues until the mental task is 
completed. The waves are measured in hertz, which means the number of cycles per 
second. The frequencies of brainwaves can be categorised into five different bandwidths, 
which are shown below. The list is adapted from Abhang et al. [16]. 

• Delta (0.5-4 Hz): Has a high amplitude. Occur during stage 3 of non-rem sleep, also 
called deep sleep. 

• Theta (4-8 Hz): Registered in the hippocampus and are observed during physical 
activity as well as REM sleep. Occur when deeply relaxed or inwardly focused. 

• Alpha (8-12 Hz): Arises from synchronous electrical activity in the thalamus. Occur at 
total relaxed or passive attention. 

• Beta (12-35 Hz): Are measured especially when awake and conscious. Occur when 
anxious, active or relaxed, or at external attention. 

• Gamma (>35 Hz): Occur during full concentration, such as studying or solving a 
difficult problem. 

2.1.2 EEG electrode types 

The main difference between different EEG setups is the way the electrodes are applied to 
the scalp. The different types of electrodes can be divided into wet and dry electrodes. The 
use of wet electrodes is considered a traditional method in EEG, due to it is relatively easy 
to implement a connection with a low amount of noise [3]. However, research on dry 
electrodes has grown in recent years due to several important advantages. Roberto et al. 
compared both methods and describes their advantages and disadvantages [4]. Wet 
electrodes do have a substance between the electrodes and the scalp, which is either liquid, 
gel or paste. The main advantage is that the recorded data from wet electrodes contain a 
small amount of noise, due to the low contact impedance between the electrodes and the 
scalp [17]. Each of the three different substances has its characteristics. Liquid penetrates 
well through the hair onto the scalp and is therefore good to use with longer hair. The 
disadvantage is that the liquid spreads easily and can create an unwanted connection 
between different electrodes. Gel can easily be applied to the desired spot with a syringe. 
Because of its more solid consistency, it does not spread as quickly to other electrodes and 
is therefore useful when using a large number of electrodes. On the other hand, the gel 
dries out quickly, which makes it less suitable for long-term sessions. The last type of 
substance is paste, which is more suitable for long sessions. The disadvantage is that the 
paste is less user-friendly. It takes a long time to apply and remove the substance from the 
scalp.  
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Dry electrodes are placed on the scalp without the use of any solution. In the last years, a 
lot of research has been done on these electrodes, because of their many advantages. To 
achieve the lowest possible resistance without the use of an electrode solution, the material 
of the electrodes is crucial. Where wet electrodes use solid metal electrodes, dry electrodes 
often consist of thin metal pins to reach the scalp through the hair [18]. 

Comparing the two different electrodes, we see that dry electrodes have a worse signal to 
noise ratio than wet electrodes. On the other hand, the preparation time for using wet 
electrodes is relatively long. The participant's scalp and hair must be cleaned extensively 
before the electrodes can be applied. Also, the scalp sometimes needs to be abraded, which 
can be experienced as an unpleasant process for the participant. This is a big difference 
with dry electrodes. A helmet with dry electrodes can be used almost immediately after 
donning and is often more comfortable to wear. In addition, the scalp does not have to be 
cleaned before and after using the helmet. Overall, it can be concluded that dry electrodes 
are much more user-friendly. This is an important aspect when it will be applied in for BCI 
gaming. 

2.1.3 Current applications 

Today, there are many different applications of BCIs. According to Nijholt [8], the 
applications can be divided into two different categories: control and monitor. The focus 
of control applications is on controlling devices by using your brain. With monitor 
applications, the aim is to find out the mental or emotional state of the user, which can then 
be used to control the user's environment or some other user interface. In this section, some 
promising examples from both categories will be described briefly. 

BCIs can be used for diagnostic purposes, which therefore falls under the category of 
monitoring. Changes in brain activity can be used to recognise neurodegenerative 
disorders. For example, it is known that a decrease in intensity in the gamma frequency 
band can be directly linked to cognitive deterioration [19]. In addition, it is also known that 
Alzheimer's disease can be recognised by increasing activity in the delta and theta bands 
and decreasing activity in the alpha and beta bands [20]. These examples show that BCIs 
can play a major role in diagnosing many different neurological disorders at an early stage. 

Another example of an application where EEG data is monitored, is analysing the learning 
process of students. High concentration of students can be recognised by an increase in 
frontal theta activity. A decrease in alpha activity suggests that information is being 
processed into long-term memory. With this information, mental fatigue of the students 
can be detected and taken into account. In addition, this makes it possible to offer a 
personal learning programme for each student, based on his or her strengths and 
limitations. Besides schools, monitoring EEG data can also be applied to the workplace. 
Stress and fatigue are common problems among employees, which can lead to lower 
performance and an increased risk of accidents at work. This can also be recognised by 
BCIs, so that action can be taken at an early stage. [4] 
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There are also many applications where BCIs are used as a way to control machines or 
computers. A well-known example is controlling a wheelchair [2]. This would be an 
excellent solution, especially for people with physical disabilities, who would no longer 
need to perform any muscular movements to control their wheelchair, but by just using 
their mind. A lot of research has also been done in the field of games and how BCIs can 
contribute to this. In 2007, the first BCI game called Mindflex was released. The game was 
developed by NeuroSky (California, USA) in cooperation with Mattel (California, USA) 
[4]. The goal of the game was to use your thoughts to guide a ball around obstacles. Since 
then, the development of BCI games has increased and many different versions of games 
have been made. However, technically and graphically, they are still far from being 
comparable to today's games [1]. This is therefore a field of research in which much 
development still needs to be done. 
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2.2 Feature extraction 

Although only the data in the most relevant frequency range is used, a lot of noise can be 
found in these frequencies as well. To maximise the performance of the classifiers, it is 
important to work with the minimum data required to distinguish the different motor 
imagery actions. Due to the high sampling rate and the total of 16 electrodes, a large 
amount of data has to be handled with lots of noise included. The purpose of feature 
extraction is to extract discriminative information from the EEG data, which can be used 
as features for the classification process. 

The most common methods of feature extraction for motor imagery tasks, can be divided 
into four groups: time-domain, frequency-domain, time-frequency analysis and 
spatial-domain [21]. The raw EEG data is in the time-domain, which represents the 
electrical activity of the neurons in voltage per unit of time. A representation of the data in 
the frequency domain, gives the amount of activity within a specific frequency range over 
a certain timeframe. Time-frequency analysis is a more complex method, which analyses 
the signal in both the time and frequency domain simultaneously. In the spatial domain, 
the locations of the sensors are also included in the analysis. This is in contrast to the 
previously mentioned techniques, where each sensor is analysed separately. In Table 2.1 
an overview of the most commonly used methods for feature extraction is provided, 
including examples of studies in which they were applied. 

 

Overview of feature extraction methods 

Time-domain Autoregressive (AR)  

Adaptive autoregressive (AAR)  

Root-mean-square (RMS) 

Integrated EEG (IEEG)  

[22, 23] 

[23, 24] 

[25] 

[25] 

Frequency-domain Fast Fourier transform (FFT)  

Welch's method  

[26] 

[27] 

Time-frequency domain Short Time Fourier transform (STFT) 

Wavelet transform (WT)  

Discrete Wavelet transform (DWT)  

[28] 

[29] 

[30] 

Spatial-domain Common spatial pattern (CSP)  

Common spatial-spectrum pattern (CSSP)  

[31, 32] 

[33] 

Table 2.1 Overview of the most common feature extraction methods in BCI studies. [34, 35] 
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2.3 Classification 

The purpose of this section is to provide an overview of the most commonly used and 
state-of-the-art machine learning classifiers in BCIs. Classifiers that are widely used in the 
field of BCIs are Support Vector Machines (SVMs), Linear Discriminant Analysis (LDA), 
Logistic Regression (LR), K-Nearest Neighbours (k-NN), Naive Bayes and Regression 
Trees [21]. SVMs and LDAs are most often found in previous research. The SVM classifier 
often performs best when compared to the other classifiers [32, 36, 37]. However, according 
to a comparison study by Ilyas et al. [38], Logistic Regression can get similar accuracy 
scores as SVMs. It also outperforms the other classifiers mentioned before. 

Besides the traditional algorithms, Deep Neural Networks (DNNs) are increasingly 
making their way into the classification of EEG data [39–41]. Two types of DNNs that are 
often used are Convolutional Neural Networks (CNNs) [28, 42] and Recurrent Neural 
Networks (RNNs) [43]. Both seem to give better results than the SVM classifier according 
to previous studies [43, 44]. The advantage of these DNNs is that no feature extraction is 
required, so the raw EEG data can be used as input [44]. However, a DNN also has its 
disadvantages. There are many hyperparameters that can be tuned. When these are not set 
correctly, the performance will not be good either [45]. Therefore, it requires some time to 
apply a DNN in the right way. Another disadvantage is that the most important features 
of the data for the DNN, are often difficult to reason back to the original data afterwards 
[21]. For the purpose of classifying EEG data, it can be useful to know which information 
in the data is most relevant in order to adjust the recordings accordingly. 

A selection of models from papers with high accuracy scores are listed by Garcia-Moreno 
et al. [46] (see Table 2.2). The purpose of this study is to evaluate methods that are most 
commonly used, as well as some state-of-the-art methods. Since SVM is the most widely 
used method and gives better results than LDA, this method was selected to use in this 
study. Logistic Regression has been used as baseline algorithm, due to its simplicity and 
good results as well. In addition, two state-of-the-art methods were evaluated. The first is 
a Long Short-Term Memory (LSTM) model. As shown in Table 2.2, this method tends to 
give the best results and is capable of achieving accuracy scores up to 98.9%. Even with 
multi-class problems, this algorithm scores higher than 90%. Another method that gave 
promising results – which is not mentioned by Garcia-Moreno et al. – is a Temporal 
Convolutional Network (TCN). Bai et al. showed in his comparison study [47] that TCNs 
can get similar results or even outperform LSTMs at classifying sequential data. Ingolfsson 
et al. applied this method to motor imagery EEG data and was able to achieve accuracy 
scores up to 97.4% on a 4-class problem [48]. The high accuracy scores from Table 2.2 were 
all achieved with large time windows. Ingolfsson et al. even used the whole task of 4.5 
seconds as input sequence for the TCN model. For this reason, it is not expected that these 
results will be replicated in this study. The challenge is to achieve the highest possible 
accuracy score on a small window size. 
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Method Dry 
electrodes 

Subjects Classes Validation 
split 

Accuracy 

CNN + LSTM Yes Cross-subject: 4 Binary 90–10% 98.9% 

CNN + LSTM No Cross-subject: 108 Five 75–25%  98.3% 

LSTM No Intra-subject: 109 Five 5 × 5-fold 97.8% 

SVM Yes Intra-subject: 8 Binary 4-fold 95.1% 

CNN No Intra-subject: 20 Four ICV 93.9% 

LR No Intra-subject: 29 Three 50%–50% 90.5% 

CNN No Intra-subject: 2 Binary 80–20% 86.41% 

SVM No Intra-subject: 2 Binary 50–50% 82.14% 

CNN + LSTM Yes Intra-subject: 1 Four 90–10% 80.13% 

LSTM No Intra-subject: 9 Binary 5 × 5-fold  79.6% 

CNN No Intra-subject: 9 Binary 60%–40% 78.44% 

CNN + SAE No Intra-subject: 9 Binary 10 × 10-fold 77.6% 

RLDA No Intra-subject: 9 Four ICV 73.7% 

CNN No Intra-subject: 9 Four 4-fold ~70% 

Table 2.2.  An overview of some state-of-the-art methods for classifying motor imagery EEG data. The list is 
sorted on the obtained accuracy score. CNN: Convolutional Neural Network, LSTM: Long Short-Term 
Memory, SVM: Support Vector Machine; SAE: Stacked autoencoder, RLDA: Regularized Linear Discriminant 
Analysis; ICV: Inner Cross Validation. The table is based on Garcia-Moreno et al. [46]. 
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 3 3 Method 
This chapter will give a description of the used methodology in this study. Firstly, a 
description is given of how the EEG recordings were made. This includes a definition of 
the participants, the research environment and the equipment that was used, and the 
stimuli that were shown during the recordings. Lastly, the different methods of 
preprocessing, feature extraction and classification are explained.  

3.1 Data acquisition 

3.1.1 Subjects 

The goal of this project is to create an individual classification model based on one person, 
instead of a global model trained on multiple people. To ensure that the tasks during the 
recordings were performed properly, the researchers themselves served as participants. 
Therefore, extensive training in motor imagery tasks was not required. The participants 
included two male students, 25 and 26 years old. The participants performed a variety of 
mental tasks during the different recordings, which are described in subsection ‘Stimuli’ 
(3.1.3). Recordings of all different types of tasks were conducted by both participants.  

3.1.2 Environmental setup 

The EEG recordings were carried out in a controlled lab environment of Sogeti (Vianen, 
The Netherlands). EEG signals were recorded with the Ultracortex Mark IV from OpenBCI 
(Figure 3.1) in combination with the Brainflow library [49]. The Ultracortex Mark IV is able 
to record brain activity (EEG), muscle activity (EMG) and heart activity (ECG). 

 

Figure 3.1.  OpenBCI Ultracortex Mark IV, the 3D-printable EEG headset used for this study [50]. 

(a)  Rear view (b) Top view 

 



Chapter 3     Method  17 

A total of 16 channels were sampled during the recordings. The locations of the sensors are 
based on the internationally accepted 10-20 system for EEG recordings (Figure 3.2). To 
make the headset capable of handling 16 sensors, a Cyton board in combination with a 
Daisy board was used [50]. The OpenBCI’s WiFi shield was used to enable the headset to 
connect to the laptop via WiFi instead of Bluetooth. This ensured that a sampling frequency 
of 1000 Hz (samples per second per sensor) could be used. 

Before each recording could be started, the environment had to fulfil a number of 
requirements in order to keep the influencing factors as constant as possible. During the 
recordings, there was a maximum of two researchers in the room in order to limit the 
number of visual and auditory distractions. The location, desk, laptop and chair were 
exactly the same for all recordings. The laptop that has been used was running on the 
Windows Operating System with an Intel Core i5 processor and 16 GB of RAM. To 
minimise interference from unwanted muscle potentials, the participants were sitting as 
still as possible during the recording. Other interference is caused by the electrical grid of 
the building, which is around 50 Hz. It is assumed that this noise is constant as soon as the 
same location is maintained during the recordings. 

3.1.3 Stimuli 

Each recording session lasted approximately three minutes. To avoid fatigue and lack of 
concentration, a maximum of four sessions were conducted in sequence. Because it was 
unclear whether the EEG data varied over individual days, the total number of sessions 
has been spread over several days. At each recording, the participant performed one of the 
ten different mental tasks. All tasks contained left and right hand motor imagery, as these 
are the most commonly used for BCIs and have been proven to give good results [5, 6]. In 
addition, the same tasks were also performed physically – instead of only imagining it – to 

Figure 3.2.  Electrode locations according to the internationally accepted 10-20 system for EEG recordings. 
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analyse whether this gave better results. During the recording, a video was shown with a 
black background and a white bar at the bottom centre of the screen. So for example when 
the ball fell down on the left side, the participant should think about lifting his left arm for 
the ‘Motor Imagery 1’ task. The same applies to the right side. When the ball fell in the 
middle, the participant should do nothing. From now on, this is called the 'neither' task. 
An overview of the different mental tasks used in this study is given in Table 3.1.  

 

Overview of the mental tasks 

Motor Imagery 1 MI task of lifting the left or right arm, when the bar should move to the 
corresponding direction. Nothing is done at the ‘neither’ task. 

Motor Imagery 2 In addition to ‘Motor Imagery 1’, the MI task of lifting both legs is 
performed at the ‘neither’ task.  

Motor Imagery 2b Same as ‘Motor Imagery 2’, but the stimuli were shown at half speed. 

Motor Imagery 3 In addition to ‘Motor Imagery 1’, the MI task of pressing the tongue to 
the roof of the mouth is performed at the ‘neither’ task. 

Motor Imagery 3b Same as ‘Motor Imagery 3’, but the stimuli were shown at half speed. 

Physical 1 Same as ‘Motor Imagery 1’, but the tasks are actually executed here, 
instead of the movements only being imagined. 

Physical 2 Same as ‘Motor Imagery 2’, but the tasks are actually executed here, 
instead of the movements only being imagined. 

Physical 2b Same as ‘Physical 2’, but the stimuli were shown at half speed. 

Physical 3 Same as ‘Motor Imagery 3’, but the tasks are actually executed here, 
instead of the movements only being imagined. 

Physical 3b Same as ‘Physical 3’, but the stimuli were shown at half speed. 

Table 3.1.  Overview of the different mental tasks that were performed during the EEG recordings. 

In the game 'Breakout', the player must rebound the falling ball by moving the bar. The 
setup of the recording was thus similar to the game. Research by Roc et al. showed that 
this could increase the performance of the BCI [51]. However, when the ball falls in a 
diagonal direction, it may be unclear to the participant in which direction the bar should 
be moved. This would then be at the expense of the purity of the training data. For this 
reason, the ball always falls vertically to the far left of the screen, to the far right, or exactly 
in the middle. In this way, the participant can immediately see which task he has to 
perform. Each task was shown 12 times per recording in random order. This means that 
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the participant performs a total of 36 tasks during one recording. A task consists of 1 second 
of black screen (rest state), followed by the falling  ball for 4 seconds (Figure 3.3). Within 
these 4 seconds, after 1 second the bar automatically moves to the side of the ball. This 
contributes to making the stimuli look realistic, so that it resembles the final application. 
During the recording, it was important for the participants to be fully concentrated and 
avoid let themselves get distracted. Also, movements – such as head or eye movements – 
should be limited. This will reduce the noise in the data as much as possible. 

  

Figure 3.3.  Stimulus presentation for the motor imagery tasks during the recording of EEG training 
data. Based on the position of the falling ball, the participant could see which mental task had to be 
performed. From the moment the ball is visible to the moment it has hit the bar, lasted exactly 4 seconds. 
In the recording sessions in which the stimuli were shown at half speed, each task lasted 8 seconds. 
Between each task the participant had a rest period of 1 second, in which a black screen was shown. 
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3.2 Preprocessing 

3.2.1 Raw data 

A visualisation of the raw EEG data can be seen in Figure 3.4. The EMG and heart rate 
(ECG) data that were recorded by the helmet as well, were not used in this study. The 
unfiltered EEG data has been converted to the frequency without applying any filters. The 
average amplitude of an entire task is displayed per frequency. The figure shows that most 
of the activity takes place in the frequency range 0-60 Hz. The peak around 50 Hz probably 
comes from the electricity grid at the recording location. There is probably also a lot of 
noise in the data at other frequencies. These little deviations in the data which are not 
generated by the brain are called artefacts [52]. Possible examples of artefacts could come 
from muscles in the head, heartbeats, eye movements or nearby electronic devices. In the 
Wiley encyclopedia of biomedical engineering by Bressler and Ding [53], all the possible 
artefacts in EEG data are described in more detail. 

 

Figure 3.4.  The raw EEG data shown on the frequency domain. The average amplitude of an entire task is 
displayed per frequency. Each colour corresponds to a specific sensor, which can be seen at the top-right corner. 

3.2.2 Data preparation 

At the beginning of each task, 800 ms has been removed from the data. This is because the 
data during the participant's reaction time when a new stimulus was shown, is unlikely to 
contain useful information. At the end of each task, 200 ms has been removed. This is 
because it is assumed that when the ball in the stimuli has almost hit the bar and the bar 
no longer needs to be moved, the participant stops performing the mental task. 

The next step was to divide the tasks into a train, validation and test set. It was ensured 
that data from a specific task could never be present in multiple sets. This prevents the 
classifiers from predicting data from a task on which the model has already been trained. 
In addition, it was also ensured that the number of tasks of each class was balanced in a set 
in order to avoid bias. 
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As a final step, the tasks were split into overlapping time windows of 512 milliseconds each 
with an intermediate step of 50 data points. This means that each time window has, with 
respect to the previous time window, 50 new and 462 overlapping data points. A window 
size of 512 ms has been chosen because it is assumed to be short enough for gaming 
applications and gave good results in the study of Garcia-Moreno et al. [46].  

By splitting the time windows after creating the train, validation and test set, it is ensured 
that the time windows of one specific task always come in the same set. As a result, the 
classifying models are always tested on data from tasks they have not seen before. The 
window size and window cut were initial values and were optimised at a later stage during 
the grid search, as described in section 4.  

3.2.3 Channel selection 

According to Kübler et al. [54], the most important brain area for classifying MI tasks is 
located at the sensorimotor cortex. This area is located in the centre of the scalp, as shown 
in Figure 3.5. 

 

Figure 3.5.  Sensor locations of the Ultracortex Mark IV helmet and the locations of the brain areas with their 
functions. The positions of the lobes are based on the paper of Garcia-Moreno et al. [46]. 

In this study, two different groups of sensors were compared. The first group was 
composed according to their distance from the parietal lobe while wearing the EEG 
headset. The sensors closest to this area were C3, C4, P3, P4, P7, P8, T7 and T8. The second 
group of sensors is based on previous research. Bousseta et al. [55] and Garcia-Moreno et 
al. [46] used sensors that were closer to the frontal lobe and more widely distributed 
around the head. Based on the sensors used in these papers, a group was composed for 
this experiment with the sensors of the EEG headset that were the most closely located: C3, 
C4, F3, F4, T7, T8, F7 and F8. The two different sets of sensors are shown in Figure 3.6. 
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3.2.4 Band-pass filter 

A Finite Impulse Response (FIR) filter has been applied to the raw EEG data. This is a 
band-pass filter that cuts all values outside a certain range. A band-pass filter is one of the 
most commonly used methods for filtering out the frequency bands containing irrelevant 
information [34]. It consists of a low-pass filter and a high-pass filter. The former reduces 
all values after a certain frequency and the latter does the opposite, which can be seen in 
Figure 3.7. In this study, the band-pass filter has been employed with a range of 7-40 Hz. 
This contains the Mu, Beta and Gamma frequency bands, which are known to be associated 
with motor-related tasks [56]. 

 

Figure 3.7.  Three different kinds of filters with the frequency on the X-axis and the amount of EEG activity 
(voltage) that is let through on the Y-axis [57]. 

In Figure 3.8, the band-pass filtered EEG data is shown on the frequency domain. The 
dotted lines indicate the frequencies on which the low-pass and high-pass filters were 
applied. As can be seen in the figure, the amplitude of the data slowly decreases the further 

Figure 3.6.  The locations of the two sensor sets that were compared in the first experiment, based on the 
international 10-20 system. Sensor set (a) is located above the parietal lobe of the cerebral cortex. The 
second sensor set (b) is located above the frontal lobe. The sensors that were used, are highlighted in blue. 

(a)  Parietal lobe (b)  Frontal lobe 

  f 
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it gets from the applied filters. The peak around 50 Hz is therefore no longer as prominent 
in the data. 

 

Figure 3.8.  The raw EEG data shown on the frequency domain after applying a band-pass filter with a range 
of 7-40 Hz. The dotted lines indicate the frequencies on which the low-pass and high-pass filters were applied. 
The average amplitude of an entire task is displayed per frequency. Each colour corresponds to a specific sensor, 
which can be seen at the top-right corner. 

3.3 Feature extraction 

Feature extraction is a technique to reduce the dimensionality of the data. The result is a 
feature vector of a certain size, which then can be used for classification. Many different 
feature extraction methods can be used to classify EEG signals. The most common methods 
from previous research has been used in this study. The used methods are described in this 
section. It starts with a description of Common Spatial Patterns. Second, the Fast Fourier 
Transform, followed by its alternative called Discrete Wavelet Transforms. And lastly, the 
conversion of the results of these methods to statistical features. 

3.3.1 Common Spatial Patterns 

As discussed before, dry electrodes have a low signal-to-noise ratio. This can be a problem 
when the relevant signals are weak, while other signals within the same frequency band 
are stronger and thus dominant, such as muscle artefacts [58]. To tackle this problem, 
Common Spatial Patterns (CSP) has been used, which analyses multichannel data with 
multiple classes. For this study, the theoretical framework that has been used was 
proposed by Blankertz [59]. The goal of CSPs is to maximise the variance under one class 
and minimise it for the other class. A set of CSP filters will be estimated in the filter matrix 
𝑊 ∈ ℝ𝐶×𝐶 , where C is the number of channels. A traditional CSP works with a binary 
problem, while the data in this study contains three different classes. A general way to 
extend CSPs to multiclass problems is to perform the algorithm on a set of binary 
subproblems. So with three classes, three different filter matrices 𝑊 will be computed (for 
each binary pair).  
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The first step of the CSP algorithm is to compute a covariance matrix of each class with 
concatenated time-windows. For the sake of simplicity, the computations are explained for 
a case with two classes. The estimated covariance matrixes of the band-pass filtered data 

are denoted as  (+) ∈ ℝ𝐶𝑥𝐶 and  (−) ∈ ℝ𝐶𝑥𝐶. A detailed explanation of how these 
matrices are computed is given by Blankertz. The second step is simultaneous 
diagonalisation. In other words, it decomposes the covariance matrices into eigenvectors 
with corresponding eigenvalues: 

 𝑊⊺(+)𝑊 = Λ(+), 
𝑊⊺(−)𝑊 = Λ(−),    (Λ(𝑐)diagonal) 

( 1 ) 

where Λ(𝑐) is the eigenvalue, which corresponds to one class with minimum variance and 
the other one with maximum variance. Determining 𝑊 has the condition such that 
Λ(+) + Λ(−) = 𝐼, where 𝐼 is the identity matrix. This means that the sum of the eigenvalues 
of two classes has to be 1. Equation 2 can be achieved by solving the generalized eigenvalue 
problem: 

 (+)𝑤 = λ(−)𝑤 ( 2 ) 

For applying CSP to multiple classes, Approximate Joint Diagonalisation (AJD) has been 
used. The technique is based on the Pham’s algorithm, which he describes in his paper [60]. 

The last step is to sort the eigenvectors from high to low based on the corresponding 
eigenvalues. The higher the eigenvalue, the more variance between the two classes. This 
principle is explained by Koles [61]. The eigenvectors are also called CSP components. One 
can then determine the x number of best CSP components to use as features. The number 
of components used in this study was determined by a grid search, see section 4.4. 

3.3.2 Fast Fourier transform 

The raw EEG data gives a representation of the brain activity per unit of time. This is also 
called the time domain. Since the EEG signal is made up of many waves – each with its 
own frequency – it can be difficult for machine learning models to classify the raw data. 
Fast Fourier transform (FFT) is a method that converts each time window from the time 
domain to the frequency domain. This means that for each frequency value, a summary of 
the activity is given for the entire time window. This is illustrated in Figure 3.9. The 
implementation of FFT in this study is based on the book of Brigham [62]. 
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Figure 3.9.  Illustration of the Fourier transform, which converts the EEG data from the time domain to the 
frequency domain [63]. 

3.3.3 Discrete Wavelet Transform 

The main drawback of the previously mentioned Fourier transform is that all information 
from the time domain will be lost. For example, after the transform it is no longer possible 
to see how the intensity of the frequencies changed during the time window. This is a 
problem because there is probably not only relevant information in the frequency of a 
wave, but also the order in which the different waves occurred during a time window. For 
example, the previously mentioned classifiers such as LSTM and TCN are specifically 
designed for sequential data that comes from the time-domain. Both domains are therefore 
important for the classification process. In 1946 Gabor proposed a method to solve this 
problem, called Short Time Fourier Transform [64]. This method again splits the time 
windows into several segments, after which a Fourier transform is performed on each 
segment. In this way, information from both the frequency and time domain is retained. 
The problem of this method is that the time resolution – the extent to which information 
from the time domain is retained – is equal for both the high and low frequencies. Higher 
frequencies often change faster than lower frequencies and thus contain more information 
in the same time frame. Wavelet transforms offer a solution by increasing the time 
resolution for higher frequencies and increasing the frequency resolution for lower 
frequencies [65].  

Figure 3.10 illustrates the time and frequency resolutions of the described methods. The 
size and direction of the blocks indicate the level of precision with which features can be 
extracted from the two different domains. The raw data (time series) has a maximum 
resolution in the time domain and a minimal resolution in the frequency domain. This 
means that features related to changes in time can be extracted very accurately, but features 
related to frequency cannot be obtained. For the Fourier transform, the exact opposite is 
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true. With the Short Time Fourier transform, the resolutions for the frequency and time 
domain are both medium-sized. With the Wavelet transform, the level of accuracy at which 
features can be extracted depends on the frequency band. The lower the frequency band, 
the more information the features contain that can be extracted from the time domain. The 
opposite counts for the frequency domain. 

 

 

Figure 3.10.  A schematic representation of the different transformations compared to the raw data (time 
series). The size and direction of the blocks indicate the size of resolution of the time and frequency domain. 
Figure is adapted from Baratchi [66]. 

A wavelet transform works by finding the correlation between a wavelet and the original 
data using the inner product [67]. The more the wavelet matches the data, the higher the 
output. Different frequencies can be analysed per time step by using scaling and shifting 
the wavelet. The real breakthrough of the Wavelet transforms came in 1988 when Ingrid 
Daubechies developed the Discrete Wavelet transform (DWT) [68]. The difference is that 
only a certain number of scales are used for the wavelet. The DWT formula is denoted by 

 

𝑊𝑛(𝑠) = ∑ 𝑋𝑛′  Ψ∗
𝑁−1

𝑛′=0
 [

(𝑛′ − 𝑛)𝛿𝑡
𝑠

] 

 

where 𝑊𝑛(𝑠) is the transformed input data, xn′ is the original input data, Ψ∗ is the wavelet 
function and s is the scale. Daubechies developed a lot of different wavelets, of which the 
Daubechies 4 (db4) wavelet is the most commonly used [69]. Therefore, the db4 wavelet 
has been used in this study with a level 7 decomposition where only the frequency bands 
around 7-40 Hz were considered as features. The implementation of DWT is further 
explained by Wirsing [68]. 

3.3.4 Statistical features 

One of the tested feature extraction methods was converting the features obtained from 
previously described techniques, to statistical features. This is a method mentioned in the 
review by Alimardani et al. [70]. The features that have been extracted are: the variance, 
standard deviation, mean, the 5th, 25th, 75th and 95th percentile, the entropy and root 
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mean square. In addition, the skewness and area under the curve were also used, as these 
were relevant features according to Zhang et al. [71]. 

3.4 Classification 

Based on previous literature, four machine learning classifiers have been chosen for this 
study. As discussed in section 2.3, Logistic Regression has been used as baseline algorithm, 
Support Vector Machines as most commonly used method and Temporal Convolutional 
Networks and Long Short-Term Memory networks as state-of-the-art methods. These four 
algorithms are explained in the following subsections. 

3.4.1 Logistic Regression 

Despite the simplistic approach of Logistic Regression (LR), it is still widely used for 
classifying EEG data [21]. LR is very similar to Linear Regression. The difference between 
the two algorithms is that Linear Regression is able to predict continuous values, while 
Logistic Regression can be used for predicting discrete (binary) values. LR has a sigmoid 
shaped (s-shaped) logistic function, which translates each input value to a value between 
0 and 1. See Figure 3.11. This value is interpreted as the probability that an input belongs 
to a certain class. The parameters of the logistic function are fitted based on the 
maximum-likelihood method, which is explained by Bishop [72]. The probability that a 
feature vector 𝜑 belongs to class C1 can be written as 

𝑝(𝐶1|𝜑)  =  𝑦(𝜑)  =  σ(𝐰𝐓𝜑) 

 
where w is the weight vector and with the constraint (𝐶2|𝜑)  =  1 −  𝑝(𝐶1|𝜑). It is basically 
a logistic sigmoid applied to a linear function. σ(a) is the logistic sigmoid function, which is 
defined by  

𝜎(𝑎)  =  
1

1 + exp(−𝑎)
 

 
A feature vector 𝜑 is classified as class 𝐶1 if  𝑦(𝜑)  ≥  0.5 and to class 𝐶2 if  𝑦(𝜑)  <  0.5.  
Although the initial design of LR is built for classifying two categories, it can also be used 
for a multinominal problem. In order to do this, the model is fitted three times with a 
one-vs-rest strategy. For each class, it generates new data in which the two other classes are 
combined. The probability of the class is then calculated in relation to the other two classes. 
The class with the highest probability of the three new classification problems, will be used 
as prediction. 
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Figure 3.11.  Illustration of Linear Regression (light blue) and Logistic Regression (dark blue). For the Logistic 
Regression, the y-axis indicates the probability for a certain class. 

3.4.2 Support Vector Machine 

The second classifier that has been used in this study is Support Vector Machine (SVM). 
This method classifies the data by fitting a linear hyperplane that separates the classes. This 
is done by maximizing the margin to both sides. See Figure 3.12. So in essence, SVM is a 
linear classifier. However, it often occurs that the data cannot be separated linearly. SVM 
addresses this by applying a hyperplane to the data in a higher dimensional space. This is 
done by transforming the input data with a kernel function, which is explained by 
Bishop [73]. There are several kernel functions that can be used within SVMs. The ones 
used in this research are called Linear, Polynomial, Radial and Sigmoid. 

Like LR, SVM is designed for classifying two classes. However, SVMs can also be used for 
problems with multiple classes. In contrast to LR, the one-vs-one strategy is used to 
accomplish this. A new classification problem occurs for each pair of classes, in which one 
class is predicted. The most predicted class of all classification problems, will be used as 
final prediction. 
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Figure 3.12.  Illustration of a Support Vector Machine (SVM) model. It shows the separating hyperplane 
with a maximum margin such that it separates the two classes. The support vectors are the closest datapoints 
to the hyperplane that affects its position and orientation. The figure is based on the paper of 
Sharma et al. [74]. 

3.4.3 Temporal Convolutional Network 

A Temporal Convolutional Network (TCN) is a neural network that gave promising results 
on EEG data in previous studies. The model used in this study has been adapted from the 
paper of Bai et al. [47]. The proposed implementation was designed by combining the best 
practices of various modern convolutional networks into a new architecture. According to 
Bai, the results are often better than the traditional convolutional networks. 

A TCN uses causal convolutions, which means that an element in the output sequence is 
only affected by elements that occurred in the past (see Figure 3.13). In order to avoid 
extremely long convolutional filters, TCNs make use of dilated convolutions. This means that 
it increases the distance between the input elements that affects one single element of the 
output sequence. This is in contrast to a conventional convolutional layer, which can be 
seen as a 1-dilated layer since the input elements affecting one output element are adjacent. 
According to Bai, the dilated approach makes it possible to have deep networks with large 
filters, as well as a long effective history size. In other words, it can look far back into the 
past to make a prediction. Since the player is unlikely to switch mental tasks every fraction 
of a second, this can be very useful for classifying EEG data. 

The set of elements of the input that affects one single element of the output, is called the 
receptive field. In the ideal situation, the receptive field has the same size as the input length. 
This means that a single element of the output depends on all previous elements of the 
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input. This is also called full history coverage. Instead of using a simple one-dimensional 
causal convolutional layer, Bai et al. proposed an approach with residual blocks which 
consists of two layers of dilated causal convolution. The output of these layers will be used 
as input for the next residual block. Adding more residual blocks increases the receptive 
field twice as much, compared to a basic causal layer, since each block consists of two such 
layers. The total size of the receptive field with two layers in each residual block, is 
determined by Equation 1, where b is the dilation base, k is the kernel size and n the number 
of residual blocks. 

 𝑟𝑒𝑐𝑒𝑝𝑡𝑖𝑣𝑒 𝑓𝑖𝑒𝑙𝑑 = 1 + 2 ∙ (𝑘 − 1) ∙
𝑏𝑛 − 1
𝑏 − 1

 
(1) 

The main advantage of a TCN is that it is capable to exponentially extend its receptive field 
size with only a linear increase in the number of parameters. In contrast to RNNs, it does 
not suffer from vanishing and exploding gradient issues while dealing with long input 
sequences [75]. At a vanishing gradient the weights of the lower layers of a neural network 
will change very slow or not at all. This causes a stagnating learning process of the model 
at an early stage. At an exploding gradient the models’ weights grow exponentially, which 
results in an unstable model. This is important for the EEG data used in this study. The 
TCN model probably works best with sequential EEG data as input, such as the output of 
the CSP feature extraction method. Since in this study an EEG helmet is used with a 
relatively high sampling rate of 1000 samples per second per sensor, the input sequences 
of the sequential data will be quite long as well. Therefore, a vanishing or exploding 
gradient could become a problem. 

 

Figure 3.13.  An example of a dilated causal convolution, with dilation factors d = 1, 2, 4 and filter size k = 3. 
The receptive field of this model has a full history coverage, since a single element of the output is affected by 
all previous elements of the input sequence. The figure is adapted from the paper of Bai et al. [47]. 
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3.4.4 Long Short-Term Memory network 

Another solution to the vanishing and exploding gradient issue could be a 
Long Short-Term Memory network (LSTM). The basic idea of LSTMs is that they hold 
relevant information through the whole processing of the input sequence and discard all 
information that is not required for the classification. Each element of the input sequence 
goes through a cell, as shown in Figure 3.14. The output of the cells evolves based on 
memory of the past. The first step in each cell is to determine what information will be let 
through. This decision is based on the input element (𝑋𝑡) and the output of the previous 
cell (ℎ𝑡−1). Then for each element in the cell state, a sigmoid layer outputs a number 
between 0 and 1, which determines the extent to which the values of the previous cell state 
(𝐶𝑡−1) must be memorised. This layer is also called the forget gate (𝑓𝑡). Together with the 
‘input gate’ (𝑖𝑡), it will be determined whether it forgets the previous cell state or updates 
the current cell state (𝐶𝑡) with the new information. The exact computations within an 
LSTM cell are explained in detail by Zhang et al. [71]. 

 

Figure 3.14.  Illustration of a LSTM cell. The figure is adapted from the paper of Zhang et al. [71]. 

Wang et al. proposed a new classification framework based on the LSTM for classifying 
motor imagery EEG tasks [7]. Due to the promising results, this method was replicated and 
used in this study. This method uses a different approach for the preprocessing and feature 
extraction. The time windows of the EEG data are split into eight different sections. On 
each section, a linear regression analysis has been applied. The mean of the EEG data and 
the slope of the regression line will be used as Input A and Input B, as shown in Figure 
3.15. A dense layer optimises the weighting coefficients for selecting the most relevant 
sensors, which will serve as input for the LSTM model. The output of the model will be 
merged and converted to a prediction by applying another dense layer. 
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Figure 3.15.  The LSTM architecture that has been used in this study. During the preprocessing, each time 
window is split into eight segments. A linear regression analysis is performed on each segment. The mean of 
each segment and the slope of each regression lines will be used as Input A and Input B. 

3.4.5 Evaluation metrics 

In this study, the different tasks are divided into three classes: left, right and neither. The 
number of tasks for each class is exactly the same. According to Thomas et al. [76], accuracy 
is commonly used as a measure of the classification process. Which is the ratio between 
correctly classified time windows and the total number of time windows inside the test set. 

Besides the accuracy, it is also important within this study that the computation time of the 
classifier is as short as possible. While playing the game, the reaction time of the actions 
should be minimised for the best experience. Next to accuracy, this will also be used as an 
evaluation metric when comparing the different classifiers.  
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 4 4 Results 
In order to find the highest possible accuracy of the preprocessing and machine learning 
methods used, a grid search was performed. All techniques mentioned in chapter 3 have 
been tested step by step with different combinations and hyperparameters to obtain the 
optimal classification pipeline. The grid search is divided into several types of experiments. 
In each experiment, the emphasis is on optimising a small set of hyperparameters. The 
hyperparameters that provides the highest performance are used as constant values in the 
subsequent experiments. The way the grid search is structured is described in the following 
sections. 

4.1 Sensor selection 

The aim of the first experiment was to find out which sensors work best for the problem of 
this study. Two groups of sensors have been compared, which are described in section 
3.2.3. For this experiment, a selection of three types of mental tasks was made. It has been 
taken into account that the mental task must contain at least two recordings, performed by 
the same participant on the same day. An overview of all recording sessions can be found 
in Table A3 of the appendix. The three recording sessions that have been used in this 
experiment are: 

• Motor Imagery 2b (01-11-2022, subject 1) 
• Motor Imagery 3 (12-08-2021-12-08, subject 2) 
• Physical 1 (11-02-2021, subject 1) 

At the first mentioned, the MI task was to lift both legs at the rest task, while the stimuli 
were played at half speed. At the second, the MI task was to press the tongue to the roof of 
the mouth at the rest task. The last task involved actually executing the tasks, rather than 
just imagining them. Here, the participant did not have to do anything during the rest task. 

A window size of 512 samples was used. The preprocessing methods used were CSP with 
8 components, followed by DWT. Finally, the outcome of the DWT was converted into 
statistical features, which were used as input for the classifiers. SVM and LR were used as 
classifiers for this experiment, as they are relatively fast to train compared to the complex 
neural networks. The list of parameters that are used for the SVM and LR models is shown 
in Table A1 in the appendix. 

Figure 4.1 shows, per mental task, the accuracies of the SVM and LR classifiers obtained 
on the validation set. The results show that the frontal lobe sensor set scores better most of 
the time. This set contains the following sensors: C3, C4, F3, F4, T7, T8, F7 and F8. These 
will be used in subsequent experiments. See Table A2 in the appendix for the full results. 
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Figure 4.1.  Comparison of the performance of the two sensor sets. One sensor set is located above the parietal 
lobe and the other one above the frontal lobe of the brain. Three different kinds of mental tasks are used for the 
comparison. The figure shows the accuracy scores on the validation set obtained with Support Vector Machines 
(SVM) and Logistic Regression (LR).  

4.2 Mental task 

The second experiment was intended to find out which recordings could be classified most 
accurately. The most important variables in a recording are the participant that did the 
recording, the moment it was made and the mental task that was performed. Zhang et al. 
research [71] demonstrated that the predictability of different recordings can vary 
significantly. In his study, Zhang decided to remove certain poorly predictable tasks from 
the data. It is assumed that the use of the best predictable data in the subsequent 
experiments makes the differences in accuracy more noticeable. This makes it easier to 
identify the best performing preprocessing and machine learning techniques. Also in this 
experiment, only LR and SVM were used as classifiers with the same constant values as in 
the previous experiment. The sensor set with the highest accuracy from the previous 
experiment was used to achieve the goal of this experiment: finding the best predictable 
mental tasks.  

In total, 18 recording sessions were done with a total of 54 individual recordings. For each 
mental task, the performance of both SVM and LR was considered. The results of the other 
recordings can be found in Table A3 of the appendix. One of the two best predictable tasks 
was 'Motor Imagery 2b', in which the participant had to perform the MI task of lifting both 
legs at the rest task and where the stimuli were shown at half speed. The other mental task 
was 'Physical 2', in which the same tasks as in the previous one had to be actually executed, 
rather than just being imagined. In this task, the stimuli were played at normal speed. As 
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can be seen in the figure, the 'Motor Imagery 2b' task has a better average accuracy on the 
validation set. Hence, this mental task has been used in the subsequent experiments. 

4.3 Pipeline combination 

The result from the previous experiment – the best predictable mental task – has been used 
to identify the optimal combination of preprocessing and machine learning methods. As 
shown in Figure 4.2, seven different combinations of methods were tested. In contrast to 
the previous experiment, this time the TCN has been used as well, to see if there is a 
difference between the more 'simple' algorithms and a deep neural network. In the CSP, 
eight components are used as features in the classification process and no regularisation 
was used for the covariance estimation. Since the weights of the TCN model are initialised 
randomly, multiple runs were performed to minimize coincidence. The model with the 
highest accuracy on the validation set was used in the comparison of this experiment. See 
Table A1 in the appendix for the full list of parameters used in the TCN model. 

The results (see Figure 4.2) showed that the combination of CSP, DWT and statistical 
features gave the best accuracy for all three classifiers. This combination of preprocessing 
and machine learning methods was therefore used in the subsequent experiments. See 
Table A4 in the appendix for the full results. 
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Figure 4.2.  Shows the accuracy scores on the validation set of different preprocessing and machine learning 
combinations obtained with Support Vector Machines (SVM), Logistic Regression (LR) and Temporal 
Convolutional Network (TCN). 
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4.4 CSP optimisation 

Because it was not clear from previous research which CSP parameters would work best 
for the problem of this study, it was decided to optimise the performance of this method 
using a grid search. Again, for the sake of simplicity, this was done only with SVM and LR. 
The first step was to find out whether the use of regularisation in the estimation of the 
covariance leads to better performance. Four different regularisation methods were tested 
and compared to the approach without regularisation. As can be seen in Figure 4.3, the 
Diagonal Fixed and PCA methods perform significantly lower compared to the rest. The 
remaining methods do not have significant differences for both classifiers. The Empirical 
method has a slightly better performance, compared to the other methods. The Empirical 
method was therefore used in the subsequent experiments. See Table A5 in the appendix 
for the full results.  

Within the used MNE package for the CSP, the number of components can be determined 
for the output. The default value is equal to the number of sensors, in this case 8. In a 
subsequent experiment, it was tested whether the number of components used affected the 
performance of the classifiers. A range of 1 to 8 has been considered. As can be seen in 
Figure 4.4, reducing the number of components has a limited effect on the accuracy of the 
validation set. Only with 1 or 2 components, the accuracy is significantly lower. For the 
sake of dimensionality reduction, it was decided to keep the number of components as low 
as possible. A number of 4 components has been chosen since it is the lowest number which 
performs well on both SVM and LR. 
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Figure 4.3.  Comparison of the different regularisation methods for the Common Spatial Patterns (CSP) model. 
The figure shows the accuracy scores that are obtained on the validation set. PCA: Principal Component 
Analysis. 
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4.5 Hyperparameter optimisation 

The goal of this experiment was to tune the hyperparameters of the different classifiers. 
The Scikit-learn Python library is used for both the SVM and LR models. For the SVM, the 
different kernels and gamma types were considered first. All possible combinations were 
tested with [1.0, 0.1, 0.01, 0.001] as values for the learning rate (α) and [100, 500, 1000] for 
the number of iterations. The value for α and the number of iterations with the best 
accuracy are shown in Table 4.1. The model with ‘poly’ as kernel and 'scale' as gamma type 
gave the highest accuracy on the validation set. 

 

Kernel Gamma α Iterations  Train Val Test 

linear  scale 0.01 1000   53.20 49.61 55.70 

auto 0.01 1000  53.20 49.61 55.70 

poly scale 1.0 1000   52.01 49.70 57.25 

auto 0.1 1000  55.12 49.61 55.70 

rbf scale 1.0 1000   58.89 49.01 56.09 

auto 1.0 1000  70.50 47.55 55.96 

sigmoid scale 0.1 1000  48.72 45.57 56.35 

auto 1.0 1000   39.16 40.93 34.84 

Table 4.1.  Comparison of the different kernels and gamma types used in the Support Vector Machines (SVM) 
model. All possible combinations were tested with [1.0, 0.1, 0.01, 0.001] as values for the learning rate (α) and 
[100, 500, 1000] for the number of iterations. Only the combinations with the highest accuracy score on the 
validation set are shown. The results of the best kernel and gamma type, based on the validation set, are marked 
in blue. 
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Figure 4.4.  Comparison of the different number of components for the Common Spatial Patterns (CSP) model. 
The figure shows the accuracy scores that are obtained on the validation set. 
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For the LR, the different solvers and penalties were considered first. Like before, all 
possible combinations were tested with [1.0, 0.1, 0.01, 0.001] as values for the learning rate 
(α) and [100, 500, 1000] for the number of iterations. The value for α and the number of 
iterations with the best accuracy are shown in Table 4.2. The model with ‘saga’ as solver 
and ‘Elasticnet’ as penalty gave the highest accuracy on the validation set. Therefore, these 
parameters have been used in the subsequent experiments of the optimisation process. 

 

Solver Penalty α Iterations  Train Val Test 

lbfgs  None 0.01 500   56.89 46.35 55.18 

L2 1.0 1000  53.75 48.84 55.57 

newton-cg None 0.001 500   57.37 46.09 53.89 

L2 1.0 500  53.75 48.84 55.57 

sag None 0.001 500   55.45 47.12 54.79 

L2 0.1 1000  53.71 49.10 55.96 

saga None 0.1 500  54.72 48.15 54.66 

L2 1.0 500  53.75 49.18 55.96 

L1 1.0 1000  53.85 49.36 56.09 

Elasticnet 1.0 1000   51.79 49.61 57.25 

Table 4.2.  Comparison of the different solvers and penalties used in the Logistic Regression (LR) model. All 
possible combinations were tested with [1.0, 0.1, 0.01, 0.001] as values for the learning rate (α) and 
[100, 500, 1000] for the number of iterations. Only the combinations with the highest accuracy score on the 
validation set are shown. The results of the best solver and penalty, based on the validation set, are marked in 
blue. 

The next step was to optimise the value for α and the number of iterations for both SVM 
and LR. All combinations tested with SVM are shown in Table 4.3, which shows the 
accuracy on the validation set. As can be seen, a value for the maximum iterations equal to 
or less than 500, does not significantly exceed the probability of random guessing in any of 
the cases. A value of 1000, 1250 and 1500 iterations in combination with a learning rate of 
0.1, gave the best results on the validation set. An amount of 1000 iterations with a learning 
rate of 0.1 is chosen as the optimal combination for the SVM model because it costs less 
time to train compared to the other models. See Table A7 in the appendix for the full results, 
including the accuracy scores on the train and test set. 
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 Learning rates (α) 

Iterations 2.0 1.0 0.1 0.01 0.001 

250 27.77 30.27 33.28 33.36 33.36 

500 30.44 32.16 33.28 33.36 33.28 

750 41.53 46.43 33.28 33.28 33.28 

1000 47.72 48.75 49.70 42.56 33.45 

1250 48.24 48.75 49.70 42.56 33.45 

1500 48.32 48.84 49.70 42.56 33.45 

Table 4.3.  Comparison of the different combinations of learning rates (α) and the number of iterations used in 
the Support Vector Machines (SVM) model. The table shows the accuracy scores that are obtained on the 
validation set. The results of the best learning rates (α) and the number of iterations are marked in blue. 

 

All combinations tested with LR are shown in Table 4.4, which again shows the accuracy 
on the validation set. As can be seen, a value for α equal to 0.001 does not significantly 
exceed the probability of random guessing in any of the cases. Other changes in the 
learning rate or the number of iterations do not cause major differences in performance. 
However, it can be concluded that a model with 500 iterations in combination with a 
learning rate of 2.0 performs slightly better than the other models. Therefore, this model is 
chosen as the optimal combination for the LR model. See Table A8 in the appendix for the 
full results, including the accuracy scores on the train and test set. 

 

 Learning rates (α) 

Iterations 2.0 1.0 0.1 0.01 0.001 

250 51.53 51.49 51.28 50.52 33.87 

500 51.97 51.89 51.15 50.52 33.87 

750 51.76 51.78 51.40 50.52 33.87 

1000 51.63 51.66 51.59 50.56 33.87 

1250 51.55 51.61 51.55 50.67 33.87 

1500 51.83 51.76 51.59 50.86 33.87 

Table 4.4.  Comparison of the different combinations of learning rates (α) and the number of iterations used in 
the Logistic Regression (LR) model. The table shows the accuracy scores that are obtained on the validation set. 
The results of the best learning rates (α) and the number of iterations are marked in blue. 
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The next step was to tune the hyperparameters of the TCN model. First, the optimal 
learning rate (α) was determined with [1.0, 0.1, 0.01, 0.001] as possible values. The highest 
average accuracy on the validation set after multiple runs was 43.19%, obtained with 
α = 0.1. The other three values obtained a significantly lower accuracy of around 33%.  

Secondly, the optimal parameters with regard to the receptive field were tested. These 
include the kernel size, the amount of dilation blocks (stacks) and the number of dilations 
in each block. The following values were considered: [4, 5, 6] as the number of dilations, 
[2, 3, 4] as kernel size and [1, 2] as the number of stacks. In total, 150 runs have been 
carried out with a random combination of the mentioned values. Table 4.5 shows the top 
10 models with the highest accuracy on the validation set. It can be concluded that most of 
the models in the top 10 do not have 'full history coverage', which means that all 
144 features are being used in the TCN model. The model with the highest accuracy has 
been chosen for the further experiments. 

 

Rank Dilations Kernel 
Size 

Stacks Receptive 
Field 

 Train Val 

1 4 3 2 61  52.70 50.39 

2 5 2 2 63  53.24 50.13 

3 5 3 2 125  52.08 49.44 

4 6 3 2 253  53.75 49.36 

5 4 3 2 61  49.19 49.27 

6 5 4 1 94  55.05 49.18 

7 5 3 2 125  53.09 49.18 

8 5 2 2 63  52.15 49.10 

9 5 2 1 32  52.44 49.10 

10 5 2 2 63  51.97 49.10 

Table 4.5.  The top 10 models of the results, in which different combinations of the number of dilations, the 
kernel size and number of stacks were tested with the Temporal Convolutional Network (TCN). The ranking is 
based on the highest accuracy on the validation set. 

To determine the best normalisation method, four different methods were tested with 
parameters from the previous experiments (see Figure 4.5). Batch, weight and layer 
normalisation were considered. In the fourth method, no normalisation was used. Layer 
normalisation has been chosen as the best method, since it shows the best accuracy at 
a later stage and therefore has a higher potential compared to the other methods.  
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Figure 4.5.  Shows the four different normalisation methods used in the Temporal Convolutional Network 
(TCN). The figure shows the accuracy scores that are obtained on the validation set over 50 epochs. 

Finally, the best batch size, learning rate and optimiser were determined. The 
following values were considered: [10, 50, 100, 200, 300] as batch size, 
[1.0, 0.1, 0.01, 0.001] as learning rate and adam or sgd as optimiser. In total, 300 runs have 
been carried out with a random combination of the mentioned values. As can be seen in 
Table 4.6, it can be concluded that a batch size of 10, a learning rate of 0.01 and sgd as 
optimiser give the best results. Therefore, these parameters were considered as best 
performing TCN model. 

 

Rank Batch 
size 

Learning 
Rate 

Optimiser  Train Val 

1 10 0.01 sgd  51.32 50.82 

2 10 0.01 sgd  50.34 50.04 

3 300 0.1 sgd  51.14 49.87 

4 10 0.01 sgd  51.07 49.79 

5 100 0.1 sgd  45.02 49.61 

6 50 0.01 sgd  51.32 49.27 

7 50 0.1 sgd  49.37 49.10 

8 10 0.001 sgd  51.39 49.01 

9 50 0.01 Adam  50.63 49.01 

10 100 0.1 sgd  51.25 48.93 

Table 4.6.  The top 10 models of the results, in which different combinations of batch size and optimisers were 
tested with the Temporal Convolutional Network (TCN). The ranking is based on the highest accuracy on the 
validation set. 



Chapter 4     Results  42 

4.6 Model comparison 

After tuning all the models, the accuracy scores of the four machine learning classifiers 
have been compared. Because the weights of TCN and LSTM are being randomly 
initialised before each run, these models were repeatedly trained 20 times on the same 
dataset. The model with the highest accuracy on the validation set has been used in the 
comparison. The used hyperparameters of the LSTM model are given in Table A1 and are 
replicated from the paper of Wang et al. [7]. The results are shown in Figure 4.6. Only the 
validation set is used to optimise the models. The test set is therefore used to compare the 
different classifiers. The figure shows that the LSTM model obtained an accuracy score of 
75.12% on the test set, which is significantly higher compared to the other algorithms. 

 

To evaluate the transferability of the tuned models, it was tested on other datasets as well. 
In total, the models were tested on four datasets: the two best datasets with 'Motor Imagery' 
tasks and the two best datasets with 'Physical' tasks. Figure 4.7 shows that the LSTM model 
performs significantly better than the other models for all datasets. Particularly in the 
'Physical 2' task, LSTM scores with 62.3% considerably higher, while the other models are 
not able to obtain a score above the random chance of 33.3%. 
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Figure 4.6.  Comparison of the four used classifiers. The scores are obtained on the 'Motor Imagery 2b' tasks. 
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Another important evaluation metric is computation time. This is especially important for 
playing the game, where the reaction time should be as short as possible. Therefore, the 
computation time of all the different preprocessing and classifying methods has been 
compared (see Table 4.7). Each method was performed 10 times on 100 time windows. 
After this, the average computation time per time window was calculated. As can be seen 
in Table 4.7, extracting the statistical features and the mean and slope for the LSTM model 
are the most time-consuming. The latter lasts considerably longer than the other methods 
with a computation time of 41 ms. In terms of the classifiers, the differences are minimal. 
Only Logistic Regression outperforms the other methods in the field of computation time. 

 

 Method Computation time 

Preprocessing Bandpass filter 0.008 ms 

CSP 0.047 ms 

FFT 0.421 ms 

DWT 0.284 ms 

Statistical features 6.761 ms 

Mean & slope (LSTM) 41.214 ms 

Classifiers LR 0.003 ms 

SVM 0.494 ms 

TCN 0.481 ms 

LSTM 0.446 ms 

Table 4.7.  Comparison of the computation time of each used preprocessing method and classifier. The table 
shows the average computation time per time window. 
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Figure 4.7.  Comparison of the four used classifiers on different datasets. The classifiers are tuned on the ‘Motor 
Imagery 2b’ recordings from subject 2 on 18-01-2022.  
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4.7 Error analysis 

The overall accuracy score is a good indication of the performance of an algorithm. 
However, it does not tell everything about how well the game will be playable. To get a 
better understanding of the performance of the classifying models, the predictions are 
analysed in more detail in this section. As in the previous experiment, this analysis was 
carried out on the four different datasets. First, the confusion matrices of the LSTM model 
are evaluated (see Figure 4.8). Here, the recall and precision of the three different classes are 
considered in particular. The recall is the percentage of all windows of one class that were 
predicted correctly. The precision, on the other hand, only looks at the actually predicted 
classes and gives the percentage that was correct. The removal of one of the classes is also 
discussed, as in some cases this can significantly improve the performance. The 
disadvantage of this is that the game can then only be played with two actions. 

Looking at the first confusion matrix (Figure 4.8a), it can be concluded that the overall 
accuracy is probably high enough for playing a game. However, this model does have a 
deviation to the right, which causes the bar in the ‘Breakout' game to often move to the 
right while the player wants it to stay in the middle. It can be decided to take out the right 
class, since the other two classes have a much higher precision.  

The second dataset, confusion matrix (Figure 4.8b), has the lowest accuracy score. 
However, it can be seen that the recall for the right class has a score of 100%, which means 
that all windows of this class are predicted correctly. The left class is predicted correctly 
zero times, but as soon as it is combined with the right class, a recall of 98.3% can be 
achieved. This means that almost all times that a certain direction is imagined, it can be 
distinguished well from the 'neither' class. Still, during the execution of the 'neither' class, 
a wrong prediction is made too often, which makes it difficult to use for gaming.  

In the third confusion matrix (Figure 4.8c) it can be observed that the 'left' and 'right' classes 
are difficult to distinguish from each other. On the other hand, the 'neither' class can be 
distinguished very well from the other two classes. When the 'left' and 'right' classes are 
combined, the overall accuracy will probably be high enough to play the game.  

Also with the last dataset, confusion matrix (Figure 4.8d), the game could probably be 
played properly. The model has a very high precision for both directions. Although the 
model often predicts the 'neither' class, this is not a problem for the game. In practice, this 
will mean that the bar in the 'Breakout' game will sometimes remain in the middle when 
the player wants to go in a certain direction. But the bar will almost never move in the 
opposite direction than the player wants. So in this case it is probably not even necessary 
to leave out one of the classes, in order to achieve a good gaming experience.  
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In Figure 4.9 the average accuracy is plotted during a task for each of the four datasets. 
This gives a good picture of the moments during a task when the brain signals can be 
classified well. For this experiment, the entire data of a dataset was used, so no data was 
subtracted at the beginning or the end. As can be seen in the different figures, the models 
usually have trouble classifying the data for about the first 0.5 seconds. This could be 
related to the reaction time as previously assumed. At the first data set (Figure 4.9a), there 
is also a significant decrease in accuracy at the end of the task. This could be caused by the 
fact that the participant stopped performing the task when the ball in the stimuli almost 
hit the bar. Therefore, it was beneficial to remove a part of the data at both the beginning 
and the end of the task. 

  

Figure 4.8.  Comparison of the confusion matrices of the LSTM model on different datasets. The model is 
tuned on the ‘Motor Imagery 2b’ recordings from subject 2 on 18-01-2022. 

(a)  Motor Imagery 2b (subject 2, 2022-01-18) (b)  Motor Imagery 3b (subject 2, 2022-01-11) 

 

(d)  Physical 3 (subject 2, 2021-12-08) 

 

(c)  Physical 2 (subject 1, 2021-12-08) 
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Figure 4.9.  Comparison of the obtained accuracy of the LSTM model during a task on different datasets. 
Each plot shows the average obtained accuracy of all windows. The x-axis indicates the start time of each 
predicted time window, which has a total duration of 0.512 seconds. The model is tuned on the ‘Motor 
Imagery 2b’ recordings from subject 2 on 18-01-2022. 

(a)  Motor Imagery 2b (subject 2, 2022-01-18) 

 

(b)  Motor Imagery 3b (subject 2, 2022-01-11) 

 

(d)  Physical 3 (subject 2, 2021-12-08) 

 

(c)  Physical 2 (subject 1, 2021-12-08) 
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 5 5 Discussion 

5.1 Best methods 

In this study, the most common and state-of-the-art methods for classifying motor imagery 
EEG signals are evaluated. Logistic Regression (LR) was used as baseline method, due to 
its simplicity and frequent use in recent research. Support Vector Machines (SVM) was 
selected as second method, because it is the most commonly used method. For the 
state-of-the-art methods, Temporal Convolutional Network (TCN) and Long Short-Term 
Memory (LSTM) were selected, due to its promising results. The EEG data used in this 
study was recorded with dry electrodes and was split into relatively small time windows 
– compared to other studies – for the classification process. The research question of this 
study is how these methods perform on such data with small time windows. 

The Logistic Regression as baseline method achieved a maximum accuracy score of 54.4%. 
The SVM could slightly improve this with a score of 57.3%. This was to be expected, as the 
performance of these two models did not differ much in other studies either. A remarkable 
result was the fact that the TCN model – which is considered to be a state-of-the-art method 
– obtained a maximum accuracy score of 57.6%, which is not significantly higher than the 
SVM model. One reason for this could be that the TCN model, proposed by Bai et al. [47], 
is especially designed for the classification of sequential data. In this thesis, the TCN is 
tested both the time and frequency domain. It was expected that this model would perform 
best in combination with Common Spatial Patterns (CSP) as a feature extraction method. 
The CSP method maximises the variance between the different classes, but keeps the data 
in the time domain. Nevertheless, TCN turned out to be the best performer in the frequency 
domain, using the Discrete Wavelet Transform (DWT) and statistical features. It even 
achieved a growth of almost 12% accuracy compared to the time domain. A possible reason 
for this can be found by looking at the results of the TCN model with regard to the receptive 
field. It shows that not all features contain the same amount of relevant information. 
Models with a lower receptive field often performed better compared to models with 'full 
history coverage'. This can be caused by the model training on features that contains too 
much noise, which can lead to overfitting.  

The LSTM model was able to achieve an accuracy score of 75.1%, which was much higher 
than the other models. One reason for this could be that the LSTM uses a different feature 
extraction method compared to the other models. The approach was adapted from the 
paper of Wang et al. [71], in which the time windows were split into eight different sections. 
A linear regression was performed on each section and the means and slopes were used as 
features. As with DWT, these features give an overall view of change in activity during the 
time window. The difference is that with the DWT the segments are also split into different 
frequency bands. Since they are two comparable feature extraction methods, it can be 
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concluded that it is particularly the LSTM model that is more suitable for classifying the 
EEG data than the other models. 

5.2 Data acquisition 

Different combinations of mental tasks were tested in this study. It turned out that it is 
important to perform a mental task during the 'neither' task as well. Recordings in which 
nothing was done during this task appeared to be difficult to classify. If we compare the 
two mental tasks used for the 'neither' task, we see that lifting the legs works better than 
pushing your tongue against the roof of your mouth. 

In addition, the duration of the tasks was evaluated as well. Each motor imagery task was 
played at two different speeds. At the high speed the tasks lasted exactly 4 seconds and at 
lower speed 8 seconds. The difference in the durations of the tasks gave varying results. It 
is therefore hard to say which of the two works better. It probably has both advantages and 
disadvantages. An advantage might be that less data is lost to the participant processing 
the stimuli and converting it into the correct action. A disadvantage might be that in longer 
tasks, the participant loses concentration more quickly and has difficulty performing the 
mental task for the entire period.  

Furthermore, during the recordings it was noticed that the helmet has a lack of 
user-friendliness. The time it took to prepare the helmet for each use was too long. The fact 
that the helmet was heavy and that the tiny pins of the sensors were penetrated into the 
scalp, made a session of more than half an hour very unpleasant. So there is still a lot of 
room for improvement when it comes to the wearability and user-friendliness of the 
helmet. Therefore, this helmet is perfect for research purposes, but is not suitable for 
extensive gaming sessions. If this is the goal, it is recommended to do more research on the 
user-friendliness of different helmets. 

5.3 Ready for gaming? 

The second research question of this study is about whether the performance of the 
above-mentioned methods is sufficient for real-time BCI gaming. Real-time gaming refers 
to games in which the player's actions must be instantly translated into actions in the game. 
This is not the case for example in turn-based games, where the speed of the actions is less 
important. In real-time gaming, the response time of the game must therefore be as small 
as possible. A factor that influences this is the computation time of the used preprocessing 
and classifying methods. The results show that the preprocessing method for the LSTM 
model consumes the most time, with an average computation time of 41.2 ms for one time 
window. The next method that takes the longest to execute is the calculation of the 
statistical features, with an average of 6.8 ms per time window. All other preprocessing 
and classifying methods take less than 0.5 ms. These are such low values that the 
differences can be neglected. The durations of the two more time-consuming methods are 
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probably small enough for playing a simple real-time BCI game. When the developments 
of EEG classification are such that more complex games can be played, these times can 
become a drawback. In that case it is recommended to do further research to keep the 
computation times as low as possible.  

The maximum accuracy score of 75.1% achieved by the LSTM model is assumed to be more 
than enough for playing a simple game. However, when the same model was applied to 
other datasets, the accuracy score dropped significantly. After analysing the predictions, it 
can be concluded that in most cases it is necessary to remove one of the three classes or 
combine it with another. It was often difficult to distinguish between the 'left' and 'right' 
classes. This might be due to the fact that these were the same type of mental tasks that had 
to be performed with either the left arm or the right arm. However, tasks performed with 
the legs could be more easily distinguished from those performed with the arms. Therefore, 
it is recommended to use mental tasks that are not too similar. One can also choose an 
approach in which two easily distinguishable tasks are used and the probability of the 
predictions determines the actions in the game. In the 'Breakout' game, this could work by 
making the bar stand still until a certain probability threshold for an action is reached. The 
action is then only activated when the algorithm is certain enough. This way you still have 
three different actions in the game by using two different mental tasks. 

5.4 Limitations 

The data was recorded by people without any experience in performing motor imagery 
tasks. Research by Roc et al. and Alimardani et al. shows that these kinds of tasks require 
a certain kind of training in order to be executed properly [51, 70]. According to these 
researchers, this can play a major factor in the accuracy of the classifiers. Yet with an eye 
on the end goal – playing a video game – the ideal scenario is that also untrained people 
can play the game straight away. In future research, a solution should be found that allows 
users to be instructed efficiently, while at the same time keeping the learning curve as low 
as possible.  

Another limitation, which has to do with the Ultracortex Mark IV helmet used in this study, 
was that the sensors might not have made proper contact with the scalp. A sign that this 
was indeed the case was that some sensors in the data returned zero values over a longer 
period. Moreover, it was not always the same sensor where this happened. It varied over 
the different recordings, which makes it hard for the classification models to deal with.  

In addition, an assumption was made that the sensor locations from the literature were at 
exactly the same location for the helmet used in this study. This may have caused problems 
since the two sensor selections tested were based on previous research. There is also a real 
possibility that the sensors were not exactly at the same location between the different 
subjects or the different recording sessions. This is because it could not be guaranteed that 
the helmet would fit on the head the same way for each session. 
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Another risk lies in the design of the grid search. At each step of the grid search, a certain 
set of variables was optimised. The variables with the best performance were then used in 
the following experiment to optimise a new set of variables. With this approach, there is a 
chance that a certain set of parameters, which has already been ruled out in earlier 
experiments, would have given the best performance in the end. In other words, the 
outcome is a local optimum where not all possible combinations have been tested. In 
addition, it is assumed that a window size of 512 ms is the maximum for a good gaming 
experience. In future research, other window sizes can be explored to find the ideal balance 
between accuracy and experience. It could also be examined whether other values for the 
window cut, currently 800 ms at the beginning and 200 ms at the end, give an improvement 
in performance. 

A final limitation of this study is that no form of feature selection was applied. With such 
method it can be determined which features have the most relevant value for predicting 
the EEG data. By omitting the irrelevant information, overfitting can be prevented which 
can increase the accuracy score. 

5.5 Future research 

Whenever dry electrodes are used for real-time BCI gaming applications, the following 
things should be taken into account. The first thing is the location of the sensors. In recent 
research, many different theories are used. In this study, the sensors placed around the 
frontal lobe gave better results than those around the parietal lobe. It also turned out that 
the trained models were difficult to transfer to other data sets. This also confirms the theory 
by Zhang et al. [71] that the EEG data of different days or persons, can vary significantly. 
Therefore, it is important to train a model using only data recorded by one person and 
preferably carried out in one consecutive session. When the intention is to play a game, it 
is recommended to record the data and train the model right before each gaming session. 
If one wants to use data from different people or recording moments, Transfer Learning 
can offer a solution [77]. With this method, a trained model can be reused for 
subject-to-subject or sessions-to-session purposes.  

The LSTM model in combination with the preprocessing method proposed by Zhang et al. 
[71], gave significantly higher results than the other models and is therefore recommended 
for use as a classifier. In the future, research can be done into the performance of TCN with 
similar data used in the LSTM model. Future research might also explore the approach of 
combining the features from the different preprocessing methods, in order to get a higher 
accuracy score. 

There are also two other promising techniques – which are not used in this study – that 
could improve the results. The first technique is called Adaptive Learning [34]. This is a 
method in which the model gives live feedback to the user during the recording. This way, 
the user actually sees what the model predicts while thinking about left or right. This 
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enables the user to learn how the model works, instead of just the other way around. In 
addition, the model is constantly updated based on the new data received during the 
recordings. So it is an on-the-spot learning process for both the model and the user. The 
second technique that could be considered as well, is called Ensemble Learning [78]. This 
method combines different types of classifiers in order to achieve a better prediction. All 
models make a prediction simultaneously based on the input. All predictions are then 
combined into one prediction using an aggregating model. This is usually a linear model, 
such as logistic regression for binary classification. In this way, the model learns which 
classifiers perform best in certain situations. When these techniques produce a higher 
accuracy score, the effect on the Logistic Regression and Support Vector Machines can be 
examined as well. In this case, it is recommended to use CSP, DWT and statistical features 
as preprocessing methods, as these gave the best results in this study.
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 6 6 Conclusion 
The aim of this study was to investigate whether the most common and state-of-the-art 
methods for classifying motor imagery EEG signals can be used for real-time BCI gaming. 
For this purpose, only EEG data recorded with dry electrodes was used. The EEG data was 
split up into small time windows of 512 ms to minimise the reaction time of the algorithm. 
Four different classifying algorithms were evaluated: Logistic Regression (LR), Support 
Vector Machines (SVM), Temporal Convolutional Network (TCN) and Long Short-Term 
Memory (LSTM). LR was used as baseline method and achieved a maximum accuracy 
score of 47.3% in the first place. After further enhancement of the model by performing a 
subject-specific hyperparameter search, it did improve with 7.1% and achieved a 
maximum accuracy of 54.4%. SVM obtained without enhancement of the model an 
accuracy score of 48.9%. After the hyperparameter search, it did increase with 8,4% and 
achieved a maximum accuracy of 57.3% The TCN model is one of the state-of-the-art 
methods and obtained an accuracy score of 47.1% at first. After enhancing the model, it 
was able to improve by 10.5% and obtained a maximum score of 57.6%. All three models 
performed best with Common Spatial Patterns (CSP), Discrete Wavelet Transform (DWT) 
and statistical features as feature extraction methods.  

Regarding the recordings, this study showed that the type of mental tasks can affect the 
results as well. Besides the motor imagery task of lifting the left or right arm, lifting both 
legs worked better as third task than pushing your tongue against the roof of the mouth. 
In addition, with some datasets the model had difficulties distinguishing the 'left' and 
'right' classes. In such situations, it could be beneficial to remove one of the three classes or 
combine it with another one. One can choose an approach in which two easily 
distinguishable tasks are used, but only activates an action in the game when a certain 
probability threshold is reached. Regarding the sensor locations, there are various theories 
from recent research about the optimal locations. In this study, it appeared that the sensors 
placed around the frontal lobe gave better results than those around the parietal lobe. 

The LSTM model is the other state-of-the-art method used in this study. The approach of 
this method is adapted from Wang et al. [71], in which each time window is broken down 
into eight segments and converted to features by applying a linear regression on each 
segment. This method replaced the previously mentioned feature extraction methods. The 
LSTM model outperformed the other models with a maximum accuracy score of 75.1%. 
However, the accuracy score dropped significantly after applying the same model on other 
datasets. This means that the data coming from different people or recording sessions can 
vary a lot. Therefore, it is recommended to record the data and train the model right before 
each gaming session. 
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The conclusion of this study is therefore that the performance achieved by the most 
common and state-of-the-art methods is indeed much lower when used on data from dry 
electrodes with small window sizes. However, as in previous studies, the LSTM model 
appears to have the highest accuracy compared to the other models. The next question is 
whether this performance is good enough for playing a real-time BCI game. With proper 
mental tasks, it seems that a simple BCI game can be played. The LSTM can also be further 
optimised for even better performance. A note here is that the player has to train a new 
model for each gaming session. Playing with a model that has been trained at a different 
moment or by another person is not possible without applying techniques intended for this 
purpose, such as transfer learning. One thing that is clear for sure, is that all the 
exceptionally high results from recent studies give a distorted view of the development 
and possibilities of using BCIs for gaming. The progress is on the right track, but not yet as 
far as it seems.
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Appendix 
 

Classifier Parameter Value 

LR  Penalty l2 

Solver lbfgs, saga 

Learning Rate 1, 0.1, 0.01, 0.001 

Maximum Iterations 100, 500, 1000 

SVM Kernel rbf 

Learning Rate 1.0, 0.1, 0.01, 0.001 

Maximum Iterations 100, 500, 1000 

TCN Epochs 50 

Learning Rate 1.0, 0.1, 0.01, 0.001 

Batch Size 100 

Optimiser Adam 

Dilations 6 

Kernel Size 4 

Stacks 1 

Normalisation Layer 

Dropout Rate 0.001 

Filters 3 

LSTM Epochs 100 

Learning Rate 0.001 

Batch Size 64 

Optimiser Adam 

Normalisation Batch 

LSTM-cell Dropout Rate 0.4 

Loss Function Cross entropy 

Table A1.  The used initial values of the hyperparameters for each classifier before tuning. In case of multiple 
values, all values were tested individually. The model with the highest accuracy on the validation set has been 
used for comparison during the experiments. 
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Classifier Mental task Parietal lobe  Frontal lobe 

  Train Val Test  Train Val Test 

SVM Motor Imagery 2b 35.30 33.26 33.21  38.24 35.02 34.40 

Motor Imagery 3 59.12 35.95 33.81  59.93 33.67 40.05 

Physical 1 45.91 33.36 32.17  56.63 37.04 41.18 

LR Motor Imagery 2b 45.98 33.42 31.61  55.40 45.23 37.85 

Motor Imagery 3 56.57 36.34 34.07  62.43 33.59 40.57 

Physical 1 57.00 33.20 32.89  55.41 38.68 39.84 

Table A2.  Comparison of the sensor sets, in which three different kinds of mental tasks are used to compare 
their performances. One sensor set is located above the parietal lobe and the other one above the frontal lobe of 
the brain. The table shows the accuracy scores on the train, validation and test set obtained with Support 
Vector Machines (SVM) and Logistic Regression (LR). 

Subject Mental task Date 𝒏 
recordings 

SVM  LR 

    Train Val Test  Train Val Test 

1 Motor Imagery 1 11-02-2021 3 51.96 29.03 34.78  52.53 33.33 37.77 

Motor Imagery 1 11-26-2021 18 34.12 33.02 33.38  37.34 33.01 33.17 

Motor Imagery 2 12-08-2021 3 - - -  - - - 

Motor Imagery 2b 01-11-2022 2 38.24 35.02 34.40  55.40 45.23 37.85 

Motor Imagery 2b 01-18-2022 1 60.80 38.75 38.14  61.81 38.40 35.70 

Motor Imagery 3 01-11-2022 2 57.34 30.59 38.05  61.41 30.72 39.92 

Physical 1 11-02-2021 3 56.63 37.04 41.18  55.41 38.68 39.84 

Physical 2 12-08-2021 2 71.38 50.26 43.08  74.03 45.82 45.54 

Physical 2 01-18-2022 4 48.17 39.90 38.90  58.98 44.70 41.56 

2 Motor Imagery 1 11-10-2021 2 54.59 35.92 29.71  56.93 37.37 27.43 

Motor Imagery 1 12-08-2021 1 67.88 45.32 23.86  75.41 41.61 25.16 

Motor Imagery 2 01-11-2022 2 58.68 43.99 35.46  59.22 41.30 36.51 

Motor Imagery 2b 01-11-2022 2 34.90 38.32 30.05  51.47 40.64 29.22 

Motor Imagery 2b 01-18-2022 1 64.78 48.93 54.79  65.36 47.29 52.72 

Motor Imagery 3 12-08-2021 2 59.93 33.67 40.05  62.43 33.59 40.57 

Motor Imagery 3b 01-11-2022 1 64.38 43.86 45.88  65.18 42.09 44.97 

Physical 1 11-10-2021 2 58.86 37.67 37.12  59.48 37.67 37.25 

Physical 2 01-18-2022 3 64.90 38.75 38.14  71.64 36.19 37.75 

Physical 3 12-08-2021 2 61.85 43.27 37.24  65.38 43.79 34.79 

Table A3.  Comparison of the performance of the recording sessions. For the dataset where no values are shown, 
the Common Spatial Patterns (CSP) model was not able to converge. The two datasets of both the Motor 
Imagery and physical tasks with the highest minimal accuracy score on the validation set, have been marked in 
blue.  
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Preprocessing methods SVM  LR 

Train Val Test  Train Val Test 

CSP 90.12 45.14 46.63  56.06 39.72 23.58 

CSP + statistical features 66.86 38.64 35.71  68.52 36.81 37.52 

FFT 65.69 35.25 38.86  42.85 35.08 35.23 

DWT 79.84 35.68 46.37  42.42 43.08 34.84 

DWT + statistical features 47.12 31.90 44.82  54.43 33.62 40.67 

CSP + DWT 85.49 38.18 43.13  45.75 36.54 26.81 

CSP + DWT + statistical features 64.78 48.93 54.79  65.36 47.29 52.72 

Table A4.  Comparison of the different preprocessing methods. The table shows the accuracy scores on the train, 
validation and test set obtained with Support Vector Machines (SVM) and Logistic Regression (LR). The 
experiment was carried out on the ‘Motor Imagery 2b 2022-01-18’ recording session. The highest accuracy 
scores on the validation set, have been marked in blue.  

Regularisation method SVM  LR 

Train Val Test  Train Val Test 

None  64.78 48.93 54.79  65.36 47.29 52.72 

Empirical 55.59 51.50 55.96  61.53 49.53 54.53 

Diagonal Fixed 45.67 41.36 36.53  58.41 38.87 50.78 

Ledoit Wolf 55.05 50.30 54.79  64.24 48.58 53.37 

PCA 51.00 45.14 51.30  58.96 43.59 53.24 

Table A5.  Comparison of the different regularisation methods for the Common Spatial Patterns (CSP). The 
table shows the accuracy scores on the train, validation and test set obtained with Support Vector Machines 
(SVM) and Logistic Regression (LR). The experiment was carried out on the ‘Motor Imagery 2b 2022-01-18’ 
recording session. The highest accuracy scores on the validation set, have been marked in blue. 

𝒏 components SVM  LR 

Train Val Test  Train Val Test 

1  34.38 35.17 37.18  40.17 33.28 44.95 

2 34.85 37.66 28.37  48.06 34.57 44.95 

3 55.16 48.93 54.79  53.28 46.09 53.37 

4 53.20 49.70 55.70  53.89 49.36 55.83 

5 54.14 50.33 56.48  56.75 49.10 55.44 

6 60.69 50.21 55.96  58.31 49.14 53.37 

7 55.74 49.42 57.12  63.48 48.32 54.15 

8 55.59 51.50 55.96  61.53 49.53 54.53 

Table A6.  Comparison of the different number of components in the Common Spatial Patterns (CSP). The 
table shows the accuracy scores on the train, validation and test set obtained with Support Vector Machines 
(SVM) and Logistic Regression (LR). The experiment was carried out on the ‘Motor Imagery 2b 2022-01-18’ 
recording session. 
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α Max iter  Train Val Test 

0.001 
 

250   32.75 33.36 33.42 

500  32.79 33.28 33.42 

750   32.79 33.28 33.42 

1000  34.60 33.45 33.16 

1250   34.60 33.45 33.16 

1500  34.60 33.45 33.16 

0.01 250  32.75 33.36 33.42 

500   32.75 33.36 33.42 

750  32.75 33.28 33.55 

1000  37.86 42.56 44.82 

1250  37.86 42.56 44.82 

1500  37.86 42.56 44.82 

0.1 250  32.75 33.28 33.55 

500  32.75 33.28 33.55 

750  33.55 33.28 34.59 

1000  52.01 49.70 57.25 

1250  52.01 49.70 57.25 

1500  52.01 49.70 57.25 

1.0 250  33.04 30.27 33.68 

500  33.01 32.16 34.33 

750  55.99 46.43 56.22 

1000  59.10 48.75 57.51 

1250  59.61 48.75 56.48 

1500  59.57 48.84 56.74 

2.0 250  34.02 27.77 35.88 

500  34.27 30.44 36.66 

750  55.19 41.53 46.89 

1000  62.83 47.72 53.50 

1250  63.55 48.24 55.44 

1500  63.55 48.32 56.22 

Table A7.  Comparison of the different combinations of learning rates (α) and the number of iterations used in 
the Support Vector Machines (SVM) model. The table shows the accuracy scores obtained on the train, 
validation and test set. The highest accuracy scores on the validation set, have been marked in blue.   
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α Max iter  Train Val Test 

0.001 
 

250   33.28 33.87 33.16 

500  33.28 33.87 33.16 

750   33.28 33.87 33.16 

1000  33.28 33.87 33.16 

1250   33.28 33.87 33.16 

1500  33.28 33.87 33.16 

0.01 250  49.10 50.52 57.12 

500   48.93 50.52 57.12 

750  48.93 50.52 56.99 

1000  48.93 50.56 57.12 

1250  49.18 50.67 56.74 

1500  49.27 50.86 56.61 

0.1 250  48.24 51.28 55.31 

500  47.72 51.15 55.57 

750  48.15 51.40 55.70 

1000  48.07 51.59 55.70 

1250  47.81 51.55 55.70 

1500  47.81 51.59 55.96 

1.0 250  47.21 51.49 54.92 

500  47.21 51.89 54.53 

750  47.03 51.78 54.40 

1000  46.60 51.66 55.05 

1250  46.26 51.61 55.05 

1500  46.52 51.76 55.05 

2.0 250  47.21 51.53 54.92 

500  47.38 51.97 54.40 

750  46.95 51.76 54.40 

1000  46.43 51.63 55.05 

1250  46.17 51.55 54.92 

1500  46.52 51.83 54.92 

Table A8.  Comparison of the different combinations of learning rates (α) and the number of iterations used in 
the Logistic Regression (LR) model. The table shows the accuracy scores obtained on the train, validation and 
test set. The highest accuracy scores on the validation set, have been marked in blue.   
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