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#### Abstract

Systems of ordinary differential equations (ODEs) are rarely thought of as a means of discrete computations. We consider finding the maximum independent set in a graph which is known to be a computationally demanding (NP-hard) problem. We show that one can construct an approximate solution to this problem by exploring the stable manifold of a particular system of ODEs by using the numerical continuation. Interestingly, our system of ODEs can be regarded as the Lotka-Volterra dynamics for competing biological species with a binary interaction matrix, which suggests a parallel with natural computing.
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## Introduction

In 1763, Leonhard Euler published what is widely regarded as the first paper in graph theory. This paper is about the well-known Seven Bridges of Königsberg Problem [45]. Since then, a lot of work has been done in this area. Applications of graph theory have been found in service industry scheduling [1], school bus routing [2], computer communication [2], wireless network planning [12, 40], error correcting codes [12], image and data processing [43], and many other areas.
Eventually research gave rise to the notion of NP-hard problems. These are problems which can not be solved in a "reasonable" amount of time. A list with many of these problems can be found in [17].
A well-known NP-hard problem is the Maximum Independent Set (MIS) Problem [17]. This problem has many applications, for example in radio network optimization [13]. This problem aims to find for $G=(V, E)$ a simple graph the largest subset $A \subseteq V$, such that for every $v \in A$, we have for $w \in N(v)$ that $w \notin A$, where $N(v)$ denotes the neighbors of $v$.

There are many algorithms that solve the MIS problem exactly. For example, one can look at the $O\left(2^{0.276 n}\right)$ time algorithm introduced by J. Robson [38] or the $1.1996^{n} n^{O(1)}$-time polynomial-space algorithm of M. Xiao and H. Nagamochi [46].

Since the MIS problem is NP-hard, it is not (yet?) possible to solve it exactly in polynomial time. It is possible however, to solve it approximately in polynomial time [4, 5, 6, 7, 7, 10, 23, 24, 36]. The aim of this thesis is to find new approximation algorithms, using Lotka-Volterra (LV) dynamics, given by the LV equations [34].

We propose two algorithms that generate maximal independent sets in a graph. Both of these algorithms are based on the LV equations, taken from ecology. These equations are a set of ordinary differential equations, used to model behaviour of species in ecological systems.

- In the first algorithm we investigate the trajectories of the LV equations for a specific choice of parameters. We see that these trajectories can be used to determine a maximal independent set in a graph.
- In the second algorithm we again use the Lotka-Volterra equations. Instead of looking at the trajectories of the corresponding dynamical system, we use numerical continuation to investigate the behaviour of the fixed points under the change of parameters. It turns out that with this approach we are able to find a maximal independent set in a graph.
The novelty of this approach is that we have biological heuristic to explain the behaviour of both algorithms. This allows us to solve a discrete problem by means of a discrete system. One of the papers that also uses a continuous system to solve a discrete problem


## Reading Guide

A goal of this thesis is to be self-contained. To reach this goal, we use four sections to introduce material that is necessary to discuss the proposed algorithms. One can also see these first four sections as an introduction to the thesis. If one is familiar with this material, it can be skipped.

- In Section 1 of this thesis, we give an introduction into graph theory. We discuss basic notions along with general information about graphs. We use these notions later in the thesis.
- In Section 2 , we discuss random graphs and how to construct them. We observe that the eigenvalue spectrum of random regular graphs is given by the McKay distribution.
- In Section 3, we give an introduction into complexity theory and NP-complete problems. We show the MIS problem is NP-complete and we give examples of an exact and an approximation algorithm.
- In Section 4 , we discuss the LV dynamics and the ecological implications.
- In Section5, we show that for appropriate parameters the LV dynamics converge to a maximal independent set.
- In Section 6 , we introduce a new algorithm inspired by ecological heuristics of the LV dynamics and numerical continuation.
- In Section 7, we do simulations to determine the performance of the two algorithms. We will see that, for certain graph types, the second algorithm (Continuation) performs better than the first algorithm (LV).
A star (*) will be used to mark new results first obtained in this thesis (to the best of the author's knowledge), in order to distinguish them from already existing results in the literature.


## 1 Graph Theory

Graph theory is a very active discipline in mathematics. It has applications in service industry scheduling [1], school bus routing [2], computer communication [2], error correcting codes [12], wireless network planning [12. [40], image and data processing [43], and many other areas. In this section, we first show basic but necessary graph theoretical notions. For a more detailed discussion of the basics of graph theory, the reader is referred to [22]. Then we discuss some important graph families. Finally, we look at spectral properties of graphs.

### 1.1 Basic notions

In this thesis, we denote $[n]:=\{1,2, \ldots, n\}$ to simplify the notation.

## Definitions:

- Graph: A graph $G=(V, E)$ consists of a set vertices $V=\left\{v_{i}: i \in[n]\right\}$ and a set edges $E \subseteq V \times V$. With the

- Adjacency matrix: We define the adjacency matrix of a graph as

$$
A_{i j}^{0}= \begin{cases}1 & \text { if there is an edge between vertex } v_{i} \text { and vertex } v_{j} \\ 0 & \text { otherwise. }\end{cases}
$$

- (Un)directed: We call a graph undirected if $A_{i j}^{0}=A_{j i}^{0}$ for every $i, j \in[n]$. If not, we call the graph directed.
- Neighborhood: Let $G=(V, E)$ be a graph. For any vertex $v_{i} \in V$, we denote the neighborhood of $v_{i}$ by $N\left(v_{i}\right):=\left\{v_{j} \in V \backslash\left\{v_{i}\right\}: A_{i j}^{0}=1\right\}$.
- Degree: The degree of a vertex $v_{i} \in V$ is the number of neighbors of $v_{i}$. We denote the degree by $d_{i}=\left|N\left(v_{i}\right)\right|$.


Figure 1.1: Graph example.

- Walk: A walk on a graph is a sequence of vertices, such that every pair of consecutive vertices is connected by an edge.
- Path: A path in a graph is a walk where every vertex occurs only once.
- Cycle: A walk in which the first vertex is the same as the last vertex and every other vertex occurs at most ones, we call a cycle.
- Connected: A graph is connected if there exists a path between any two distinct vertices in the graph.
- Diameter: Let $G=(V, E)$ be a connected graph. The diameter $m$ of $G$ is defined as the longest shortest path between vertices of $G$. That is, $m=\max \left\{\left|P\left(v_{i}, v_{j}\right)\right|: v_{i}, v_{j} \in V\right\}$, where $\left|P\left(v_{i}, v_{j}\right)\right|$ denotes the length of the shortest path between vertex $v_{i}$ and $v_{j}$.

Lemma 1.1.1 (Number of walks). Let $v_{i}, v_{j} \in V$ be two vertices. The number of walks of length $k$ from vertex $v_{i}$ to vertex $v_{j}$ is given by the entry $\left(A^{0}\right)_{i j}^{k}$.

Proof. By definition of the adjacency matrix, the statement is true for $k=1$. Assume the statement is true for some $k \in \mathbb{N}_{>1}$. Then $\left(A^{0}\right)_{i l}^{k}$ equals the number of walks from vertex $v_{i}$ to vertex $v_{l}$. Note $\left(A^{0}\right)_{i l}^{k} A_{l j}^{0}$ is nonzero only when vertex $v_{l}$ is a neighbor of vertex $v_{j}$. Hence,

$$
\begin{aligned}
\left(A^{0}\right)_{i j}^{k+1} & =\left(\left(A^{0}\right)^{k} A^{0}\right)_{i j} \\
& =\sum_{l \in[n]}\left(A^{0}\right)_{i l}^{k} A_{l j}^{0}
\end{aligned}
$$

is exactly the number of walks of length $k+1$ from vertex $v_{i}$ to vertex $v_{j}$.

### 1.2 Different graph types

We call a graph simple if it is undirected and contains no self-loops or parallel edges. In this thesis, we only consider simple graphs. Therefore, when we talk about a graph, we implicitly mean a simple graph.
There are a lot of different simple graphs. We give some of the most well-known examples.

Bipartite graph: We call a graph bipartite if we can make a partition of the vertex set such that there are no edges between vertices of the same set.


Figure 1.2: Bipartite graph.

Tree graph: We call a graph a tree if every pair of vertices is connected by exactly one path.


Figure 1.3: Tree graph.

Star graph: We call a graph $G$ a star if it is a tree with one vertex having degree $|G|-1$ and the other vertices having degree 1 .

Regular graph: We call a graph regular if the degrees of all vertices are equal.

Complete graph: We call a graph complete if there is an edge between any two distinct vertices of the graph.

Complement graph: Let $G=(V, E)$ be a graph. With the complement graph $\bar{G}$ we denote the graph consisting of vertex set $V$ and edge set $\bar{E}$.


Figure 1.4: Star graph.


Figure 1.5: Regular graph.


Figure 1.6: Complete graph.


Figure 1.7: Graph $G$ and its complement $\bar{G}$.

### 1.3 Spectrum of graphs

By the spectrum of a graph we mean the spectrum of the corresponding adjacency matrix. The spectrum of a graph is important in many applications. For example in finding communities [42, p.90-91] and finding minimum cuts in a graph [35]. Also, as we will see in Section[5. the spectrum of a matrix is important in determining the stability of fixed points in dynamical systems. If the spectrum of a matrix is only real-valued, we number the eigenvalues in decreasing order, that is $\lambda_{1} \geq \lambda_{2} \geq \cdots \geq \lambda_{n}$. Note that these eigenvalues are not necessarily unique. In the rest of this section, we consider a graph with $n$ vertices and $m$ edges. We denote by $d_{\max }$ and $d_{\min }$ the biggest and smallest degree of the graph.

Definition 1.3.1 (Hermitian matrix). We call a matrix $A$ hermitian if $A^{*}:=\overline{A^{T}}=A$, where $A^{T}$ is the transpose of matrix $A$ and $\bar{A}$ is the component-wise complex conjugate of matrix $A$.

Lemma 1.3.2. For every hermitian matrix, the eigenvalue spectrum is real.
Proof. Let $A$ be a hermitian matrix. Let $\lambda$ be an eigenvalue of $A$ with corresponding eigenvector $v$. Then by definition, we have $A v=\lambda v$. Hence, we get the equality

$$
\lambda\|x\|=\lambda x^{*} x=x^{*} \lambda x=x^{*} A x=\left(x^{*} A^{*} x\right)^{*}=\left(x^{*} A x\right)^{*}=(\lambda\|x\|)^{*}=\bar{\lambda}\|x\|
$$

So we know $\bar{\lambda}=\lambda$, and therefore $\lambda$ is real.
Note that for a simple graph the adjacency matrix is symmetric and consists only of real elements. Hence, the adjacency matrix is hermitian. We can conclude by Lemma 1.3.2 that the spectrum of a simple graph is real.

Lemma 1.3.3. Let $G=(V, E)$ be a simple graph with $|E| \neq 0$. Then the spectrum of $G$ contains positive and negative eigenvalues.

Proof. One way too see this is by looking at the trace of $A^{0}$. This trace is equal to the sum of eigenvalues and for a simple graph this equals zero. Therefore, either all eigenvalues are zero or there exist both positive as well as negative eigenvalues. Since $|E| \neq 0$, it follows that $A^{0} \neq 0$ and, thus, it must have a nonzero eigenvalue.

### 1.4 Gershgorin Circle Theorem

A possible way to bound the eigenvalues of a matrix is given by the Gershgorin circle theorem. It is first introduced in 1931 by Soviet mathematician S. Gershgorin [18]. To formulate the theorem, we introduce the Gershgorin disc.

Definition 1.4.1 (Gershgorin disc). Let $A$ be a $n \times n$ complex matrix. We define $r_{i}(A)=\sum_{i \neq j}\left|A_{i j}\right|$ as the sum of the magnitudes of the non-diagonal entries of the $i$ th row. The $i$ th Gershgorin disc is the disc $D\left(A_{i i}, r_{i}(A)\right)$, centered at $A_{i i}$ on the complex plane, with radius $r_{i}(A)$.
Theorem 1.4.2 (Gershgorin Circle Theorem [18|). Every eigenvalue of a matrix lies within at least one of its Gershgorin discs.

Proof. Let $v$ be an eigenvector of $A$ with corresponding eigenvalue $\lambda$. Since $v \neq 0$, we know $\max _{i \in[n]}\left|v_{i}\right|=\left|v_{k}\right|>0$ for some $k \in[n]$. The $k$ th equation of $A v=\lambda v$ gives

$$
\sum_{j \neq i} A_{k j} v_{j}=\lambda v_{k}-A_{k k} v_{k}
$$

Therefore, we have

$$
\begin{aligned}
\left|\lambda-A_{k k}\right|\left|v_{k}\right| & =\left|\lambda v_{k}-A_{k k} v_{k}\right| \\
& =\left|\sum_{j \neq i} A_{k j} v_{j}\right| \\
& \leq \sum_{j \neq i}\left|A_{k j}\right|\left|v_{j}\right| \\
& \leq r_{i}(A)\left|v_{k}\right| .
\end{aligned}
$$

Since $v_{k} \neq 0$, we know

$$
\left|\lambda-A_{k k}\right| \leq r_{k}(A)
$$

So $\lambda$ belongs to the $k$ th Gershgorin disc.

$$
A=\left(\begin{array}{ccc}
-5 / 2 & -1 / 2 & 3 / 2 \\
3 / 2 & -1 / 2 & 0 \\
1 & 3 / 2 & 5 / 2
\end{array}\right) \quad \begin{array}{ll}
D_{1}=D(-5 / 2,2) \\
& \\
D_{2}=D(-1 / 2,3 / 2) \\
D_{3}=D(5 / 2,5 / 2)
\end{array}
$$



Figure 1.8: Gershgorin circle theorem example.

In Figure 1.8 we show the Gershgorin discs of an example matrix $A$. We also indicate the eigenvalues in the complex domain. Note all the eigenvalues are within the union of the Gershgorin discs. This is exactly what the Gershgorin circle theorem tells us. Also note that $\lambda_{1}$ and $\lambda_{3}$ are complex conjugate, something we can expect as well, due to the fact that the matrix is real-valued.
Corollary 1.4.3. For every graph, the upper bound $\lambda_{1} \leq d_{\max }$ holds.
Proof. Let $A^{0}$ be the adjacency matrix of a graph. Note that $A_{i i}^{0}=0$ for all $i \in[n]$. Let $v_{k}$ be a vertex with maximum degree. Note $r_{i}\left(A^{0}\right) \leq r_{k}\left(A^{0}\right)$ for all $i \in[n]$. Therefore, by Gershgorin circle theorem, we know $\lambda_{i} \leq d_{\max }$ for all $i \in[n]$, and in particular, $\lambda_{1} \leq d_{\max }$.

### 1.5 Rayleigh quotient

A characterization of $\lambda_{1}$ and $\lambda_{n}$ is given by the Rayleigh quotient. Using the Rayleigh quotient, we prove a lower bound on the largest eigenvalue $\lambda_{1}$.
Definition 1.5.1 (Rayleigh quotient). Let $A=A^{*}$ be a hermitian matrix. The Rayleigh quotient is defined by the function

$$
\begin{equation*}
R(x)=\frac{\langle x, A x\rangle}{\|x\|^{2}}, \text { for } x \neq 0 \tag{1}
\end{equation*}
$$

Theorem 1.5.2. [26, p.203] If $A$ is a self-adjoint matrix, then

$$
\begin{aligned}
& \max _{x \neq 0} R(x)=\lambda_{1}, \text { and } \\
& \min _{x \neq 0} R(x)=\lambda_{n}
\end{aligned}
$$

Lemma 1.5.3. If the vertices of $G$ have degrees $d_{1}, d_{2}, \ldots, d_{n}$, then $\lambda_{1} \geq \bar{d}:=\frac{1}{n} \sum_{i \in[n]} d_{i}$.

Proof. Using Theorem 1.5.2 with $x$ the vector 1 with one at every coordinate, we get

$$
\lambda_{1}=\max _{x \neq 0} R(x) \geq R(\mathbf{1})=\frac{1}{n} \sum_{i=1}^{n} d_{i}=\bar{d}
$$

Lemma 1.5.4. 30, p.176] If $d_{\max }$ is the maximal degree of a vertex in $G$, then $\lambda_{1} \geq \sqrt{d_{\max }}$.
Combining Lemma 1.4.3. Lemma 1.5.3 and Lemma 1.5.4, we get the following bound.
Proposition 1.5.5. For every graph $G$,

$$
\begin{equation*}
\max \left\{\bar{d}, \sqrt{d_{\max }}\right\} \leq \lambda_{1} \leq d_{\max } \tag{2}
\end{equation*}
$$

### 1.6 Regular graphs

In the case of a regular graph, we can make more strict bounds on the eigenvalue spectrum. The largest eigenvalue of a regular graph can be determined as follows.
Lemma 1.6.1 (Largest eigenvalue of regular graph). For a regular graph with adjacency matrix $A^{0}$ and constant degree $d$, the largest eigenvalue is given by $d$ and corresponds with the vector $\mathbf{1}$ consisting of one at every coordinate.

Proof. Let $\mathbf{1}$ be the only ones vector. We can calculate the product with the adjacency matrix

$$
\begin{aligned}
\left(A^{0} \mathbf{1}\right)_{i} & =\sum_{j \in[n]} A_{i j}^{0} \mathbf{1}_{i} \\
& =d .
\end{aligned}
$$

So we know $\lambda_{1} \geq d$. Note every Gershgorin disc of the matrix $A^{0}$ is given by $D(0, d)$. So by the Gershgorin circle Theorem 1.4.2, we know $\lambda_{1} \leq d$. This completes the proof.

### 1.7 Bipartite graphs

We make an observation about cycles in a bipartite graph.
Lemma 1.7.1. A graph is bipartite if and only if it has no cycles of odd length.
Proof. Assume $G$ is a bipartite graph. Let $A \cup B$ be the bipartite partition of the graph. Note at every step of a cycle, we have to jump from $A$ to $B$ or vice versa. So we can never return to the starting point of the cycle in an odd number of steps.
Assume $G$ is a graph without cycles of odd length. We show how to partition $G$ into two sets $A$ and $B$ such that there are no edges between vertices in the same set.

Let $C$ be a connected component of $G$. With $d(v, w)$ we denote the distance between vertex $v$ and vertex $w$. That is, the length of the shortest path between $v$ and $w$. Let $v$ be a vertex in $C$. For all $w \in C$, we put $w$ in $A$ if $d(v, w)$ is even and we put $w$ in $B$ if $d(v, w)$ is odd. Continue this procedure for all connected components of $G$.

Assume there exists an edge between $u \in A$ and $w \in A$. Then, by construction, there exists a cycle of odd length between $v$ and $w$. This cycle is given by the shortest path between $v$ and $w$ attached to the shortest path between $v$ and $u$ attached to the edge between $u$ and $w$. By assumption, this can not happen. Hence, the graph $G$ is bipartite.

## 2 Random Graphs

In Section 1. we discussed graph theory and bounds on the spectrum of different graphs. In this section, we look at graphs that are generated in a random way. We look at different ways to generate a random graph, which gives us different random graph types. We discuss critical bounds for connectedness of these graphs. At the end of this section, we talk about the spectrum of random regular graphs.

### 2.1 Different random graph models

There are many types of random graphs. We show some of the most well-known examples here.

### 2.1.1 Erdős-Rényi graphs

The Erdős-Rényi random graphs were introduced by P. Erdős and A. Rényi in 1960 [16].

## Erdős-Rényi graph

Let $n \in \mathbb{N}$ and $p \in[0,1]$. An Erdős-Rényi graph is constructed in the following way:

1. Initialize $n$ vertices $\left(v_{i}\right)_{i \in[n]}$.
2. Add each edge independently with probability $p$.
3. Return the obtained graph.


Figure 2.1: Erdős-Rényi graph realizations constructed on 8 vertices for different connection probabilities.

Note that in a graph with $n$ vertices, we can have at most $\binom{n}{2}=\frac{n(n-1)}{2}$ edges. Since we add every edge with a fixed probability $p$ and independently of the other edges, the probability of picking a particular graph with $n$ vertices and $m$ edges from all possible graphs with $n$ vertices is given by

$$
p^{m}(1-p)^{\frac{n(n-1)}{2}-m}
$$

As shown in [16, p.57], there exists a threshold for $p$ for which the Erdős-Rényi graph switches from unconnected to connected with high probability.
Lemma 2.1.1 (Erdős-Rényi threshold). Let $\varepsilon>0$. If $p<\frac{(1-\varepsilon) \log n}{n}$, then a $G(n, p)$ graph is almost surely disconnected. If $p>\frac{(1+\varepsilon) \log n}{n}$, then $a G(n, p)$ graph is almost surely connected.
In Figure 2.2, we have generated Erdős-Rényi graphs with different connection probabilities $p$. One can see the connectivity indeed changes when we increase the connection probability.


Figure 2.2: Size of the smallest connected component of a Erdős-Rényi graph of size $n=150$. The red line indicates the critical threshold of $\log (n) / n$. Averaged over 500 runs.

### 2.1.2 Random geometric graphs

We can generate a random geometric graph of size $n$ with connection parameter $r$ in the following way.

## Random geometric graph

Let $n \in \mathbb{N}$ and $r \in[0,1]$. A random geometric graph is constructed in the following way:

1. Initialize $n$ vertices $\left(v_{i}\right)_{i \in[n]}$.
2. Pick $n$ points $\left(x_{i}\right)_{i \in[n]}$ uniformly at random from $(0,1)^{2}$.
3. Put an edge between vertex $v_{i}$ and vertex $v_{j}$ if $d\left(x_{i}, x_{j}\right)<r$.
4. Return the obtained graph.


Figure 2.3: Geometric graphs constructed on 8 vertices for different connection parameter values.

Just as for Erdős-Rényi graphs, there exists a critical threshold for the parameter $r$, for which the connectivity of the geometric graph changes with high probability.

For $r<\sqrt{\frac{\log n}{\pi n}}$, a geometric graph of size $n$ with connection parameter $r$ is almost surely not connected 32, p.120]. In Figure 2.4 we have generated geometric random graphs with different connection parameters $r$. One can see the connectivity indeed changes when we increase the connection probability.


Figure 2.4: Size of the smallest connected component of a geometric(r,n) graph of size $n=50$. The red line indicates the critical threshold of $\sqrt{\frac{\log n}{\pi n}}$. Averaged over 500 runs.

### 2.1.3 Random bipartite graphs

In order to generate random bipartite graphs, we can do a similar procedure as for a Erdős-Rényi graph. Note that a bipartite graph consists of two sets $A$ and $B$.
We can generate a random bipartite graph with components $A$ and $B$ by adding every possible edge from set $A$ to set $B$ with a probability $p$.

## Random bipartite graph

Let $n \in \mathbb{N}$ and $p \in[0,1]$. A random bipartite graph is constructed in the following way:

1. Initialize $n$ vertices $\left(v_{i}\right)_{i \in[n]}$.
2. Split up the vertices in the required bipartite sizes $|A|$ and $|B|$.
3. Add each edge between $A$ and $B$ independently with probability $p$.
4. Return the obtained graph.


Figure 2.5: Random bipartite graphs constructed on 8 vertices for different connection probabilities.

### 2.2 McKay distribution

Random regular graphs can be generated uniformly at random in time-complexity $O\left(n d^{2}\right)$, where $n$ is the number of vertices in the graph and $d$ the constant degree of the graph [29]. In the case of random regular graphs, a lot is known about the distribution of eigenvalues of the adjacency matrix. In 1981, the spectral density of the adjacency matrix of random regular graphs was determined by B. McKay [33].

Theorem 2.2.1 (McKay distribution). Let $X_{1}, X_{2}, \ldots$ be a sequence of regular graphs with degree $d \geq 2$ such that $\left|X_{i}\right| \rightarrow$ $\infty$ and $c_{k}\left(X_{i}\right) /\left|X_{i}\right| \rightarrow 0$ as $i \rightarrow \infty$ for each $k \geq 3$, where $c_{k}\left(X_{i}\right)$ is the number of $k$-cycles in $X_{i}$. The spectral density for the eigenvalues of $X_{i}$ as $i \rightarrow \infty$ is given by

$$
f(x)= \begin{cases}\frac{d \sqrt{4(d-1)-x^{2}}}{2 \pi\left(d^{2}-x^{2}\right)} & \text { for }|x| \leq 2 \sqrt{d-1}  \tag{3}\\ 0 & \text { otherwise }\end{cases}
$$



Figure 2.6: McKay distribution for regular graphs with different degrees.

In [33, p.214], it is shown that random regular graphs obey the requirement $c_{k}\left(X_{i}\right) /\left|X_{i}\right| \rightarrow 0$ as $i \rightarrow \infty$, for each $k \geq 3$. Therefore, we can use Theorem 2.2.1 to determine the spectral density of random regular graphs.

In Figure 2.6, one can see the McKay probability distribution for random regular graphs with different degrees. Note that this does not imply that an adjacency matrix can not have an eigenvalue bigger than $2 \sqrt{d-1}$. What it does say is that the limiting portion of the eigenvalues larger than $2 \sqrt{d-1}$ is zero. In fact, we have already seen one eigenvalue that is larger than $2 \sqrt{d-1}$. Since we are looking at regular graphs, we know $d$ is always an eigenvalue.
The McKay distribution gives us a way to make statements about almost all (in a probabilistic sense) eigenvalues of random regular graphs. We use this distribution in Section 5.5 .

## 3 Complexity Theory

We use this section to introduce optimization problems and different kinds of algorithms to solve these. The work we do in this section is needed to understand the MIS problem and the algorithms we introduce later in this thesis.

### 3.1 Complexity theory

Arguably, one of the most wide-known mathematical problem in and outside mathematics is the problem P vs. NP. This problem is subject of much mathematical research and discussion [14, 44]. You can even earn a million dollars if you solve it. But what makes this problem so difficult? First we try to understand the problem by providing an example.
What if someone gives us a wallet filled with money. This person wants to know how much money is in the wallet. In this case, a suitable algorithm to solve this problem is to simply count the money one by one. Let's say the wallet contains five dollar bills and we can count one dollar bill in one second. Then this algorithm takes 5 seconds. If the wallet contains 20 bills, the algorithm takes 20 seconds. This is an example of a polynomial (P) time algorithm. The computation time is a polynomial function of the size $n$ of the wallet ( $n^{1}$ in this case).

Now what if someone gives us a 4-digit lock. Suppose we get a 4-digit code and the question is to check if the code opens the lock. We can easily try this on the lock. Even if we have a 1000-digit lock, this problem can be solved in polynomial time (again order $n^{1}$ here).
But what if the question is how to open the lock. In the case of the 4 -digit lock, we would need to check $10^{4}$ possibilities. If checking a possibility takes 1 second, this takes us $10^{4}$ seconds, that is 2.8 hours. If this still seems manageable, think about when the lock has a 1000-digit code. Cracking this code takes $10^{1000}$ seconds, that is $3.17 \cdot 10^{989}$ millennia. Perhaps not possible anymore, assuming you want to be home before dinner. This type of problem we call a NP-hard problem.

The problem $\mathrm{P}=\mathrm{NP}$ is the question if these problems are actually the same. Are NP-problems really impossible to solve in polynomial time or is it just that we have not found the correct polynomial time algorithm yet.
In this section, we first introduce different optimization problems on graphs. Then we give a rigorous definition of decision problems and how we can relate these to the optimization problems we have discussed. We prove that these optimization problems are actually NP-hard problems.

### 3.2 Optimization problems on graphs

Here, we describe some optimization problems on graphs. We use the same definition of graphs we have encountered in Section 1 The reason we introduce several of these optimization problems is because we need them in our reasoning in later sections.

### 3.2.1 Maximum Clique problem

Definition 3.2.1 (Clique). Let $G$ be a graph with vertex set $V$ and edge set $E$. A clique is a set $C \subseteq V$ such that for each $v, w \in C$ there exists an edge that connects $v$ and $w$.
Definition 3.2.2 (Maximal/Maximum clique). Let $G$ be a graph with vertex set $V$ and edge set $E$. Let $C$ be a clique of $G$. We call the clique $C$ maximal if there exists no other clique $C^{\prime}$ of $G$ such that $C \subset C^{\prime}$. We call a maximal clique of $G$ that has the largest cardinality a maximum clique of $G$.


Figure 3.1: Cliques in a graph.

An example of a clique in a graph is given by social networks formed by friendships. In this case, a maximum clique in the graph is given by a biggest group of friends.

Solving the Maximum Clique problem means finding a maximum clique in a graph.

### 3.2.2 Maximum Matching problem

Definition 3.2.3 (Matching). Let $G$ be a graph with vertex set $V$ and edge set $E$. A matching is a set $M \subseteq E$ such that no edges in $M$ share the same endpoint.
Definition 3.2.4 (Maximal/Maximum matching). Let $G$ be a graph with vertex set $V$ and edge set $E$. Let $M$ be a matching of $G$. We call the matching $M$ maximal if there exists no other matching $M^{\prime}$ such that $M \subset M^{\prime}$. We call a maximal matching of $G$ that has the largest cardinality a maximum matching of $G$.


Figure 3.2: Matchings in a graph.

Solving the Maximum Matching problem means finding a maximum matching in a graph.

### 3.2.3 Minimum Vertex Cover problem

Definition 3.2.5 (Vertex cover). Let $G$ be a graph with vertex set $V$ and edge set $E$. A vertex cover is a set $S \subseteq V$ such that for all edges $(u, v) \in E$, we have either $u \in S$ or $v \in S$.

Definition 3.2.6 (Minimal/Minimum vertex cover). Let $G$ be a graph with vertex set $V$ and edge set $E$. Let $S$ be a vertex cover of $G$. We call $S$ minimal if there is no other vertex cover $S^{\prime}$ such that $S^{\prime} \subseteq S$. We call a minimal vertex cover that has smallest cardinality a minimum vertex cover.

(a) Vertex cover.

(b) Minimal vertex cover.

(c) Minimum vertex cover.

Figure 3.3: Vertex covers in a graph.

Solving the Minimum Vertex Cover problem means finding a minimum vertex cover in a graph.

### 3.2.4 Maximum Independent Set problem

Definition 3.2.7 (Independent set). Let $G$ be a graph with vertex set $V$ and edge set $E$. An independent set $A \subseteq V$ is a set of vertices such that for all $v \in A$ we have $N(v) \cap A=\varnothing$.
Definition 3.2.8 (Maximal/Maximum independent set). Let $G$ be a graph with vertex set $V$ and edge set $E$. We call an independent set $A$ maximal if for all $v \in V$ one of two statements hold.

- $v \in A$, or
- $N(v) \cap A \neq \varnothing$.

We call a maximal independent set of $G$ that has the largest cardinality a maximum independent set of $G$.


Figure 3.4: Maximal/Maximum independent sets. Note the upper graph indicates a maximal independent set, while the lower graph indicates a maximum independent set.


Figure 3.5: Maximal/Maximum independent sets.

Solving the Maximum Independent Set problem means finding a maximum independent set in graph.

### 3.3 Decision problems

We rigorously define different kinds of decision problems and the link to the optimization problems we discussed in Section 3.2. We use the same notation and reasoning as in [41.
Definition 3.3.1 (Decision problem). A decision problem $\Pi$ is a set of instances $\mathcal{I}$ that can be partitioned into "Yes" and "No" instances $\mathcal{I}_{Y}, \mathcal{I}_{N}$, such that

- $\mathcal{I}_{Y} \cup \mathcal{I}_{N}=\mathcal{I}$.
- $\mathcal{I}_{Y} \cap \mathcal{I}_{N}=\varnothing$.


## Example 3.3.2.

1. $\mathcal{I}=\{\{1,4,6\},\{3,11,8\},\{13,2,15\}\}, \mathcal{I}_{Y}=\{A \in \mathcal{I}: \exists a \in A$ such that $a$ is prime $\}, \mathcal{I}_{N}=\{A \in \mathcal{I}: \forall a \in$ $A, a$ is not prime $\}$.
2. $\mathcal{I}=$ undirected graphs, $\mathcal{I}_{Y}=\{$ graphs with a MIS of size $|M I S|>10\}, \mathcal{I}_{N}=\{$ graphs with a MIS of size $\mid$ MIS $\mid \leq$ $10\}$.

Definition 3.3.3 (Certificate). We call $x$ a certificate if it can be used to determine whether $I \in \mathcal{I}_{Y}$ or $I \in \mathcal{I}_{N}$.
Example 3.3.4. Certificates for Example 3.3.2(1) could be the following.
$\{1,4,6\}$ has no certificate ,
$\{3,11,8\}$ with certificate 3 ,
$\{13,2,15\}$ with certificate 13 ,
$\{13,2,15\}$ with certificate 2.

Definition 3.3.5 (NP). We say decision problem $\Pi$ is in complexity class NP, if every "Yes" instance $I \in \mathcal{I}_{Y}$ of $\Pi$ has a certificate $x$ whose validity can be verified in time polynomial in $|I|$.

Definition 3.3.6 (co-NP). We say decision problem $\Pi$ is in complexity class co-NP, if every "No" instance $I \in \mathcal{I}_{N}$ of $\Pi$ has a certificate $x$ whose validity can be verified in time polynomial in $|I|$.
Definition 3.3.7 (Efficient algorithm). Algorithm $A L G$ for a decision problem $\Pi$ is efficient if for every instance $I$ of $\Pi$, its computation time is bounded by a polynomial function of the size $|I|$ of $I$.

Definition 3.3.8 (P). We say decision problem $\Pi$ is in complexity class P , if there exists an algorithm $A L G$ that determines efficiently for every instance $I \in \mathcal{I}$ of $\Pi$, whether $I \in \mathcal{I}_{Y}$ or $I \in \mathcal{I}_{N}$.

Some decision problems are harder than others. We say decision problem $A$ is at least as hard as decision problem $B$ if there exists a poly-time reduction from problem $B$ to problem $A$.
Definition 3.3.9 (Poly-time reduction). A poly-time reduction from decision problem $\Pi_{1}$ to decision problem $\Pi_{2}$ is a function $\phi: \mathcal{I}_{1} \rightarrow \mathcal{I}_{2}$ that maps an instance $I_{1} \in \mathcal{I}_{1}$ of $\Pi_{1}$ to some instance $I_{2}=\phi\left(I_{1}\right) \in \mathcal{I}_{2}$ of $\Pi_{2}$, so that

- $I_{2}=\phi\left(I_{1}\right)$ can be computed in time polynomial in $\left|I_{1}\right|$, for all $I_{1} \in \mathcal{I}_{1}$.
- $I_{1} \in\left(\mathcal{I}_{1}\right)_{Y} \Longleftrightarrow I_{2}=\phi\left(I_{1}\right) \in\left(\mathcal{I}_{2}\right)_{Y}$.

If such a poly-time reduction exists, we say $\Pi_{1}$ can be reduced to $\Pi_{2}$, and write $\Pi_{1} \preceq \Pi_{2}$.
Using poly-time reductions, we can make statements about the hardness of a problem. We have the following intuitive result.
Lemma 3.3.10. Reductions are transitive. If $\Pi_{1} \preceq \Pi_{2}$ and $\Pi_{2} \preceq \Pi_{3}$, then also $\Pi_{1} \preceq \Pi_{3}$.
A class of problems that are all equally hard to solve, are the NP-complete problems.
Definition 3.3.11 (NP-complete). A decision problem $\Pi$ is said to be NP-complete if

- $\Pi \in \mathrm{NP}$.
- For all problems $\Pi^{\prime} \in N P$, we have $\Pi^{\prime} \preceq \Pi$.

Note that using the transitivity property of Lemma 3.3.10, we can determine if a decision problem $\Pi$ is NPcomplete by finding a poly-time reduction from a problem that is known to be NP-complete to problem $\Pi$. This transitive property also implies that if we can find an efficient algorithm to solve a NP-complete problem, we are able to solve all NP-complete problems.
Using all the definitions we have introduced, we can make the main statement of this section.
Theorem 3.3.12. An efficient algorithm to solve only one $N P$-complete problem $\Pi$, yields that all problems $\Pi^{\prime} \in N P$ are efficiently solvable, hence $P=N P$.

### 3.4 NP-complete problems

There are many problems for which we know they are NP-complete. A list with some of these problems can be found in [17]. The notion of NP-complete problems is introduced by R. Karp. He proved for 21 problems that they are NP-complete. One of these problems is the Maximum Clique problem.
Lemma 3.4.1. Maximum Clique problem is NP-complete. 27]
Using this result, we can prove the MIS problem is NP-complete by showing there exists a poly-time reduction from the Maximum Clique problem to the MIS problem.
Lemma 3.4.2. MIS problem is NP-complete. [39]

### 3.5 Exact algorithms for MIS problem

We show how one can determine the maximum independent set of a graph in a naive way.
Example 3.5.1 (Naive algorithm). We can do the following to determine the maximum independent set of graph $G=(V, E)$.

## Naive algorithm

1. Select a subset $V^{\prime} \subseteq V$.
2. Check if the subset is a maximal independent set of $G$.
3. Do this for all possible $\sum_{k=0}^{n}\binom{n}{k}=2^{n}$ subsets of $V$.
4. Select a subset $V^{\prime} \subseteq V$ that gave the biggest independent set.

By definition, this algorithm gives back a maximum independent set of the graph $G$. Note this algorithm runs in time $O\left(2^{n} \cdot n^{2}\right)$.

The time complexity of the naive algorithm shown is not "good". By considering branch and bound techniques and good bookkeeping, one can reduce this time complexity to $O\left(1.1996^{n} n^{O(1)}\right)$ [46]. This is a big improvement, but still, it is exponential in the size of the graph. For small graphs, this is no problem, but for large graphs, this algorithm will never finish.

### 3.5.1 MIS problem for bipartite graphs

For bipartite graphs, we can solve the MIS problem in polynomial time. We do this by using König's Theorem, introduced by D. König in 1931. An example of König's Theorem is outlined in Figure 3.6
Theorem 3.5.2 (König's Theorem [15]). In a bipartite graph, the size of a maximum matching equals the size of a minimum vertex cover.


Figure 3.6: A bipartite graph with a minimum vertex cover given by the red vertices and a maximum matching given by the thick edges. Note the cardinality of both sets is the same.

Lemma 3.5.3. If $G$ is a bipartite graph, a maximum matching can be determined in polynomial time.
Proof. This is a straightforward application of the Ford-Fulkerson algorithm for maximum flows [21].
Lemma 3.5.4. Let $G=(V, E)$ be a graph. Then $S$ is a vertex cover of $G$ if and only if $V \backslash S$ is an independent set of the graph $G$.

Proof. Let $v, w \in V \backslash S$. Assume $(v, w) \in E$. Then there exists an edge that is not incident to any $s \in S$. Hence, $S$ is not a vertex cover. Therefore, we must have $V \backslash S$ is an independent set. Proof in the other direction can be done in the same way.

Since we can find a minimum vertex cover, we know the quantity $V \backslash S$ is maximized. Therefore, we can find a maximum independent set in polynomial time. Note this does not solve $\mathrm{P}=\mathrm{NP}$, since we are only able to determine a maximum independent set for graphs of a certain type. To solve the MIS problem, one need to find an algorithm that does this for all possible graph types.

### 3.6 Heuristic algorithms for MIS problem

As we observed, some problems may have no polynomial time algorithm for finding the exact solution. However, in practice, it is often acceptable solve a problem approximately, rather then exactly. This gave rise to the notion of heuristic algorithms. These are algorithms that solve the problem approximately, but do so in reasonable time. Heuristic algorithms can be used when approximate solutions are sufficient and exact algorithms can not determine the solution in a sufficient amount of time. For example, in the case of NP-hard problems, heuristic algorithms can be a good replacement of exact algorithms.
Definition 3.6.1 (Approximation algorithm). Given a combinatorial optimization problem $\Pi$ and $\alpha \geq 1$, algorithm Alg is an $\alpha$-approximation algorithm for $\Pi$ if

1. Alg computes a solution for all instances $I \in \mathcal{I}$ in time polynomial in $|I|$.
2. Alg has a performance guarantee $\alpha$, that is, if $O P T(I)$ is the optimal solution value, then

$$
\operatorname{Alg}(I) \geq \frac{1}{\alpha} O P T(I), \text { for all } I \in \mathcal{I}
$$

Example 3.6.2 (Minimum degree greedy algorithm for MIS problem). One of the simplest heuristic algorithms known is the greedy algorithm with minimum degree heuristic.

## Greedy algorithm

1. Select one of the vertices that has smallest degree uniformly at random.
2. Add this vertex to the independent set.
3. Remove all the neighbours of this vertex.
4. Continue doing this till no edges are left.

The set you end up with is a maximal independent set.
We have the following well-known performance guarantee for the Minimum degree greedy algorithm.
Lemma 3.6.3. Let $G$ be a graph with maximum degree $d_{\max }$. The Greedy algorithm is an approximation algorithm of the MIS problem with approximation factor $d_{\max }+1$.

Proof. Let $S$ be the output of the Greedy algorithm and $O P T \subseteq V$ is a maximum independent set of $G$.
We know each $v \in V \backslash S$ is removed by the algorithm. Removal only happens if you are a neighbour of a vertex $w \in S$. Therefore, we have

$$
|V|-|S|=|V \backslash S| \leq d_{\max }|S|
$$

By rewriting, we get

$$
|S| \geq \frac{1}{d_{\max }+1}|V| \geq \frac{1}{d_{\max }+1}|O P T|
$$

This completes the proof.
In Figure 3.7. we show how the Greedy algorithm works for an example graph.


Figure 3.7: Greedy algorithm example. Red nodes indicate the vertex is selected, while black nodes indicate the vertex is removed during the run of the algorithm. The output of the algorithm is the set $\left\{v_{1}, v_{3}, v_{6}\right\}$.

In Section 5 and Section 6. we introduce two new heuristic algorithms that generate maximal independent sets in a graph.

## 4 Mathematical Ecology

This section talks about the generalized Lotka-Volterra equations and properties of the underlying dynamical system. These equations are considered a cornerstone of modern ecology. Aside from ecology, applications for these equations are found in [3, 31].

### 4.1 Lotka-Volterra equations in 2 dimensions

The Lotka-Volterra equations are originally posted for two interacting species. Introduced by A. Lotka in 1910 and later V. Volterra in 1926 independently, initially these equations are used to describe the fish catches in the Adriatic Sea.
Definition 4.1.1 (Lotka-Volterra equations in 2 dimensions). Let $x_{1} \in \mathbb{R}$ be the number of prey and $x_{2} \in \mathbb{R}$ the number of predators. Let $\alpha, \beta, \gamma, \delta$ be positive real parameters describing the interaction between both species. The 2-dimensional Lotka-Volterra equations are defined as

$$
\begin{align*}
& \frac{d x_{1}}{d t}=\alpha x_{1}-\beta x_{1} x_{2} \\
& \frac{d x_{2}}{d t}=\delta x_{1} x_{2}-\gamma x_{2} \tag{4}
\end{align*}
$$

where $d x_{1} / d t$ and $d x_{2} / d t$ represent the growth of both populations at time $t$.
Example 4.1.2 (Fox \& rabbit). A well-known application of the Lotka-Volterra equations is given by the modeling of foxes and rabbit populations. Assume we are looking at a nature reserve that is only inhabited by foxes and rabbits. Let's say the foxes multiply at a rate $\delta$ (by eating rabbits). The rabbits multiply themselves by rate $\alpha$ (by eating grass). In the absence of rabbits, the foxes die at a rate $\gamma$. Rabbits are eaten by foxes at rate $\beta$. Using the Lotka-Volterra equations, one can model this as

$$
\begin{aligned}
\binom{\dot{x_{1}}}{\dot{x_{2}}} & =\binom{x_{1}}{x_{2}}\left(\binom{\alpha}{-\gamma}+\left(\begin{array}{cc}
0 & -\beta \\
\delta & 0
\end{array}\right)\binom{x_{1}}{x_{2}}\right) \\
& =\binom{x_{1}\left(\alpha-\beta x_{2}\right)}{x_{2}\left(-\gamma+\delta x_{1}\right)}
\end{aligned}
$$

where $x_{1}$ represents the number of rabbits and $x_{2}$ represents the number of foxes.
Calculating fixed points, we have

$$
\text { Fixed point 1: }(0,0)
$$

Fixed point 2: $(\gamma / \delta, \alpha / \beta)$.

We can calculate the stability of the fixed points by looking at the Jacobian of the system. That is

$$
J\left(x_{1}, x_{2}\right)=\left(\begin{array}{cc}
\alpha-\beta x_{2} & -\beta x_{1} \\
\delta x_{2} & -\gamma+\delta x_{1}
\end{array}\right)
$$

Evaluated at the fixed points, this becomes

$$
J(0,0)=\left(\begin{array}{cc}
\alpha & 0 \\
0 & -\gamma
\end{array}\right), \quad J(\gamma / \delta, \alpha / \beta)=\left(\begin{array}{cc}
0 & -\beta \gamma / \delta \\
\delta \alpha / \beta & 0
\end{array}\right)
$$

This means $(0,0)$ is a saddle point and $(\gamma / \delta, \alpha / \beta)$ is a center. In Figure 4.1 one can see what the trajectories look like.


Figure 4.1: Evolution of foxes and rabbit populations under Lotka-Volterra dynamics. Different colors indicate different initial conditions.

Note that this intuitively agrees with reality. When there are less rabbits, the foxes have nothing to eat and hence there are less foxes. When there are less foxes, the rabbits survive more often, and therefore there will be more rabbits. But this results in more foxes, and so on.

### 4.2 Lotka-Volterra equations in $n$ dimensions

The $n$-dimensional Lotka-Volterra equations are a generalization of the 2-dimensional equations we have already seen. We assume there are $n$ interacting species, where every species can possibly interact with every other species.
Definition 4.2.1 (Generalized Lotka-Volterra equations). The generalized $n$-dimensional Lotka-Volterra equations are given by

$$
\begin{equation*}
\frac{d x_{i}}{d t}=x_{i}\left(r_{i}+(A x)_{i}\right) \tag{5}
\end{equation*}
$$

Where $A$ is a $n \times n$ matrix and $r$ is a vector of real numbers. The matrix $A$ is called the interaction matrix. In vector notation, the generalized Lotka-Volterra equations can be written as

$$
\begin{equation*}
\frac{d x}{d t}=\operatorname{diag}(x)(r+A x) \tag{6}
\end{equation*}
$$

The generalized Lotka-Volterra equations can be used to model the evolution of multiple interacting species. This interaction can be either positive (mutualism) or negative (competition or predation). All these interaction terms can be modeled via the interaction matrix $A$ [11].
Example 4.2.2 (Logistic equation). What if all the interaction terms are zero? If we look at the equations (5), we see that it simplifies to

$$
\frac{d x_{i}}{d t}=x_{i}\left(r_{i}+A_{i i} x_{i}\right)
$$

This equation is known as the logistic equation. If $r_{i}=1$ and $A_{i i}=-1$, analysis gives the fixed point 0 and 1, where 0 is unstable and 1 is stable. Shown in Figure 4.2 is a corresponding trajectory and the corresponding phase portrait.


Figure 4.2: Logistic equation with $x_{0}=0.1, r_{i}=1$ and $A_{i i}=-1$.

Lemma 4.2.3. If the initial state $x_{0}$ is inside $\mathbb{R}_{\geq 0}^{n}$, the trajectory $x(t), t \in \mathbb{R}_{\geq 0}$ started at $x_{0}$ will be in $\mathbb{R}_{\geq 0}^{n}$ for all $t \in \mathbb{R}_{\geq 0}$. Proof. Note the derivative at the boundary of $\mathbb{R}_{\geq 0}^{n}$ is for every $i \in[n]$ given by

$$
\begin{aligned}
\left.\frac{d x_{i}}{d t}\right|_{x_{i}=0} & =\left.x_{i}\left(r_{i}+(A x)_{i}\right)\right|_{x_{i}=0} \\
& =\left.0 \cdot\left(r_{i}+(A x)_{i}\right)\right|_{x_{i}=0} \\
& =0
\end{aligned}
$$

Therefore, the trajectory can never leave $\mathbb{R}_{\geq 0}^{n}$.
In ecological terms, Lemma 4.2.3tells us the size of a species population can never be negative. This is something one would expect in an ecological system.

### 4.3 Limiting behavior of Lotka-Volterra equations.

The behavior of the Lotka-Volterra equations entirely depends on the parameter $r$ and the interaction matrix $A$. M. Hirsch showed that for dimensions bigger or equal than five, all possible limiting behavior can occur [25].

For the 2-dimensional Lotka-Volterra equations, a classification of all possible limiting behavior is given by I. Bomze [8]. This classification is given in terms of the 3-dimensional replicator equations. These equations are equivalent to the Lotka-Volterra equations.
Definition 4.3.1 (Replicator equations). The $n$-dimensional Replicator equations are given by

$$
\begin{equation*}
\frac{d x_{i}}{d t}=x_{i}\left((B x)_{i}+x B x\right) \tag{7}
\end{equation*}
$$

where $B$ is a $n \times n$ matrix.
The following result has been proven by I. Bomze [8].
Lemma 4.3.2. The $n$-dimensional Lotka-Volterra equations are equivalent to the $n+1$-dimensional replicator equations. That is, for every $A \in \mathbb{R}^{n \times n}$, there exists a matrix $B \in \mathbb{R}^{(n+1) \times(n+1)}$ and a mapping $\mathbb{R}^{n+1} \rightarrow \mathbb{R}^{n}$ such that the mapped trajectories of the replicator equations with matrix $B$ are the same as those of the Lotka-Volterra equations with matrix $A$.

Using this lemma, we can determine all the trajectories of the Lotka-Volterra equations by looking at trajectories of the replicator equations. I. Bomze showed all possible limiting behavior of the replicator equations in [8]. Therefore, also all kinds of the limiting behavior of the Lotka-Volterra equations in three dimensions are known.


Figure 4.3: Possible limiting behavior of trajectories of the replicator equations [8, p.207]. Note that showing the embedding in 2 dimensions is enough because the replicator equations are normalized as $\sum_{i \in[n]} x_{i}=1-x_{n+1}$.

### 4.3.1 Fixed points

There is exactly one fixed point of the generalized Lotka-Volterra equations such that $x_{i} \neq 0$ for all $i \in[n]$. This fixed point $x^{*}$ must solve the system of equations

$$
\left(r+A x^{*}\right)=0 \rightarrow A x^{*}=-r \rightarrow x^{*}=-A^{-1} r
$$

If $x^{*}>0$ component-wise, we call $x^{*}$ feasible.
Aside from this fixed point, there are $2^{n}-1$ other fixed points. For every $i \in[n]$, we must have either $x_{i}^{*}=0$ or $x_{i}^{*}=\left(-A^{-1} r\right)_{i}$ for $x^{*}$ to be a fixed point. That is

$$
\begin{cases}x_{i}^{*}=0 & \text { or }  \tag{8}\\ x_{i}^{*}=\left(-A^{-1} r\right)_{i} & \text { for all } i \in\{1,2, \ldots, n\}\end{cases}
$$

Let $x^{*}$ be a fixed point of the Lotka-Volterra equations. Let $I$ be the set of indices such that $i \in I$ if $x_{i}^{*}=0$. We can rewrite condition (8) as

$$
x_{i}=\left(-A^{\prime-1} r^{\prime}\right)_{i} \text { for all } i \notin I
$$

where $A^{\prime}$ is the submatrix of the matrix $A$, obtained by removing rows and columns $i \in I$, and $r^{\prime}$ is the vector obtained by removing indices $i \in I$ from $r$.

Example 4.3.3. We look at the Lotka-Volterra system with interaction matrix $A$ and parameter $r$ given by

$$
A=\left(\begin{array}{ll}
1 & 2 \\
3 & 4
\end{array}\right), r=\binom{1}{1}
$$

One can calculate the fixed points by solving

$$
\binom{\frac{d x_{1}}{d t}}{\frac{d x_{2}}{d t}}=\binom{x_{1}\left(1+x_{1}+2 x_{2}\right)}{x_{2}\left(1+3 x_{1}+4 x_{2}\right)} .
$$

This gives the fixed points

$$
x_{1}^{*}=(0,0), x_{2}^{*}=(0,-1 / 4), x_{3}^{*}=(-1,0), x_{4}^{*}=(1,-1)
$$

Note we have $2^{2}=4$ different fixed points. Also, we can see that the unique fixed point given by $x_{4}^{*}=-A^{-1} 1$ is not feasible since it lies outside the positive quadrant.

### 4.3.2 Jacobian matrix

Classification of the stability of fixed points can be done by finding the Jacobian of the system.
Lemma 4.3.4 (Jacobian of Lotka-Volterra equations). The Jacobian of the Lotka-Volterra system with interaction matrix $A$ and parameter $r$ is given by

$$
\begin{equation*}
J(x)=\operatorname{diag}(r)+\operatorname{diag}(x) A+\operatorname{diag}(A x) \tag{9}
\end{equation*}
$$

Proof. Assume $i=j$. We calculate

$$
\begin{aligned}
J_{i i} & =\frac{d}{d x_{i}} \frac{d x_{i}}{d t} \\
& =\frac{d}{d x_{i}}\left(x_{i}\left(r_{i}+(A x)_{i}\right)\right) \\
& =r_{i}+(A x)_{i}+x_{i} A_{i i}
\end{aligned}
$$

Assume $i \neq j$. We calculate

$$
\begin{aligned}
J_{i j} & =\frac{d}{d x_{j}} \frac{d x_{i}}{d t} \\
& =\frac{d}{d x_{j}}\left(x_{i}\left(r_{i}+(A x)_{i}\right)\right) \\
& =x_{i} \frac{d}{d x_{j}}\left(r_{i}+(A x)_{i}\right) \\
& =x_{i} A_{i j}
\end{aligned}
$$

In clean notation, this becomes

$$
J(x)=\operatorname{diag}(r)+\operatorname{diag}(x) A+\operatorname{diag}(A x)
$$

We have already seen that there is a fixed point given by $x^{*}=-A^{-1} r$, the Jacobian evaluated at this point has a special form.
Lemma 4.3.5 (Jacobian of feasible fixed point). Let A be invertible. The Jacobian of the Lotka-Volterra system with interaction matrix $A$ and parameter $r$, evaluated at $x^{*}$, is given by

$$
\begin{equation*}
J\left(x^{*}\right)=\operatorname{diag}\left(-A^{-1} r\right) A \tag{10}
\end{equation*}
$$

Proof. We can plug in the fixed point $x^{*}=-A^{-1} r$ into the equation derived in Lemma 4.3.4

$$
\begin{aligned}
J\left(A^{-1} r\right) & =\operatorname{diag}(r)+\operatorname{diag}\left(-A^{-1} r\right) A+\operatorname{diag}\left(-A A^{-1} r\right) \\
& =\operatorname{diag}(r)+\operatorname{diag}\left(-A^{-1} r\right) A-\operatorname{diag}(r) \\
& =\operatorname{diag}\left(-A^{-1} r\right) A .
\end{aligned}
$$

This completes the proof.

## 5 Lotka-Volterra equations for solving MIS problem

In Section 3 and Section 4 , we introduced the MIS problem and the Lotka-Volterra equations. At first sight, these subjects do not seem to have much in common. It turns out however, that we can use the Lotka-Volterra equations to find maximal independent sets in a graph. One can do this by choosing appropriate parameters. In this section we discuss how to do this. We prove the Lotka-Volterra equations indeed converge to a maximal independent set.
The idea of using a set of differential equations to solve a combinatorial optimization problem has been used before. In 1996, Bomze et al [9] showed one can use the replicator equations we discussed in Section 4.3 to determine a maximal clique in a graph. As shown in Section 3.4 . we can transform a maximal clique to a maximal independent set by looking at the complement graph. In this section we show, independently from |9| and based on different principles, that the Lotka-Volterra equations can be used to directly determine this maximal independent set.

First, we state the main theorem of this section and we spend time proving it. Finally, we discuss the implications of this theorem more specifically for regular graphs and complete graphs.

The main theorem of this section states we can use the adjacency matrix of a graph, together with the LotkaVolterra equations to determine a maximal independent set in the graph.
Theorem 5.0.1 ${ }^{\star}$ (Main Theorem). Let $G=(V, E)$ be a simple graph of size $n$ with adjacency matrix $A^{0}$. Let $\tau>1$ and $A=-\left(\tau A^{0}+\mathbb{I}\right)$. Let $x(t)$ be the trajectory of the Lotka-Volterra equations with interaction matrix $A$, parameter $r=\mathbf{1}$ and initial condition $x_{0} \in(0,1)^{n}$. Then $x^{*}:=\lim _{t \rightarrow \infty} x(t)$ exists and the set $\left\{v_{i} \in V: x_{i}^{*}=1\right\}$ is a maximal independent set of $G$.

Note that this statement depends on a parameter $\tau>1$. We see later there exists other bounds for $\tau$ if we only consider certain types of graphs. To simplify notation, we assume that $x_{0}$ is not a fixed point in the rest of this section.

### 5.1 Ecological heuristic

The Lotka-Volterra equations have ecological meaning, as discussed in Section 4 By taking the interaction matrix $A=-\left(\tau A^{0}+\mathbb{I}\right)$, we implicitly define an ecological system.
This ecological system consists of $n$ species, associated to the vertices of the graph, that all have the same negative effect on the neighboring species, given by the interaction strength $\tau$. One can compare this situation to an ecological system consisting of different species fighting for the same resources. Figure 5.1 shows the corresponding ecological food web.


Figure 5.1: Three species fighting for the same resources with negative interaction strength $\tau$.

The interaction matrix also has values minus one on the diagonal. This represents the negative effect a species has on itself. If the size of a species grows too much, the maximum food capacity is reached and there will not be enough food for everyone. Since we only consider undirected graphs, we consider ecological systems where species $X$ has an effect on species $Y$ when species $Y$ also has an effect on species $X$.
Theorem 5.0.1* tells us that if we let this ecological system go on for a long time, every species either dies out, or ends up in a state without any competition.

### 5.2 Matrix Theory

We first need some definitions and lemmas to help us with the proof.

Definition 5.2.1 (Positive/Negative definite). A $n \times n$ hermitian matrix $A$ is called negative definite if $x^{*} A x<0$ for all nonzero complex vectors $x \in \mathbb{C}^{n}$. In the case of a real matrix $A$, this condition simplifies to $x^{T} A x<0$ for all nonzero real vectors $x \in \mathbb{R}^{n}$. A positive definite matrix is defined as $x^{*} A x>0$ for all nonzero complex vectors $x \in \mathbb{C}^{n}$ and if $A$ is real $x^{T} A x>0$ for all nonzero real vectors $x \in \mathbb{R}^{n}$.

Lemma 5.2.2. For a real symmetric matrix $A$ and diagonal matrix $D$ with positive diagonal elements, the eigenvalues of $D A$ are the same as those of $D^{1 / 2} A D^{1 / 2}$, where $D^{1 / 2}$ fulfills the property $D^{1 / 2} D^{1 / 2}=D$.

Proof. We can rewrite

$$
\begin{aligned}
\operatorname{det}(D A-\lambda \mathbb{I}) & =\operatorname{det}\left(D^{1 / 2}\left[D^{1 / 2} A D^{1 / 2}-\lambda \mathbb{I}\right] D^{-1 / 2}\right) \\
& =\operatorname{det}\left(D^{1 / 2}\right) \cdot \operatorname{det}\left(D^{1 / 2} A D^{1 / 2}-\lambda \mathbb{I}\right) \cdot \operatorname{det}\left(D^{-1 / 2}\right)
\end{aligned}
$$

So solving $\operatorname{det}(D A-\lambda \mathbb{I})=0$ has the same solutions as solving $\operatorname{det}\left(D^{1 / 2} A D^{1 / 2}-\lambda \mathbb{I}\right)=0$. Hence, $D A$ and $D^{1 / 2} A D^{1 / 2}$ have the same eigenvalues.

To prove a matrix is not negative definite, we later introduce Sylvester's criterion. To use this theorem, we need some prerequisites concerning matrix minors.

Definition 5.2.3 (Minor). Let $A$ be a $m \times n$ matrix and $k$ an integer with $0<k<m, n$. A $k \times k$ minor of $A$ is the $k \times k$ matrix obtained from $A$ by deleting $m-k$ rows and $n-k$ columns.
Definition 5.2.4 (Principal minor). If rows and columns with the same indices remain unremoved, we call the minor a principal minor.

Definition 5.2.5 (Leading principal minor). If a principal minor is a square upper-left submatrix of the larger matrix, the principal minor is called a leading principal minor. For a $n \times n$ square matrix, there are $n$ leading principal minors.
Example 5.2.6. We show all the minors of the matrix $A=\left(\begin{array}{lll}1 & 2 & 3 \\ 4 & 5 & 6 \\ 7 & 8 & 9\end{array}\right)$.

| $1 \times 1$ minors | $2 \times 2$ minors | $3 \times 3$ minors |
| :---: | :---: | :---: |
| $(1)^{*}$ | $\left(\begin{array}{ll}5 & 6 \\ 8 & 9\end{array}\right)$ | $\left(\begin{array}{lll}1 & 2 & 3 \\ 4 & 5 & 6 \\ 7 & 8 & 9\end{array}\right) *$ |
| $(2)$ | $\left(\begin{array}{ll}4 & 6 \\ 7 & 9\end{array}\right)$ |  |
| $(3)$ | $\left(\begin{array}{ll}4 & 5 \\ 7 & 8 \\ 2 & 3 \\ 8 & 9\end{array}\right)$ |  |
| $(4)$ | $\left(\begin{array}{ll}1 & 3 \\ 7 & 9\end{array}\right)$ |  |
| $(5)$ | $\left(\begin{array}{ll}1 & 2 \\ 7 & 8\end{array}\right)$ |  |
| $(6)$ | $\left(\begin{array}{ll}2 & 3 \\ 5 & 6\end{array}\right)$ |  |
| $(7)$ | $\left(\begin{array}{ll}1 & 3 \\ 4 & 6\end{array}\right)$ |  |
| $(8)$ | $\left(\begin{array}{ll}1 & 2 \\ 4 & 5\end{array}\right) *$ |  |
| $(9)$ |  |  |

Figure 5.2: Minors of a matrix. Principal minors are colored red. Leading principal minors are denoted with an asterisk.

Note the principal minors are a subset of all minors. In the same way, the leading principal minors are a subset of all principal minors.

Lemma 5.2.7 (Sylvester's criterion [19]). An $n \times n$ Hermitian matrix $A$ is positive definite if and only if all of the leading principal minors have positive determinant.

Lemma 5.2.8 (Adapted Sylvester's criterion). An $n \times n$ Hermitian matrix $A$ is negative definite if and only if the determinant of the leading principal minor of size $k$ has sign $(-1)^{k}$.

Proof. Assume $A$ is negative definite. Then $-A$ is positive definite. For every principal leading minor $d_{k}^{-A}$ of size $k$ of the matrix $-A$, we know $\operatorname{det}\left(d_{k}^{-A}\right)>0$. Note the leading principal minor of size $k$ of $A$ is given by $d_{k}^{A}=-d_{k}^{-A}$. Calculating the determinant gives

$$
\operatorname{det}\left(d_{k}^{A}\right)=\operatorname{det}\left(-d_{k}^{-A}\right)=(-1)^{k} \operatorname{det}\left(d_{k}^{-A}\right)
$$

This expression is positive when $k$ is even and negative when $k$ is odd.
Proof in the other direction can be done in the same way.

### 5.3 Stability of the feasible fixed point

In this section, we use $n$ to denote the number of Lotka-Volterra equations and the size of a graph. We have seen in Section 4.3.1 that the $n$-dimensional Lotka-Volterra equations generally have $2^{n}$ fixed points. Not all these points are interesting if we consider the ecological context of the system. The following lemma shows that for appropriate initial conditions, we can discard a lot of fixed points.

Lemma 5.3.1 ${ }^{\star}$ (Prison Lemma). Let $x(t), t \in \mathbb{R}_{\geq 0}$ denote the trajectory of the $n$-dimensional Lotka-Volterra equations with $A=-\left(\tau A^{0}+\mathbb{I}\right)$ and $\mathbf{r}=1$. Let $x_{0}$ denote the initial condition of the system. If $x_{0} \in[0,1]^{n}$, then $x(t) \in[0,1]^{n}$ for all $t \in \mathbb{R}$.

Proof. We know by Lemma 4.2 .3 the trajectory will never leave $\mathbb{R}_{\geq 0}^{n}$. Let $i \in[n]$ and $x \in[0,1]^{n}$. Then

$$
\begin{aligned}
\left.\frac{d x_{i}}{d t}\right|_{x_{i}=1} & =\left.x_{i}\left[1-(A x)_{i}\right]\right|_{x_{i}=1} \\
& =x_{i}-x_{i} A_{i i} x_{i}-\left.x_{i} \tau \sum_{j \neq i} A_{i j}^{0} x_{j}\right|_{x_{i}=1} \\
& =1-1-\tau \sum_{j \neq i} A_{i j}^{0} x_{j} \\
& =-\tau \sum_{j \neq i} A_{i j}^{0} x_{j} \leq 0
\end{aligned}
$$

So, if the trajectory starts inside the unit hypercube, it stays inside the unit hypercube.
Because of Lemma 5.3.1*, we know we can never reach a fixed point $x^{*}$ if $x^{*} \notin[0,1]^{n}$. Therefore, if we assume that $x_{0} \in(0,1)^{n}$, we can assume without loss of generality that $x^{*}$ is inside the unit hypercube. First we assume that $x^{*}$ satisfies $A x^{*}=1$ and $0<x^{*}<1$ component-wise. We will determine the Jacobian evaluated at the point $x^{*}$. We show that when $\tau>1$, this Jacobian has an eigenvalue $\lambda$ such that $\operatorname{Re}(\lambda)$ is bigger than zero. From this, we can conclude $x^{*}$ is an unstable fixed point [37].

Lemma 5.3.2^. Let $\tau>1$. If $0<x_{k}^{*}<1$ for some $k \in[n]$, then there exists some $v_{l} \in N\left(v_{k}\right)$ such that $0<x_{l}^{*}<1$. By $N\left(v_{k}\right)$ we denote the neighborhood of a vertex $v_{k}$ as discussed in Section 1.

Proof. We know $x_{k}^{*}$ obeys the relation $\left(A x^{*}\right)_{k}=1$. Rewriting it gives

$$
\begin{aligned}
\left(A x^{*}\right)_{k} & =\sum_{j \in[n]} A_{k j} x_{j}^{*} \\
& =x_{k}^{*}+\tau \sum_{j \neq k} A_{k j}^{0} x_{j}^{*} \\
& =x_{k}^{*}+\tau \sum_{j: v_{j} \in N\left(v_{k}\right)} x_{j}^{*} .
\end{aligned}
$$

Since $0<x_{k}^{*}<1$, we know $0<\tau \sum_{j: v_{j} \in N\left(v_{k}\right)} x_{j}^{*}<1$. Because $\tau>1$, we must have $0<x_{l}^{*}<1$ for some $l \in\left\{i: v_{i} \in N\left(v_{k}\right)\right\}$.

Lemma 5.3.3 ${ }^{\star}$. Let $x^{*}$ satisfy $A x^{*}=1$ and $0<x^{*}<1$ component-wise. For $\tau>1$, the Jacobian evaluated at $x^{*}$ has an eigenvalue with positive real part. Hence, $x^{*}$ is an unstable fixed point.

Proof. By Lemma 4.3.4. we know the Jacobian is given by

$$
J\left(x^{*}\right)=\operatorname{diag}\left(x^{*}\right) A
$$

As shown in Lemma5.2.2. we know the spectrum of $J\left(x^{*}\right)$ coincides with the spectrum of

$$
M\left(x^{*}\right)=\operatorname{diag}\left(x^{*}\right)^{1 / 2} \operatorname{Adiag}\left(x^{*}\right)^{1 / 2}
$$

Since this is a symmetric and real matrix, we know by Lemma 1.3.2 that all eigenvalues of $J\left(x^{*}\right)$ are real.
For $i \neq j$ we can write out the Jacobian elements explicitly as

$$
J\left(x^{*}\right)_{i i}=-x_{i}^{*} \text { and } J\left(x^{*}\right)_{i j}=-\tau A_{i j}^{0} x_{i}^{*}
$$

By assumption, $0<x_{k}^{*}<1$ for some $k \in[n]$. Hence, by Lemma 5.3.2* there exists some $l \in\left\{i: v_{i} \in N\left(v_{k}\right)\right\}$, such that $x_{l}^{*} \in(0,1)$. We can rewrite the Jacobian so that row/column $k$ becomes the first row/column and row / column $l$ becomes the second row/column. Without loss of generality we can assume $k=1$ and $l=2$. This gives the matrix elements

$$
\begin{aligned}
& J\left(x^{*}\right)_{11}=-x_{1}^{*} \\
& J\left(x^{*}\right)_{22}=-x_{2}^{*} \\
& J\left(x^{*}\right)_{12}=-\tau x_{1}^{*} \\
& J\left(x^{*}\right)_{21}=-\tau x_{2}^{*}
\end{aligned}
$$

We use the Adapted Sylvester's criterion on the hermitian matrix $M=\operatorname{diag}\left(x^{*}\right)^{1 / 2} \operatorname{Adiag}\left(x^{*}\right)^{1 / 2}$. Note

$$
\begin{aligned}
& M\left(x^{*}\right)_{11}=-x_{1}^{*}, \\
& M\left(x^{*}\right)_{22}=-x_{2}^{*} \\
& M\left(x^{*}\right)_{12}=-\tau x_{1}^{* 1 / 2} x_{2}^{* 1 / 2}, \\
& M\left(x^{*}\right)_{21}=-\tau x_{1}^{* 1 / 2} x_{2}^{* 1 / 2} .
\end{aligned}
$$

The determinant of the $2 \times 2$ leading principal minor of $M$ is given by

$$
M_{11} M_{22}-M_{12} M_{21}=x_{1}^{*} x_{2}^{*}-\tau^{2} x_{1}^{*} x_{2}^{*}
$$

By the Adapted Sylvester's criterion we know $M$ is not negative definite if $x_{1}^{*} x_{2}^{*}-\tau^{2} x_{1}^{*} x_{2}^{*}<0$. Solving gives $\tau>1$.

Therefore, we know $J\left(x^{*}\right)$ must have a positive eigenvalue. Hence, $x^{*}$ is unstable.
Lemma 5.3.4. The point $x^{*}=\lim _{t \rightarrow \infty} x(t)$ exists for every initial condition $x_{0} \in(0,1)^{n}$ and lies on a corner of the unit hypercube.

Proof. In the proof of Theorem $5.3 .3^{\star}$. we showed that all eigenvalues of $J\left(x^{*}\right)$ are real if $x^{*}$ obeys $A x^{*}=\mathbf{1}$. Since all eigenvalues are real and there exists an eigenvalue with positive real part, we know $x^{*}$ must be hyperbolic and unstable. Therefore, $x^{*}$ must be on the corner of the unit hypercube. Since we can never leave the unit hypercube if we start inside it, we know oscillatory behavior around $x^{*}$ can not occur. Therefore, we know $x^{*}=\lim _{t \rightarrow \infty} x(t)$ exists and is a point on the corner of the unit hypercube.

### 5.4 Stability of fixed points with extinction

Before we have seen that for $\tau$ large enough, the fixed point $x^{*}$ given by $A x^{*}=\mathbf{1}$ is unstable if it is not on a corner of the unit hypercube. We have seen in Section 4.3.1 that the Lotka-Volterra equations have $2^{n}$ different fixed points, because for every $i \in[n]$, we have either

$$
x_{i}^{*}=0 \text { or }\left(A x^{*}\right)_{i}=1
$$

Recall that we have shown in Lemma 4.3.4 that the Jacobian of the system is given by

$$
J(x)=\mathbb{I}-\operatorname{diag}(x) A-\operatorname{diag}(A x)
$$

Let $x \in[0,1]^{n}$ be a point inside the unit hypercube. Define $I=\left\{i \in[n]: x_{i}=0\right\}$. We can write the Jacobian evaluated at $x$ in a special way.

- For $i \in I, j \notin I$;

$$
J(x)_{i j}=0
$$

- For $i \in I, j \in I$;

$$
\begin{aligned}
J(x)_{i j} & =\mathbb{1}_{\{i=j\}}-\mathbb{1}_{\{i=j\}} \sum_{k=1}^{n} A_{i k} x_{k} \\
& =\mathbb{1}_{\{i=j\}}\left(1-\sum_{k=1}^{n} A_{i k} x_{k}\right)
\end{aligned}
$$

- For $i \notin I, j \notin I$;

$$
\begin{aligned}
J(x)_{i j} & =\mathbb{1}_{\{i=j\}}-x_{i} A_{i j}-\mathbb{1}_{\{i=j\}} \sum_{k=1}^{n} A_{i k} x_{k} \\
& =\mathbb{1}_{\{i=j\}}-x_{i} A_{i j}-\mathbb{1}_{\{i=j\}} \sum_{k \notin I} A_{i k} x_{k} \\
& =J^{\prime}(x) .
\end{aligned}
$$

We denote by $A^{\prime}$ the matrix $A$ where we remove all rows and columns corresponding to indices in $I$. In the same way, $J^{\prime}$ corresponds to the resulting Jacobian.

- For $i \notin I, j \in I$;

$$
\begin{aligned}
J(x) & =\mathbb{1}_{\{i=j\}}-x_{i} A_{i j}-\mathbb{1}_{\{i=j\}} \sum_{k=1}^{n} A_{i k} x_{k} \\
& =-x_{i} A_{i j}
\end{aligned}
$$

We can reorder our terms so that $x_{i}=0$ for $i \in\{l+1, \ldots, n\}$, where $l=n-|I|$. We can thus rewrite the Jacobian as

$$
J(x)=\left(\begin{array}{cc}
J^{\prime} & {\left[-x_{i} A_{i j}\right]_{i, j \notin I}}  \tag{11}\\
0 & \operatorname{diag}\left(1-\sum_{k=1}^{n} A_{i k} x_{k}\right)
\end{array}\right)
$$

Lemma 5.4.1 ${ }^{\star}$. Let $x^{*}:=\lim _{t \rightarrow \infty} x(t)$ be a fixed point of the system described in Theorem 5.0.1* If $x^{*}$ is on a corner of the unit hypercube, then for every $i \in[n]$ such that $x_{i}^{*}=0$, there exists a index $k \in\left\{j: v_{j} \in \overline{N\left(v_{i}\right)}\right\}$ such that $x_{k}^{*}=1$.

Proof. Let $I=\left\{i \in[n]: x_{i}^{*}=0\right\}$. We know the Jacobian is given by Equation 11 .
To determine stability of the fixed point, we want to determine the eigenvalues of the Jacobian evaluated at the fixed point.

$$
\begin{aligned}
\operatorname{det}\left(J_{i j}\left(x^{*}\right)-\lambda \mathbb{I}\right) & =\operatorname{det}\left(\begin{array}{cc}
J^{\prime}-\lambda \mathbb{I} & -x_{i}^{*} A_{i j} \\
0 & \operatorname{diag}\left(1-\sum_{k=1}^{n} A_{i k} x_{k}^{*}-\lambda\right)
\end{array}\right) \\
& =\operatorname{det}\left(J^{\prime}-\lambda \mathbb{I}\right) \operatorname{det}\left(\operatorname{diag}\left(1-\sum_{k=1}^{n} A_{i k} x_{k}^{*}-\lambda\right)\right) \\
& =\operatorname{det}\left(J^{\prime}-\lambda \mathbb{I}\right) \prod_{i=l+1}^{n}\left(1-\sum_{k=1}^{n} A_{i k} x_{k}^{*}-\lambda\right)
\end{aligned}
$$

Therefore, we know eigenvalues $\lambda_{i}, i \in\{l+1$, dots, $n\}=I$, are given by

$$
\begin{aligned}
\lambda_{i} & =1-\sum_{k=1}^{n} A^{i k} x_{k}^{*} \\
& =1-x_{i}^{*}-\tau \sum_{k \neq i} A_{i k}^{0} x_{k}^{*} \\
& =1-\tau \sum_{k \neq i} A_{i k}^{0} x_{k}^{*} \\
& =1-\tau \sum_{k: v_{k} \in N\left(v_{i}\right)} x_{k}^{*} .
\end{aligned}
$$

For every $i \in I$, we see there exists an eigenvalue given by

$$
\lambda_{i}=1-\tau \sum_{k: v_{k} \in N\left(v_{i}\right)} x_{k}^{*}
$$

Assume that for some $v_{i} \in V$, we have $\left\{k: v_{k} \in N\left(v_{i}\right)\right\} \subseteq I$. This gives

$$
\lambda_{i}=1-0=1
$$

So in this case $x^{*}$ can never be a stable fixed point. Therefore, we must have $\left\{k: v_{k} \in N\left(v_{i}\right)\right\} \not \subset I$. Hence, there exists some $v_{k} \in N\left(v_{i}\right)$ such that $x_{k}^{*}>0$. Since $x^{*}$ lies on a corner of the unit hypercube, we know that $x_{k}^{*}=1$.

Lemma 5.4.2${ }^{\star}$. If $x^{*}:=\lim _{t \rightarrow \infty} x(t)$ is on the corner of the unit hypercube, then the support of $x^{*}$ corresponds to an independent set in the underlying graph.

Proof. We know that for every $i \in[n], x_{i}^{*}$ is either equal to zero or has to obey the equation $\left(A x^{*}\right)_{i}=1$. Let $k \in[n]$ be such that $x_{k}^{*}=1$. Rewriting gives

$$
\begin{aligned}
\left(A x^{*}\right)_{k} & =\sum_{j \in[n]} A_{k j} x_{j}^{*} \\
& =x_{k}^{*}+\tau \sum_{j \neq k} A_{k j}^{0} x_{j}^{*} \\
& =1+\tau \sum_{j: v_{j} \in N\left(v_{k}\right)} x_{j}^{*} .
\end{aligned}
$$

Since this has to equal one, we know $x_{j}^{*}=0$ for all $j \in\left\{i: v_{i} \in N\left(v_{k}\right)\right\}$. Hence, $\left\{v_{i}: x_{i}^{*}=1\right\}$ is an independent set in the underlying graph.

For $\tau>1$, it follows from Lemma $5.3 .3^{\star}$ that $\lim _{t \rightarrow \infty} x(t)$ is a point on a corner of the unit hypercube. Therefore, Lemma $5.4 .2^{\star}$ gives the corresponding set in the graph is an independent set. Using Lemma 5.4.1* we know this set is also a maximal independent set. This completes the proof of Main Theorem 5.0.1*
In Figure5.3. we have plotted trajectories of the Lotka-Volterra equations. For $\tau$ equal to 0.7, we see the trajectories do not converge to a corner of the unit hypercube. For $\tau$ equal to 1.1 we see that the trajectories do converge to a corner of the unit hypercube. We have just proven that the set of variables that converge to one correspond to a maximal independent set in the underlying graph.


Figure 5.3: Trajectories of the Lotka-Volterra equations with $A=-\left(\tau A^{0}+\mathbb{I}\right), r=\mathbf{1}$ and random initial condition $x_{0} \in(0,1)^{n}$. The matrix $A^{0}$ is the adjacency matrix of a connected graph of size $n=40$.

### 5.5 Regular Graphs

In the proof of Main Theorem 5.0.1*, we showed that $\tau>1$ is a lower bound for convergence of the system to a maximal independent set. In the case of regular graphs, we are able to specify this bound more clearly.

### 5.5.1 Fixed points

In Lemma 1.6.1, we have already seen that for regular graphs, the vector $\mathbf{1}$ is an eigenvector of the adjacency matrix. Using this, we can specify the interior fixed point $x^{*}=-A^{-1} \mathbf{1}$.
Lemma 5.5.1 ${ }^{\star}$. Let $G$ be a regular graph with constant degree $d$ and adjacency matrix $A^{0}$. The feasible fixed point of the Lotka-Volterra equations with $A=-\left(\tau A^{0}+\mathbb{I}\right)$ and $r=\mathbf{1}$ is given by

$$
\begin{equation*}
x_{i}^{*}=\frac{1}{\tau d+1} \text { for all } i \in[n] \tag{12}
\end{equation*}
$$

Proof. We know from Lemma 1.6.1 that $A^{0}$ has eigenvalue $d$ corresponding to eigenvector 1 .
Note if $\lambda$ is an eigenvalue of $A$, then $\lambda^{-1}$ is an eigenvalue of $A^{-1}$. Since $A=-\left(\tau A^{0}+\mathbb{I}\right)$, we know $-(\tau d+1)$ is an eigenvalue of $A$. Therefore, $\frac{-1}{\tau d+1}$ is an eigenvalue of $A^{-1}$ with eigenvector $\mathbf{1}$. So we have

$$
-A^{-1} \mathbf{1}=\frac{1}{\tau d+1} \mathbf{1}
$$

This completes the proof.

### 5.5.2 Stability

We have already shown in Lemma 4.3.5 that the Jacobian of the Lotka-Volterra equations, evaluated at $x^{*}=$ $-A^{-1} \mathbf{1}$, is given by

$$
J\left(x^{*}\right)=\operatorname{diag}\left(x^{*}\right) A
$$

In the case of a regular graph, we know by Lemma 5.5.1* that $x^{*}$ is a constant vector. This gives rise to the following lemma.
Lemma 5.5.2* (Jacobian of regular graph). Let $G$ be a regular graph with constant degree $d$. Let $\lambda$ be an eigenvalue in the spectrum of $G$. Then the value

$$
\begin{equation*}
T(\lambda)=-\frac{\tau \lambda+1}{\tau d+1} \tag{13}
\end{equation*}
$$

is an eigenvalue of $J\left(x^{*}\right)$. Where $J\left(x^{*}\right)$ is the Jacobian of the Lotka-Volterra equations evaluated at $x^{*}=A^{-1} \mathbf{1}$.
Proof. Let $\lambda$ be an eigenvalue of $A^{0}$ with eigenvector $v$. Note

$$
\begin{aligned}
J\left(x^{*}\right) v & =\operatorname{diag}\left(x^{*}\right) A v \\
& =\operatorname{diag}\left(\frac{1}{\tau d+1}\right) A v \\
& =-\operatorname{diag}\left(\frac{1}{\tau d+1}\right)(\tau \lambda+1) v \\
& =-\frac{\tau \lambda+1}{\tau d+1} v
\end{aligned}
$$



Figure 5.4: Density plot of the spectrum of a 3-regular graph of size 5000. The black line is a plot of the McKay distribution for degree 3.


Figure 5.5: Density plot of the spectrum of the Jacobian evaluated at the feasible fixed point $x^{*}$ given by $A x^{*}=\mathbf{1}$. The black line is a plot of the transformed McKay distribution for degree 3.

It follows from the McKay distribution properties (Section 2.2 that almost surely every eigenvalue $\lambda$ of a $d$-regular graph obeys the bound

$$
-2 \sqrt{d-1} \leq \lambda \leq d
$$

Using the transformation above, we know the eigenvalues of $J\left(x^{*}\right)$ almost surely obey the bound

$$
\begin{aligned}
T(d) & \leq \lambda \leq T(-2 \sqrt{d-1}) \\
-1 & \leq \lambda \leq-\frac{-2 \tau \sqrt{d-1}+1}{\tau d+1}
\end{aligned}
$$

So, for $\tau<\frac{1}{2 \sqrt{d-1}}$, the interior fixed point is almost always stable. For $\frac{1}{2 \sqrt{d-1}}<\tau<1$, one can use this expression to calculate the probability that the interior fixed point is stable.

### 5.6 Complete Graphs

For complete graphs we can show the lower bound $\tau>1$ is necessary for convergence to a maximal independent set. That is, for every $\tau \leq 1$, this convergence will not occur.

### 5.6.1 Fixed points

Note that every complete graph is also a regular graph. Hence, the interior fixed point is given by

$$
\begin{equation*}
x^{*}=\frac{1}{\tau d+1}=\frac{1}{\tau(n-1)+1} \tag{14}
\end{equation*}
$$

### 5.6.2 Stability

To determine stability of the interior fixed point, we again use the Adapted Sylvester's criterion (Lemma 5.2.8). We also use the following lemma.
Lemma 5.6.1 (Determinant complete graph). Let the matrix $A \in \mathbb{R}^{n \times n}$ be given by

$$
A_{i j}= \begin{cases}a & \text { if } i=j \\ b & \text { if } i \neq j\end{cases}
$$

Then $\operatorname{det}(A)=(a+(n-1) b)(a-b)^{n-1}$.
Proof. Note the determinant of a matrix is invariant under row manipulation. Using the column operation $C_{1} \leftarrow$ $\sum_{j=1}^{n} C_{j}$, we get a matrix with $a-(n-1) b$ on the first column. Note

$$
\left(\begin{array}{cccc}
a+(n-1) b & b & \ldots & b \\
a+(n-1) b & a & \ldots & b \\
a+(n-1) b & b & \ldots & b \\
\vdots & \vdots & \ddots & \vdots \\
a+(n-1) b & b & \ldots & a
\end{array}\right)=\left(\begin{array}{ccccc}
1 & b & b & \ldots & b \\
1 & a & b & \ldots & b \\
1 & b & a & & \vdots \\
\vdots & \vdots & & \ddots & \vdots \\
1 & b & \ldots & \ldots & a
\end{array}\right)\left(\begin{array}{cccc}
a+(n-1) b & 0 & \ldots & 0 \\
0 & 1 & \ldots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \ldots & 1
\end{array}\right)
$$

So we have

$$
\begin{aligned}
\left|\begin{array}{cccc}
a+(n-1) b & b & \ldots & b \\
a+(n-1) b & a & \ldots & b \\
a+(n-1) b & b & \ldots & b \\
\vdots & \vdots & & \vdots \\
a+(n-1) b & b & \ldots & a
\end{array}\right| & =(a+(n-1) b)\left|\begin{array}{ccccc}
1 & 0 & 0 & \ldots & 0 \\
1 & a-b & 0 & \ldots & 0 \\
\vdots & 0 & a-b & & \vdots \\
\vdots & \vdots & & \ddots & \vdots \\
1 & 0 & \ldots & \ldots & a-b
\end{array}\right| \\
& =(a+(n-1) b)(a-b)^{n-1} .
\end{aligned}
$$

This completes the proof.
Just as in the proof of Main Theorem 5.0.1*, we can use the Adapted Sylvester's criterion to determine stability of the feasible fixed point. Note for a complete graph we have

$$
J\left(x^{*}\right)=\left(\begin{array}{cccc}
-x & -\tau x & \ldots & -\tau x \\
-\tau x & -x & & \vdots \\
\vdots & & \ddots & \vdots \\
-\tau x & \ldots & \ldots & -x
\end{array}\right)
$$

where $x$ is given in Equation 14
So using Lemma 5.6.1. we can calculate the determinant

$$
\begin{aligned}
\operatorname{det}\left(J\left(x^{*}\right)\right) & =(-x+(n-1) \cdot-\tau x)(-x+\tau x)^{n-1} \\
& =x^{n}(-1)^{n}(1+\tau(n-1))(1-\tau)^{n-1} \\
& =\left(\frac{1}{\tau(n-1)+1}\right)^{n}(-1)^{n}(1+\tau(n-1))(1-\tau)^{n-1}
\end{aligned}
$$

We can distinguish between the following cases.

- $\tau=1$. In this case we know the determinant is always zero. Hence, we can not make conclusions on the stability of the fixed point.
- $n$ odd, $\tau \neq 0$. In this case, the determinant is always smaller than zero if $\tau>0$.
- $n$ even, $\tau<1$. In this case, the determinant is bigger than zero.
- $n$ even, $\tau>1$. In this case, the determinant is smaller than zero.

We see that $\tau=1$ is a bifurcation point of the system. So for complete graphs, we know $\tau=1$ is a strict lower bound for the Lotka-Volterra equations to converge to a maximal independent set.

## 6 Numerical Continuation Algorithm

In Section 5, we showed that for $\tau$ larger than one, the LV equations can be used to find maximal independent sets in a graph. To solve the MIS problem, we need to find a maximal independent set with maximum cardinality. Since there can be many different fixed points of the LV equations, we can use these equations to find multiple maximal independent sets in a graph. To find the maximum independent set in a graph, it is key to find the basin of attraction of all the fixed points that correspond to a maximum independent set.
One possible way of finding this basin of attraction is by trying many different initial states. Doing this could possibly result in a maximum independent set, but we can never be sure if this is indeed the largest possible maximal independent set. Trying many initial states is also computationally expensive for large graphs. This is because for a graph of size $n \in \mathbb{N}$, the initial state is in the domain $(0,1)^{n}$. This domain grows exponentially in the size of the graph.
In this section, we discuss a modification to the algorithm introduced in Section 5 . This modification avoids the initial value problem we just encountered. This happens at the cost of computation time. The algorithm we introduce here still does not solve the MIS problem, but numerically it performs better than the algorithm introduced in Section5

### 6.1 Numerical continuation

The algorithm we propose is inspired by the concept of numerical continuation. We discuss this concept here.
Numerical continuation describes the behavior of fixed points under the change of parameters in the underlying dynamical system. The easiest way to illustrate this is by an example.
Example 6.1.1 (Pitchfork bifurcation). We look at the dynamical system given by the ordinary differential equation

$$
\frac{d x}{d t}=r x-x^{3}
$$

where $r, x \in \mathbb{R}$. Determining fixed points gives

$$
\begin{aligned}
& x^{*}=0 \text { if } r<0, \text { and } \\
& x^{*}=0, x^{*}= \pm \sqrt{r} \text { if } r \geq 0
\end{aligned}
$$

The bifurcation diagram is drawn in Figure 6.1.


Figure 6.1: Bifurcation diagram of the function $\frac{d x}{d t}=r x-x^{3}$.

We see it depends on the parameter $r$ whether we have one or three fixed points. For $r>0$, we conclude from this analysis that if $x_{0}>0, x(t)$ converges to $\sqrt{r}$. But if $x_{0}<0, x(t)$ converges to $-\sqrt{r}$.

We see that when we follow the fixed points from $r=-1$ till $r=1$, we have two possible end states. Thus we know how the fixed point(s) change under perturbation of the parameter space.

### 6.2 Algorithm

Note that for $\tau$ equal to zero we have $A^{-1} \mathbf{1}=\mathbf{1}$. Inspired by the numerical continuation, we propose the following algorithm.

## Numerical continuation algorithm

1. Input: graph $G=(V, E)$ with $V=\left(v_{i}\right)_{i \in[n]}$ and parameter $\tau_{\text {step }} \in \mathbb{R}_{>0}$.
2. Let $\tau=0$ and $x^{*}=(1,1, \ldots, 1)$.
3. Increase $\tau$ by $\tau_{\text {step }}$ and run the Lotka-Volterra system for long time with $A=-\left(\tau A^{0}+\mathbb{I}\right), r=\mathbf{1}$ and $x_{0}=x^{*}$. Denote the fixed point obtained by $x^{*}$.
4. Keep returning to step 3 until $\tau>1$.
5. Return all vertices $v_{i}$ such that $x_{i}=1$.

Note this algorithm is following the behavior of the fixed point obtained for $x_{0}=(1,1, \ldots, 1)$. So instead of only increasing the time parameter in the system, we also slowly increase the interaction parameter $\tau$ in the system.

One of the difficulties with this algorithm is the step size $\tau_{\text {step }}$. We do not know when the stability of $A^{-1} 1$ will change in advance. Therefore, for this algorithm to perform properly, we need to use a very small step size. But a small step size results in a computationally expensive algorithm.
Numerically, the behavior of the fixed point is shown in Figure 6.2

### 6.3 Ecological heuristic

This modified algorithm has ecological meaning. Instead of letting the system run for some $\tau>1$, as we have done in Section 5, we now add extra information by taking into account all $\tau<1$.
Just as in Section 5, we are looking at an ecological system with negative interaction strength $\tau$ and self-limiting rate one. The difference is we are now looking at $\tau$ for which a species goes extinct. So instead of giving species an unfair chance of survival by choosing certain initial coordinates, we now give every species a fair chance of survival.


Figure 6.2: The minimum fixed point coordinate plotted against the interaction parameter $\tau$. Only coordinates that are bigger than $10^{-8}$ are taken into account. We have used a connected graph of size $n=17$. We see that for some values of $\tau$, at least one of the coordinates of $x^{*}$ converges to zero. One can interpret this as a species going extinct. On the lower plot, we have plotted the number of variables that are bigger than $10^{-8}$. We see that we end up with a maximal independent set of size 10 . We used a step size of $\tau_{\text {step }}=0.005$. Note that for $\tau>1$, all coordinates of the fixed point are either zero or one. This is also what we have shown in Section 5

It remains to determine the values of $\tau$ for which variables are converging to zero.

### 6.4 Bifurcation values

The algorithm depends on the nearest value $\tau^{*}$ such that the stability of the Jacobian evaluated at $-A^{-1} \mathbf{1}$ flips from stable to unstable. The hard part of the algorithm is finding these bifurcation values.
The Jacobian satisfies

$$
J\left(x^{*}\right)=\operatorname{diag}\left(x^{*}\right) A .
$$

The bifurcation happens exactly when $\lambda_{\max }\left(J\left(x^{*}\right)\right)=0$. This happens when $\operatorname{det}\left(J\left(x^{*}\right)\right)=0$. Rewriting gives $\operatorname{det}\left(\operatorname{diag}\left(x^{*}\right) A\right)=\operatorname{det}\left(\operatorname{diag}\left(x^{*}\right)\right) \operatorname{det}(A)$. This expression can be zero only in two cases.

1. $\operatorname{det}(A)=0$, or
2. $-A^{-1} 1 \notin(0,1)^{n}$.

Case 1 happens when $\operatorname{det}\left(\tau A^{0}+\mathbb{I}\right)=0$. This happens exactly when either

- $\tau=\frac{-1}{\lambda}$ for $\lambda>0$ in the spectrum of $A^{0}$, or
- $\tau=\frac{1}{|\lambda|}$ for $\lambda<0$ in the spectrum of $A^{0}$.

Note that $A^{0}$ always has positive and negative eigenvalues (Lemma 1.3.3.
Since we only consider positive values of $\tau$, the minimum $\tau$ for which $\operatorname{det}(A)=0$ is given by

$$
\begin{equation*}
\tau^{*}=\frac{1}{\left|\lambda_{\min }\left(A^{0}\right)\right|} \tag{15}
\end{equation*}
$$

### 6.4.1 Newton's method

For the second case where $x^{*}=A^{-1} \mathbf{1}$ has a coordinate that equals zero, we implement Newton's method. We use Newton's method with the functional

$$
\begin{aligned}
F: \mathbb{R}^{n} & \rightarrow \mathbb{R} \\
x^{*} & \mapsto \prod_{i \in[n]} x_{i}^{*} .
\end{aligned}
$$

Note that $F$ equals zero exactly when one of the coordinates of $x^{*}$ equals zero. We can calculate the derivative of this function as follows.

$$
\begin{aligned}
\frac{d F}{d \tau} & =\sum_{j \in[n]} \frac{\partial x_{j}^{*}}{\partial \tau} \frac{\partial}{\partial x_{j}^{*}} \prod_{i \in[n]} x_{i}^{*} \\
& =\sum_{j \in[n]} \frac{\partial x_{j}^{*}}{\partial \tau} \prod_{i \neq j} x_{i}^{*} .
\end{aligned}
$$

We can calculate $\frac{\partial}{\partial \tau} x^{*}$ as follows.

$$
\frac{\partial}{\partial \tau} x^{*}=\frac{\partial}{\partial \tau} A^{-1} 1 .
$$

Note that for a matrix $B(t)$, we have

$$
0=\frac{\partial}{\partial t} B(t) B(t)^{-1}=\left(\frac{\partial}{\partial t} B(t)\right) B(t)^{-1}+B(t)\left(\frac{\partial}{\partial t} B(t)^{-1}\right) .
$$

Therefore,

$$
\frac{\partial}{\partial t} B(t)^{-1}=-B(t)^{-1}\left(\frac{\partial}{\partial t} B(t)\right) B(t)^{-1} .
$$

For the matrix $A(\tau)$, this implies

$$
\frac{\partial}{\partial \tau} A^{-1}=-A^{-1} A^{0} A^{-1}
$$

So we know

$$
\frac{\partial}{\partial \tau} x^{*}=\frac{\partial}{\partial \tau} A^{-1} 1=-A^{-1} A^{0} A^{-1} 1 .
$$

Combining everything, we have

$$
\frac{d F}{d \tau}=\sum_{j \in[n]}\left(-A^{-1} A^{0} A^{-1} 1\right)_{j} \prod_{i \neq j} x_{i}^{*}
$$

With this derivative, we can use the Newton iteration procedure

$$
\tau_{n+1}=\tau_{n}-\frac{F\left(\tau_{n}\right)}{\frac{d}{d \tau} F\left(\tau_{n}\right)}
$$

We know the fixed point of this recursive equation satisfies $F\left(\tau_{n}\right)=0$.
Conjecture 6.4.1. The sequence $\left(\tau_{n}\right)_{n \in \mathbb{N}}$ converges monotonically to $\tau^{*}$ such that $F\left(\tau^{*}\right)=0$.

### 6.5 Algorithm speed up

We are going to reduce the computation time of the algorithm by skipping over the domain of $\tau$ where no bifurcation occurs. The following theorem tells us we can do this.
Theorem 6.5.1 (20, p.138]). If the nontrivial equilibrium $x^{*}=A^{-1} 1$ of the Lotka-Volterra equations is feasible and there exists a constant positive diagonal matrix $C$ such that $C A+A^{T} C$ is negative definite, then the Lotka-Volterra model is globally stable in the feasible region.
We know that on the domain $D$ where no bifurcation has occurred, we have for $\tau \in D$ both:

- $\tau<\frac{1}{\left|\lambda_{\min }\left(A^{0}\right)\right|}$ (by Equation 15 .
- $x^{*}=A^{-1} \mathbf{1}$ is feasible, that is $x^{*} \in(0,1)^{n}$.

By the first condition, we know $\lambda_{\max }(A)<0$, so $A$ is negative definite and therefore also $A+A^{T}$ is negative definite. The second condition tells us that we are in the feasible region. By Theorem 6.5.1. we know $A^{-1} \mathbf{1}$ is globally stable. Therefore, we can skip the integration steps where no bifurcation occurs.

### 6.6 Modified algorithm

We are only able to determine $\tau^{*}$ for the first bifurcation. The way to do this for the next bifurcation is by looking at the graph with the bifurcated vertices removed.

```
Algorithm 1 NumericalContinuationAlgorithm ( \(G, \epsilon_{\text {forward }}, \epsilon_{\text {backward }}\) )
Input: Graph \(G\) with vertex set \(V=\left(v_{i}\right)_{i \in\{1,2, \ldots, n\}}\), edge set \(E\) and adjacency matrix \(A^{0}\). Displacement parameters
    \(\epsilon_{\text {forward }}, \epsilon_{\text {backward }}>0\).
Output: Maximal independent set of \(G\)
    \(x_{\text {end }} \leftarrow(1,1, \ldots, 1)\).
    while \(|E|>0\) do
        \(\tau^{*} \leftarrow \inf \left\{\tau>0: \lambda_{\max }\left(J\left(\left(\tau A^{0}+\mathbb{I}\right)^{-1} 1\right)\right)=0\right\}\).
        \(x_{\text {start }} \leftarrow \lim _{t \rightarrow \infty} x(t)\), where \(x(t)\) is the trajectory of the LV equations with parameter \(\tau_{\text {start }}=\tau^{*}-\epsilon_{\text {backward }}\),
        \(A=-\left(\tau_{\text {start }} A^{0}+\mathbb{I}\right), r=\mathbf{1}\) and initial condition \(x_{\text {end }}\).
        \(x_{\text {end }} \leftarrow \lim _{t \rightarrow \infty} x(t)\), where \(x(t)\) is the trajectory of the LV equations with parameters \(\tau_{\text {end }}=\tau^{*}+\epsilon_{\text {forward }}\),
        \(A=-\left(\tau_{\text {end }} A^{0}+\mathbb{I}\right), r=\mathbf{1}\) and initial condition \(x_{\text {start }}\).
        Remove all vertices \(v_{i}\) such that \(\left(x_{\text {end }}\right)_{i}=0\) from the graph \(G\).
    end while
    return All vertices of \(G\) that have not converged to zero.
```


### 6.7 Algorithm with exceptions

There are some boundary cases for which Algorithm 1 does not perform correctly. We will discuss them here.

### 6.7.1 Regular graphs

In the case the graph is $d$-regular and we run the algorithm, no bifurcation will occur. We have already seen that the feasible fixed point of a regular graph is given by

$$
\begin{equation*}
x^{*}=\frac{1}{\tau d+1} \mathbf{1} \tag{16}
\end{equation*}
$$

If the initial state consists of a vector with all the same coordinates $c \in(0,1)$, then the dynamics are given by

$$
\frac{d x}{d t}=\operatorname{diag}(c)(\mathbf{1}-(\tau d+1) c)
$$

Hence, the trajectories will converge to constant $x_{i}^{*}=\frac{1}{\tau d+1} \mathbf{1}$ and no bifurcation will occur.

### 6.7.2 Other graphs

There also exists other graphs for which the fixed point remains feasible for all $\tau<1$. An example is the graph given in Figure 6.3


Figure 6.3: Line graph with four vertices.

These exceptions occur when the bifurcation happens due to $\operatorname{det}(A)$ becoming zero. If we have a symmetry in our graph, the algorithm can not choose which variable has to become zero. Therefore, we introduce a perturbation to the system when this happens. That is, we check if $\tau^{*}=\frac{1}{\left|\lambda_{\min }\left(A^{0}\right)\right|}$, and if so, we add a normally distributed number to $x_{\text {start }}$ such that we do not leave the unit hypercube. Based on the many simulations we have done, we formulate the following conjecture.
Conjecture 6.7.1. These exceptions only occur when $\operatorname{det}(A)=0$.

### 6.8 Exception induced by algorithm

The Continuation algorithm has an exception for which it does not work directly. An example of such an exception is given by the graph in Figure 6.4


Figure 6.4: Example of exception graph.

The variable corresponding to vertex $v_{7}$ will be the first one that will reach zero. Note that once a variable reaches zero, it never leaves zero. Therefore, we end up with the graph in Figure 6.5


Figure 6.5: Example of exception graph after the first time a variable reaches zero.

In this case we have three disconnected regular graphs. To determine which variables will converge to zero, we need to introduce a small perturbation. It could theoretically be that this results in the variables $v_{2}, v_{3}$ and $v_{5}$ converging to zero. In this case we end up with the graph in Figure 6.6


Figure 6.6: Example of exception graph after the algorithm is finished.

Note the algorithm does not return a maximal independent set since we can still add vertex $v_{1}$ to the output. We can solve this problem easily in the following way.

- Let $I$ be the set of vertices that the algorithm gives as output.
- For every vertex $v \in I$, remove $v$ from the graph as well as all the neighbors of $v$.
- Run the algorithm again on the resulting graph if it is not empty.
- Keep doing this until we get a maximal independent set as output.

Theorem 6.8.1. The continuation algorithm returns a maximal independent set.
Proof. Note the algorithm is removing vertices from the graph $G$. Since we keep on removing vertices until the graph is disconnected, we know the algorithm returns an independent set.
If the graph is not empty, we know the algorithm will remove at least one vertex. Therefore, if the exception above does occur, we can run the algorithm again to get a graph with less vertices than before. At some point we end up with an empty graph and we are done.

### 6.9 Final algorithm

Here we give a final description of the algorithm. Note that we have taken into account all the discussed exceptions.

```
Algorithm 2 NumericalContinuationAlgorithm_Iteration(G, \(\epsilon_{\text {forward }}, \epsilon_{\text {backward }}\) )
Input: Graph \(G\) with vertex set \(V=\left(v_{i}\right)_{i \in\{1,2, \ldots, n\}}\), edge set \(E\) and adjacency matrix \(A^{0}\). Displacement parameters
    \(\epsilon_{\text {forward }}, \epsilon_{\text {backward }}>0\).
Output: Maximal independent set of \(G\)
    \(x_{\text {end }} \leftarrow(1,1, \ldots, 1)\).
    while \(|E|>0\) do
        \(\tau^{*} \leftarrow \inf \left\{\tau>0: \lambda_{\max }\left(J\left(\left(\tau A^{0}+\mathbb{I}\right)^{-1} 1\right)\right)=0\right\}\).
        \(x_{\text {start }} \leftarrow \lim _{t \rightarrow \infty} x(t)\), where \(x(t)\) is the trajectory of the LV equations with parameter \(\tau_{\text {start }}=\tau^{*}-\epsilon_{\text {backward }}\),
        \(A=-\left(\tau_{\text {start }} A^{0}+\mathbb{I}\right), r=\mathbf{1}\) and initial condition \(x_{\text {end }}\).
        if \(\tau^{*}=\frac{1}{\left|\lambda_{\min }\left(A^{0}\right)\right|}\) then
            \(x_{\text {start }}=x_{\text {start }}+e\), where \(e_{i} \sim N\left(0,10^{-8}\right)\).
        end if
        \(x_{\text {end }} \leftarrow \lim _{t \rightarrow \infty} x(t)\), where \(x(t)\) is the trajectory of the LV equations with parameters \(\tau_{\text {end }}=\tau^{*}+\epsilon_{\text {forward }}\),
        \(A=-\left(\tau_{\text {end }} A^{0}+\mathbb{I}\right), r=\mathbf{1}\) and initial condition \(x_{\text {start }}\).
        Remove all vertices \(v_{i}\) such that \(\left(x_{\text {end }}\right)_{i}=0\) from the graph \(G\).
    end while
    \(J \leftarrow\) vertices of \(G\) that have not converged to zero.
    return \(J\)
```

```
Algorithm 3 NumericalContinuationAlgorithm(G, \(\epsilon_{\text {forward }}, \epsilon_{\text {backward }}\) )
Input: Graph \(G\) with vertex set \(V=\left(v_{i}\right)_{i \in\{1,2, \ldots, n\}}\) and edge set \(E\). Displacement parameters \(\epsilon_{\text {forward }}, \epsilon_{\text {backward }}>\)
    0.
Output: Maximal independent set of \(G\)
    output \(=\{ \}\).
    while output is not a MIS do
        \(G^{\prime} \leftarrow G\).
        for \(v\) in output do
            Remove \(N(v)\) from \(G^{\prime}\).
            Remove \(v\) from \(G^{\prime}\).
        end for
        output' \(\leftarrow\) NumericalContinuationAlgorithm_Iteration \(\left(\mathrm{G}^{\prime}, \epsilon_{\text {forward }}, \epsilon_{\text {backward }}\right)\).
        Add all \(v\) in output' to output.
    end while
    return output.
```


### 6.10 Lower bound bifurcation

We show a lower bound for $\tau$ until a new bifurcation happens. We will use this bound in the algorithm to improve the computation time of Newton's method. We have the following definitions.

Definition 6.10.1 (Diagonal stability). A real matrix $B$ is diagonally stable if there exists a positive diagonal matrix $D$ such that $D B+B^{T} D$ has only negative eigenvalues.
Definition 6.10.2 (D-stability). A real matrix $B$ is D-stable if $D B$ has only negative eigenvalues for any diagonal matrix $D$ with strictly positive diagonal entries.

Lemma 6.10.3. Negative definiteness of a symmetric matrix implies diagonal stability.
Proof. If $B$ is negative definite, we know it has only negative eigenvalues. By taking $D$ equal to the identity matrix, we conclude $D B+B^{T} D$ has only negative eigenvalues.

Lemma 6.10.4 ([28, p.32]). Diagonal stability implies D-stability.
Therefore, we know if $A$ is negative definite, then $J\left(x^{*}\right)=\operatorname{diag}\left(x^{*}\right) A$ has only negative eigenvalues.

Definition 6.10.5 (Diagonal dominance). A matrix $B$ is strictly diagonal dominant if for every row $i$ of the matrix $B$ we have

$$
\sum_{j \neq i} B_{i j}<B_{i i}
$$

Lemma 6.10.6. If a symmetric and real matrix $B$ is diagonally dominant, it is positive definite.
Proof. Since $B$ is symmetric and real, we know all the eigenvalues are real. Application of Gershgorin Circle Theorem (1.4.2 tells us every eigenvalue is bigger than zero. Therefore, $B$ is positive definite.

Taking $\tau<1 / d_{\max }$ gives $A$ strictly diagonally dominant. Therefore, $A$ is positive definite. Hence, $-A$ is negative definite and $J\left(x^{*}\right)$ has only negative eigenvalues. So after every bifurcation we know the next bifurcation will not happen before $\tau=1 / d_{\max }$.

## 7 Numerical results

We have done numerical simulations of both algorithms to determine the performance. We do these simulations for the LV algorithm from Section 5, for the Continuation algorithm from Section 6 and for the Minimal degree greedy algorithm we discussed in Section 3.6 We use the last algorithm as a baseline to compare our results. We have run the simulations with $\epsilon_{\text {forward }}=0.05$. Let $1 / d_{\max }$ be the lower bound discussed in Section 6.10 and $\tau_{-1}$ the last bifurcation value. We have taken $\epsilon_{\text {backward }}$ equal to $\epsilon_{\text {backward }}=\tau^{*}-\max \left\{1 / d_{\max }, \tau_{-1}\right\} / 10$.
Source code is available on Github (https://github.com/NiekMooij) or upon request.
We compare the following measures.

## Average performance

The average performance is determined by averaging the performance over all simulations. The performance of a simulation is determined by dividing the output of the algorithm by the output of the exact algorithm.

## Percentage correct

The percentage correct is determined by dividing the number of times a simulation results in a maximum independent set by the total number of simulations.

## Worstcase performance

The worstcase performance is determined by taking the lowest performance from all simulations.

### 7.1 Erdôs-Rényi graphs

For Erdős-Rényi graphs, determining the maximum independent set is an NP-complete problem. We want to compare performance of the algorithms and therefore we need to determine the exact solution. We do this by implementing an algorithm that returns a maximum independent set of the graph. Since this is computationally expensive, we can only do this for small graphs.
We showed in Section 2.1.1, there exists a critical threshold for which the Erdős-Rényi graphs become almost surely connected. This critical threshold is given by

$$
p_{\text {critical }}=\frac{\log n}{n}
$$

To make sure the graphs we use are almost always connected, we use $p=p_{\text {critical }}+0.1$. Results of the simulations can be found in Appendix A. 1 and Appendix A.4.
We see that for Erdős-Rényi graphs, the continuation algorithm on average works better than the LV algorithm and the Greedy algorithm. Also the percentage of graphs for which we got a maximum independent set is the largest for the continuation algorithm. Note that this comes at the price of computation time. If one looks at the average computation time, we see the Continuation algorithm takes much more time than the other two algorithms.

### 7.2 Geometric graphs

For geometric graphs, determining the maximum independent set is also an NP-complete problem. We want to compare performance of the algorithms and therefore we need to determine the exact solution. We do this by implementing the same exact algorithm as we used for the Erdős-Rényi graphs.
We showed in Section 2.1.2 that there exists a critical threshold for which the generated graphs become almost surely connected. This critical threshold is given by

$$
p_{\text {critical }}=\sqrt{\frac{\log n}{\pi n}}
$$

To make sure the graphs we use are almost always connected, we use $p=p_{\text {critical }}+0.1$. Results of the simulations can be found in Appendix A. 2 and Appendix A.4.
For geometric graphs we see the Greedy algorithm has the best average performance, as well as the best worst case performance. The Greedy algorithm also takes the least time. Note the Continuation algorithm does perform better than the LV algorithm.

### 7.3 Bipartite graphs

We also determine the performance of the LV algorithm, the Continuation algorithm and the Greedy algorithm on random bipartite graphs. The reason we do this on bipartite graphs is because in this case the maximum independent set can be determined in polynomial time, as shown in Section 3.5.1. This means we can do simulations for bigger graphs.

We also encounter the problem that generating random graphs is hard. For our simulations, we want the graph to be connected, because otherwise, determining a maximal independent set can be done on disconnected subgraphs separately. There is no smart way to do this for general random bipartite graphs. Therefore, we use exhaustive search for connected bipartite graphs of the required size. This means we keep on generating bipartite graphs of the required size until we have generated a graph that is connected.

In the simulations, we use bipartite graphs of size $n$, where the components of the graph have sizes $0.6 n$ and $0.4 n$. We use connection probability $p=0.1$. Results of the simulations can be found in Appendix A. 3 and Appendix A. 4 .

In the case of bipartite graphs, we see the Continuation algorithm works the best. In most cases, it finds a maximum independent set. The Continuation algorithm performs best with respect to the worst case measure and average performance measure.

### 7.4 Computational complexity

Results on the computational complexity of the simulations is shown in Appendix A.1/A.2/A.3. We see that the Greedy algorithm performs the fastest for all graph types. The LV algorithm performs the second fastest, while the Continuation algorithm performs by far the slowest.

### 7.5 Numerical continuation failure

The results of the numerical simulations on the Continuation algorithm still have some cases where the output is not a maximal independent set. Numerically, this happens only when the trajectories of the LV equations do not converge fast enough. We already tried to solve this by changing the integration time and the forward displacement parameter, but we were not able to solve all of it.

We had the following number of failures for different graph types.

- Erdős-Rényi graphs: Failure on 17 of the 6500 runs.
- Geometric graphs: Failure on 54 of the 6500 runs.
- Bipartite graphs: Failure on 1 of the 900 runs.


## Discussion

## D. 1 Results

In this thesis, we proved the Lotka-Volterra equations with parameters $A=-\left(\tau A^{0}+\mathbb{I}\right)$ and $r=\mathbf{1}$ converge to a maximal independent set. For the Continuation algorithm, we showed that up to some exceptions, the algorithm will also return a maximal independent set.

## Numerical results

We have done numerical experiments to determine the performance of the algorithms. For Erdős-Rényi graphs and geometric random graphs, the Continuation algorithm has a better performance compared to the LV algorithm. When compared to the Greedy algorithm however, it turned out that the Continuation algorithm does not perform better in general. On Erdős-Rényi graphs the Continuation algorithm performs slightly better, while on geometric random graphs the Greedy algorithm performs slightly better. When we consider bipartite graphs, the Continuation algorithm performs really well compared to the LV algorithm and the Greedy algorithm. This may indicate that the continuation algorithm can not perform well when there are triangles in the graph. This is also what we see with performance on the random geometric graphs.

## Biological interpretation

We have already shown in this thesis that we can interpret the Lotka-Volterra equations as a competitive ecological system where species have a negative effect on each other and the size of every species population is bounded. In the Continuation algorithm, we make use of a root finding algorithm that finds the smallest $\tau$ such that a variable converges to zero. In ecology this corresponds to a species dying out. Therefore, we can use the techniques implemented in this algorithm to make statements about ecological networks that correspond to the parameters we use. If one is able to abstract this interaction strength from the system, one can make statements about how close a species is to dying out.
Another interesting phenomenon for ecologists is that of reversibility. When a species dies out, one wants to know if it is possible to put this species back from an external source without the species directly dying out. Using the root-finding technique used in Section 6.4.1. one can determine how much the interaction needs to change before a species can be put back in the ecological system.

## D. 2 Future work

One way of improving the LV algorithm is by finding "good" initial conditions. In this thesis, we took the center of the unit hypercube as the initial condition, to make sure we do not prefer one vertex over the other. In reality a lot of vertices can already be labeled bad by looking at the vertex degree. In a maximum independent set there are mostly vertices that have low degree. Therefore, we could penalize vertices with a high degree by choosing appropriate initial conditions. One possible way of doing this would be choosing

$$
\left(x_{0}\right)_{i}=1-\frac{d_{i}}{d_{\max }-1} \text { for } i \in[n] .
$$

In this way, the vertices with high degree will have small initial values, while vertices with small degree will have relatively large initial values.
The results of the numerical work on the continuation algorithm still have some cases where the output is not a maximal independent set. Numerically, this happens only when the trajectories of the Lotka-Volterra equations do not converge fast enough. We already tried to solve this by changing the integration time and the forward displacement parameter, but we were not able to solve all of it. For future work it is a good idea to do research on the integration time of the algorithm.
To investigate the performance of the Continuation algorithm on graphs with many triangles, one could test the algorithm on graphs generated by replacing the vertices in a graph with triangles. In this way we end up with a graph consisting of triangles "glued" together.
Instate of comparing the output of the algorithms with an exact solution, one can also compare the algorithm to each other directly. In this way we can avoid computing the exact solution, which is the bottleneck in the execution of the code since it takes a lot more time than the approximation algorithms. If we do this we can compare algorithm results for bigger graphs.

A suggestion for future work is to look at random matrices. Instead of taking a matrix with Bernoulli distributed entries as we have implicitly done when we take an Erdős-Rényi graph, one can also let these entries have a more general distribution. For example one can take these entries normally distributed. Proving convergence for this setting would have much broader biological implications.

An other suggestion for future work is to look at graphs that are not as uniform as Erdős-Rényi and geometric graphs. For example, one can look at graphs generated by the block model.
In this thesis we have formulated the following conjectures which we believe are true, but have not been able to prove. They are both inspired on numerical experiments.
Conjecture 7.5.1. The Newton method described in Section 6.4.1 converges monotonically to $\tau^{*}$.
Conjecture 7.5.2. The exceptions described in Section 6.7 occur only when $\operatorname{det}(A)=0$.
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## Appendix

## A． 1 Erdős－Rényi graphs data

| ZL800 | $\varepsilon c^{\circ} \mathrm{Z}$ | $0 \cdot \mathrm{E} 8$ | $0090 \pm$ | モギ6 | c．E8 | モ $\varepsilon=\mathrm{u}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 78900 | Lでて | $0 \cdot$ ¢も9 | $008 \varepsilon \varepsilon$ | G6．8 | 0｀¢ | 乙¢ $=\mathrm{u}$ |
| L69 0 | $90^{\circ} \mathrm{Z}$ | 0.9 L9 | $0.090 \varepsilon$ | ［＇LI | ［＇94 | $0 \varepsilon=u$ |
| $\angle 60$ | $0{ }^{\circ}$ | $0 \cdot 078$ | 0.0987 | 0\％6I | で9L | $8 \mathrm{Z}=\mathrm{u}$ |
| モ\＆L＇0 | $69^{\circ}$ I | 0＇モ89 | 00しもて | L＇EL | も仁 | $9 \mathrm{~V}=\mathrm{u}$ |
| Z09＊0 | Sfi | 0．9をt | 0．0Z6I | 90\％6 | 6．99 | もて $=\mathrm{u}$ |
| ZLS．0 | 8で 1 |  | 0．06LI | $0 \cdot \mathrm{EL}$ | ع．89 | ZZ $=\mathrm{u}$ |
| も1900 | 91．L | 0.789 | 0．029I | 6 で | $8 \cdot 99$ | $0 \mathrm{Z}=\mathrm{u}$ |
| $86 \mathrm{C}^{\circ} 0$ | L0＇I | 0．609 | 0．0てもI | でGZ | L＇99 | $8 \mathrm{~L}=\mathrm{u}$ |
| て9ず0 | 89200 | 0＇LLZ | 0．090I | S9＊9 | $\pm{ }^{\circ} \mathrm{LS}$ | $9 \mathrm{~L}=\mathrm{u}$ |
| $887^{\circ} 0$ | で9＊0 | 0＊LZて | 0.988 | 78\％ | $0 \cdot 89$ | もI $=\mathrm{u}$ |
| て， 0 | $969^{\circ} 0$ | $0 \cdot 9 L Z$ | $0 \cdot 818$ | 9.02 | で99 | ZI $=\mathrm{u}$ |
| LES ${ }^{\circ}$ | 9670 | 0．898 | $0 \cdot 704$ | も．1¢ | 8.99 | OL $=\mathrm{u}$ |
| PłS | ueәW | P7S | uеәW | P7S | иеәW | əZ！ |
| Крәәл |  | uo！̣enu！̣uoว |  | $\Lambda 7$ |  |  |
|  |  |  |  |  |  |  |


|  | Percentage Correct |  |  |
| :---: | :---: | :---: | :---: |
| Size | LV | Continuation | Greedy |
| $\mathrm{n}=10$ | 0.922 | 0.996 | 0.978 |
| $\mathrm{n}=12$ | 0.92 | 0.98 | 0.962 |
| $\mathrm{n}=14$ | 0.918 | 0.97 | 0.944 |
| $\mathrm{n}=16$ | 0.89 | 0.954 | 0.93 |
| $\mathrm{n}=18$ | 0.882 | 0.936 | 0.928 |
| $\mathrm{n}=20$ | 0.874 | 0.948 | 0.936 |
| $\mathrm{n}=22$ | 0.85 | 0.922 | 0.902 |
| $\mathrm{n}=24$ | 0.854 | 0.928 | 0.91 |
| $\mathrm{n}=26$ | 0.84 | 0.891 | 0.868 |
| $\mathrm{n}=28$ | 0.83 | 0.898 | 0.848 |
| $\mathrm{n}=30$ | 0.766 | 0.877 | 0.844 |
| $\mathrm{n}=32$ | 0.758 | 0.843 | 0.84 |
| $\mathrm{n}=34$ | 0.736 | 0.86 | 0.768 |


|  | Worstcase Performance |  |  |
| :---: | :---: | :---: | :---: |
| Size | LV | Continuation | Greedy |
| $\mathrm{n}=10$ | 0.6 | 0.8 | 0.8 |
| $\mathrm{n}=12$ | 0.75 | 0.8333 | 0.8 |
| $\mathrm{n}=14$ | 0.7143 | 0.8333 | 0.8333 |
| $\mathrm{n}=16$ | 0.75 | 0.8571 | 0.75 |
| $\mathrm{n}=18$ | 0.75 | 0.8571 | 0.7778 |
| $\mathrm{n}=20$ | 0.7778 | 0.875 | 0.8 |
| $\mathrm{n}=22$ | 0.8 | 0.9 | 0.8182 |
| $\mathrm{n}=24$ | 0.8333 | 0.8333 | 0.7273 |
| $\mathrm{n}=26$ | 0.8462 | 0.8462 | 0.8333 |
| $\mathrm{n}=28$ | 0.8571 | 0.8571 | 0.8333 |
| $\mathrm{n}=30$ | 0.8667 | 0.8571 | 0.7857 |
| $\mathrm{n}=32$ | 0.8571 | 0.8667 | 0.8667 |
| $\mathrm{n}=34$ | 0.8571 | 0.875 | 0.8667 |

## A． 2 Geometric graphs data

| 99L＇0 | \＆İZ | 0．00モ0才 | 0．00才L | 6.67 | ع．88 | $\underline{\text { I }}=\mathrm{u}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\varepsilon \mathcal{S}^{\cdot}$ L | 76 ${ }^{\circ}$ | 0．0L0L | 0．0てもも | ¢＇もて | ［＇GL | て¢ $=\mathrm{u}$ |
| 78L＇0 | $\angle L^{\prime}$ L | 0．08LI | 009 ¢も | L＇とZ | も．18 | $0 \varepsilon=u$ |
| 6080 | 99［ | 0．090I | 0．0LSE | 0「で | $0 \cdot \angle L$ | $8 \mathrm{z}=\mathrm{u}$ |
| E880 | てS＇L | 0.874 | 00908 | でもて | も配 | $9 \mathrm{~V}=\mathrm{u}$ |
| ZL80 | $\varepsilon \varepsilon^{\prime} \mathrm{I}$ | 0\％ 289 | $0 \cdot 009$ 亿 | 0 ¢ | でし9 | $\mathrm{tz}=\mathrm{u}$ |
| ¢09\％ | LİL | 0．8LS | 008LZ | $9{ }^{\circ} \mathrm{EL}$ | $8 \cdot 99$ | zZ $=\mathrm{u}$ |
| 9180 | LI＇L | 0.998 | $0 \cdot 060$ Z | ［．8て | でGL | $0 \mathrm{Z}=\mathrm{u}$ |
| 960 | $60^{\circ} \mathrm{I}$ | 0 ¢ ¢ Z | 0．09LI | $9 \cdot 1 \varepsilon$ | L＇ZL | $8 \mathrm{~L}=\mathrm{u}$ |
| 8Lが0 | モ0L゙0 | 0＇L6Z | 0．06LI | Lで8 | 8.89 | 9I $=\mathrm{u}$ |
| 6990 | モ¢900 | 0\％LE | 0．080L | I＊LI | L＇て9 | モI＝U |
| $809^{\circ} 0$ | LSC ${ }^{\circ}$ | 0.6 C | $0 \cdot \varepsilon \angle 8$ | $L^{\circ} \mathrm{CI}$ | ［＇Z9 | ZI $=\mathrm{u}$ |
| GIS 0 | $67^{\circ} 0$ | 0．90E | 0＇もLL | $\varepsilon^{\circ} \mathrm{S}$ ¢ | ع．89 | OL $=\mathrm{u}$ |
| PtS | ueәW | PfS | иеәW | PYS | иеәW | əZ！S |
| Крәәл |  | uо！̣enu！̣uoう |  | $\Lambda]$ |  |  |
|  |  |  |  |  |  |  |


|  | Percentage Correct |  |  |
| :---: | :---: | :---: | :---: |
| Size | LV | Continuation | Greedy |
| $\mathrm{n}=10$ | 0.77 | 0.986 | 0.988 |
| $\mathrm{n}=12$ | 0.712 | 0.956 | 0.988 |
| $\mathrm{n}=14$ | 0.714 | 0.948 | 0.98 |
| $\mathrm{n}=16$ | 0.598 | 0.95 | 0.974 |
| $\mathrm{n}=18$ | 0.518 | 0.932 | 0.962 |
| $\mathrm{n}=20$ | 0.562 | 0.891 | 0.96 |
| $\mathrm{n}=22$ | 0.552 | 0.891 | 0.944 |
| $\mathrm{n}=24$ | 0.43 | 0.846 | 0.95 |
| $\mathrm{n}=26$ | 0.438 | 0.815 | 0.916 |
| $\mathrm{n}=28$ | 0.38 | 0.794 | 0.904 |
| $\mathrm{n}=30$ | 0.476 | 0.786 | 0.896 |
| $\mathrm{n}=32$ | 0.36 | 0.772 | 0.914 |
| $\mathrm{n}=34$ | 0.342 | 0.719 | 0.898 |


|  | Worstcase Performance |  |  |
| :---: | :---: | :---: | :---: |
| Size | LV | Continuation | Greedy |
| $\mathrm{n}=10$ | 0.3333 | 0.75 | 0.6667 |
| $\mathrm{n}=12$ | 0.3333 | 0.75 | 0.8 |
| $\mathrm{n}=14$ | 0.4 | 0.75 | 0.75 |
| $\mathrm{n}=16$ | 0.4 | 0.8 | 0.7143 |
| $\mathrm{n}=18$ | 0.5 | 0.75 | 0.8333 |
| $\mathrm{n}=20$ | 0.4 | 0.8 | 0.8333 |
| $\mathrm{n}=22$ | 0.5714 | 0.8333 | 0.8333 |
| $\mathrm{n}=24$ | 0.4286 | 0.7143 | 0.8571 |
| $\mathrm{n}=26$ | 0.5 | 0.75 | 0.8571 |
| $\mathrm{n}=28$ | 0.625 | 0.7778 | 0.875 |
| $\mathrm{n}=30$ | 0.5556 | 0.8 | 0.7778 |
| $\mathrm{n}=32$ | 0.5556 | 0.7778 | 0.8 |
| $\mathrm{n}=34$ | 0.5 | 0.7778 | 0.8 |

## A. 3 Bipartite graphs data



|  | Percentage Correct |  |  |
| :---: | :---: | :---: | :---: |
| Size | LV | Continuation | Greedy |
| $\mathrm{n}=20$ | 0.85 | 0.98 | 0.92 |
| $\mathrm{n}=30$ | 0.78 | 1.0 | 0.89 |
| $\mathrm{n}=40$ | 0.76 | 1.0 | 0.74 |
| $\mathrm{n}=50$ | 0.75 | 1.0 | 0.79 |
| $\mathrm{n}=60$ | 0.82 | 1.0 | 0.69 |
| $\mathrm{n}=70$ | 0.58 | 1.0 | 0.74 |
| $\mathrm{n}=80$ | 0.63 | 1.0 | 0.6 |
| $\mathrm{n}=90$ | 0.69 | 0.99 | 0.53 |
| $\mathrm{n}=100$ | 0.63 | 1.0 | 0.49 |


|  | Worstcase Performance |  |  |
| :---: | :---: | :---: | :---: |
| Size | LV | Continuation | Greedy |
| $\mathrm{n}=20$ | 0.9167 | 0.9167 | 0.75 |
| $\mathrm{n}=30$ | 0.9444 | 1.0 | 0.6667 |
| $\mathrm{n}=40$ | 0.9167 | 1.0 | 0.6667 |
| $\mathrm{n}=50$ | 0.9 | 1.0 | 0.6667 |
| $\mathrm{n}=60$ | 0.9167 | 1.0 | 0.6667 |
| $\mathrm{n}=70$ | 0.9286 | 1.0 | 0.6667 |
| $\mathrm{n}=80$ | 0.9375 | 1.0 | 0.6667 |
| $\mathrm{n}=90$ | 0.9444 | 0.9815 | 0.6852 |
| $\mathrm{n}=100$ | 0.9167 | 1.0 | 0.6667 |

## A. 4 Algorithm comparison

Eráos - Rényi graphs


Random geometric graphs


Random bipartite graphs


Figure A.4.1: Average performance of the LV algorithm, the Continuation algorithm and the Greedy algorithm.


Era̛os - Rényi graphs

Random bipartite graphs

Figure A.4.2: Percentage correct of the LV algorithm, the Continuation algorithm and the Greedy algorithm.

Erơos - Rényi graphs


Random bipartite graphs


Figure A.4.3: Worst-case performance of the LV algorithm, the Continuation algorithm and the Greedy algorithm.
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