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Abstract

In light of recent developments regarding fractional function spaces, new avenues have opened up for
studying fractional variational problems and partial differential equations. We take the viewpoint of
the calculus of variations by investigating the minimization of nonlocal integral and supremal func-
tionals depending on the Riesz fractional gradient. With the aim of establishing the existence of min-
imizers, we give full characterizations of the lower semicontinuity of these fractional functionals. In-
terestingly, the characterizations are in terms of notions intrinsic to variational problems involving
classical gradients, that is, quasiconvexity and level-quasiconvexity. The key ingredient in the proofs
is an inherent connection between classical and fractional gradients, which we extend to Sobolev func-
tions, enabling us to transition between the two settings.

In the absence of lower semicontinuity, we determine representation formulas for the relaxations,
i.e. lower semicontinuous envelopes, of the fractional integral and supremal functionals. They are ob-
tained by taking the relevant convex hulls of the integrand and supremand, but only inside a prescribed
region. As such, we observe that, unlike in the classical case, the integrand and supremand change
structure through the relaxation process, going from homogeneous to inhomogeneous. Finally, to
draw the connection between the integral and supremal case, we present an L -approximation result
showing the I'-convergence of the nonlocal integral functionals to their supremal counterpart.
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Chapter 1

Introduction

The calculus of variations is a branch of mathematics that is mostly concerned with the minimization

of functionals of the form
F:X—>RU{}

over some infinite-dimensional function space X. The field possesses a rich history dating back to
the 17th century with Fermat’s principle of least time, Bernoulli’s brachistochrone problem, and the
subsequent contributions of Euler and Lagrange [41,73]. During this time, the focus lay on deriving
necessary conditions for minimizers, which changed when Weierstrass provided the first example in
1870 of an integral functional without minimizers [75]. In reaction to this discovery, Hilbert posed his
20th problem in 1902 pertaining the existence of minimizers for integral functionals [42], which shaped
the field in the following decades. The contributions led to the development of the direct method,
which lies at the heart of the modern calculus of variations.

This powerful method establishes the existence of minimizers for general functionals if they are
coercive and lower semicontinuous with respect to a suitable topology, see Section 1.1.4 for details.
Coercivity is a condition closely related to compactness properties of bounded sequences, and, in
infinite-dimensional spaces, this can only be guaranteed for a topology weaker than the one induced by
the norm. As such, we also have to verify the lower semicontinuity of the functional with respect to this
weak topology, which is often the hardest and most crucial step. In the situation where the functional
is not lower semicontinuous, minimizers may fail to exist, and one often resorts to relaxation methods
to deduce information about the asymptotic behavior of minimizing sequences.

The most well-known class of functionals are the integral functionals of the form

I(v)= /Qf(x,v(x),Vv(x)) dx forveg+ Wé’p(Q; R™), (1.1)

where p € (1,0), Q C R" is open and bounded, f : Q X R™ X R"™" — R is a suitable integrand,
and the boundary condition g lies in the Sobolev space W7 (Q; R™). Variational problems involving
(1.1) enjoy a vast number of applications; for example, the classical brachistochrone and isoperimetric
problem, applications in physics such as electrostatics, quantum mechanics and hyperelasticity, and
uses in economics in the form of optimal saving, see e.g. [64, Chapter 1.
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In order to establish the existence of minimizers of 7 via the direct method, it is key to characterize
the lower semicontinuity of 7 with respect to the weak convergence in WP (Q; R™). This is a classical
issue, and has been resolved by the introduction of Morrey’s celebrated notion of quasiconvexity in
1952 [56]; it turns out that the weak lower semicontinuity of 7 is equivalent to f being quasiconvex in
its third variable [2,56]. Moreover, in the absence of quasiconvexity, the relaxation of 7, i.e. its weakly
lower semicontinuous envelope, is found via quasiconvexification of f [28].

A different class of functionals that has received attention in the last two decades are the supremal
functionals of the form

S(v) =esssup f(x,v(x),Vv(x)) forveg+ WS’M(Q; R™), (1.2)

xX€eQ

where now g € Wh®(Q;R™). These functionals enable one to minimize pointwise quantities as
opposed to their average and are therefore more natural in situations where the best- or worst-case
scenario is of importance. Applications of these supremal functionals include, among others, the study
of dielectric breakdown [38], polycrystals [1, 18], optical tomography [46], machine learning [36] and
imaging [22]. In this setting, the existence of minimizers is closely related to the lower semicontinuity
of S with respect to the weak* convergence in W*(Q; R™). It was shown by Barron, Jensen &
Wang in [13] that this can be characterized in terms of level-quasiconvexity ' in the third variable of
the supremand f. We study their proof in the thesis, and also delve into other aspects of supremal
functionals like Aronsson equations [6], relaxation [60] and L” -approximation [61].

Besides a review of established literature, this thesis focuses on expanding the theory around a
certain class of nonlocal functionals. Nonlocal aspects include any phenomena where points or objects
at a distance can influence each other. They have recently sparked interest due to their ability to
incorporate global effects and long-range interactions, and are for example useful in applications of
peridynamics [53, 70], new approaches to hyperelasticity [15], imaging [9, 40] and machine learning s,
43]. From a mathematical perspective, nonlocal effects also provide interesting challenges that require
novel techniques to overcome.

The type of nonlocality that we will consider arises through the use of fractional derivatives. While
fractional partial differential equations have been studied intensively for many years, developing a
theory around the fractional calculus of variations in multiple dimensions is a more recent undertak-
ing [15,68, 69]. This is in contrast to the one-dimensional case, see e.g. [52] and the references therein,
which is well-established. The reason for this is because, until recently, a good notion of a multidi-
mensional fractional gradient has largely been missing in the literature. This has been resolved by
the introduction of the Riesz fractional gradient by Shieh & Spector in [68], which for @ € (0, 1) and
¢ € CZ(R") is defined as

p(y) —p(x) y—x
V@(x) = ,Un,a/ v =" |y —x| dy forx eR",

with a specific real constant y,, 4. It was shown by Silhavy in [74] that up to a multiplicative constant,
the Riesz fractional gradient is the unique rotation- and translation-invariant @-homogeneous oper-
ator. In this sense, it can be viewed as the canonical fractional derivative. For more context on the
Riesz fractional gradient, we mention the recent works [32, 51,54, 67, 71].

'In [13] this notion is called strong Morrey quasiconvexity.
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By extending the definition of the fractional gradient to functions in L” (R"; R™) in a distribu-
tional sense, one obtains fractional Sobolev spaces defined for p € [1, o] by

STP (R R™) = {u € LP(R™R™) | Vu € LP (R R™™)).

Due to the results from Shieh & Spector in [68, 69], and the series of papers by Comi & Stefani and
co-authors [20, 24, 25], we know that these spaces possess useful properties like Poincaré-type inequal-
ities, compactness results and density of smooth functions with compact support. As a consequence,
the fractional Sobolev spaces form a natural setting for the study of variational problems. The most
obvious candidate emerges by replacing the gradient in (1.1) by the Riesz fractional gradient and ad-
justing the local boundary-value condition to a complementary-value condition. At the same time, we
are also interested in the fractional analogue of the supremal functionals in (1.2).
Explicitly, the fractional integral functionals that we consider are of the form

I,(u) = ./R" S, u(x),Veu(x))dx foru e Sg’p(Q; R™), (1.3)

where p € (1,00), Q C R" is open and bounded, f : R" X R x R"" — R is a suitable integrand
and g € S*P(R"; R™); the complementary-value space is defined as

S;””(Q; R™ ={ueS*"PR",R™) |u=_gae in QY.
In parallel, we also consider the supremal counterpart

Sq(u) = esssup f(x,u, V¥u) foru € S (4 R™), (1.4)

xeRn®

defined on the complementary-value space with exponent p = co. Proving the existence of minimiz-
ers of the functionals in (1.3) and (1.4) is an essential task, and this relies on the lower semicontinuity
of 7, and S,, with regard to the weak and weak* convergence in Sg"” (Q;R™) and Sg"* (Q; R™), re-
spectively. As of yet, only the fractional integral functionals have been studied, and it is known that
convexity [68,69] or polyconvexity [15] in the third argument of f are sufficient conditions for the weak
lower semicontinuity of the fractional integral functionals.

Contribution of the thesis. In this thesis, we will extend these results by providing a full charac-
terization of the weak lower semicontinuity of 7, and the weak* lower semicontinuity of S,. They
are stated in Theorem 3.2.6 and Theorem 3.3.4, respectively. There are two notable aspects about these
results that we elaborate on.

Firstly, we identify that the weak lower semicontinuity of 7, can be characterized in terms of qua-
siconvexity in the third argument of the integrand; in a similar spirit, the weak* lower semicontinuity
of S, is reduced to level-quasiconvexity of the supremand in its third variable. As such, we obtain that
the characterizing conditions are independent of @ and rely on the notions intrinsic to the classical
setting. This might be somewhat surprising, and to understand this better we also introduce a natural
fractional analogue of quasiconvexity, which we call @-quasiconvexity, see Definition 3.2.8. We show
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that this notion actually coincides with quasiconvexity for any @ € (0, 1), which makes it possible to
characterize the lower semicontinuity in terms of @-quasiconvexity as well.

Secondly, we point out that, although the functions are defined on the full space R”, the assump-
tion of quasiconvexity or level-quasiconvexity is only imposed for x € Q. This fact is a consequence of
asomewhat unexpected property of the complementary-value spaces; namely, for a sequence converg-
ing weakly (weak* if p = co) in the complementary-value space, we actually have that the fractional
gradients converge strongly outside €, see Lemma 3.1.24. Since, in the presence of strong convergence,
no convexity assumption is required for lower semicontinuity, we understand that the conditions are
only inside €.

The difficulty in proving these results arises from the inherent nonlocal structure of the frac-
tional gradient, and, to a lesser extent, from working on the whole space R" instead of a bounded
domain. The overall approach for overcoming this is inspired by the known identities involving the
Riesz potential I, and fractional Laplacian (—A) @/2 see Section 3.1.1 for their definition. Explicitly,
for ¢ € C°(R™) we have

1—

V% =VIi_40 and Vo =V(-A)

0. (15)

These identities tell us that we can express the fractional gradient of a function by the gradient of
another function and vice versa. By extending (1.5) to the (fractional) Sobolev spaces, cf. Proposition
3.1.30, we are able to switch between the fractional and classical setting, and thus carry over the well-
established theory involving ordinary gradients.

However, as the connection from (1.5) goes through nonlocal operators, it does not preserve com-
plementary values. As a consequence, we need to enforce the complementary values using cut-off
techniques, and carefully estimate the errors that it induces. As a matter of fact, simply multiplying
with cut-off functions causes errors that are too large, so we will need more sophisticated methods
depending on the given situation. One important ingredient is the construction of functions with
compact support whose fractional gradient attains a prescribed value at a point, Lemma 3.2.3.

Besides the characterization of weak and weak* lower semicontinuity, we are also interested in ob-
taining representation formulas for the relaxations, i.e. lower semicontinuous envelopes, of 7, and S,.
They can be found in Theorem 3.2.15 and Theorem3.3.9. These appear to be the first known relaxation
results for a class of fractional functionals. Their formulas arise from taking the relevant convex hulls
of the integrand and supremand, but only inside €. This is due to the property of complementary-
value spaces, where we have the strong convergence of gradients outside €. As such, we see that
starting from an integrand or supremand that does not depend on x, we obtain an inhomogeneous
integrand or supremand through the relaxation process. Note that the supremal relaxation formula is
only known in the scalar case m = 1, similarly to the classical setting. Lastly, we also prove an L”-
approximation result in Theorem 3.4.2, which connects integral functionals of the form 7, with their
supremal version S,. This uses the language of I'-convergence, cf. Section 1.1.5, and is inspired by the
proof by Champion, de Pascale & Prinari [23] from the classical setting.

The results regarding the integral functionals 7, can already be found in the preprint article [49]:
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Quasiconvexity in the fractional calculus of variations:
Characterization of lower semicontinuity and relaxation.
Carolin Kreisbeck and Hidde Schonberger.

Parts of the introduction and Sections 3.1 and 3.2 of the thesis are based on this article.

Outline of the thesis. The thesis is organized as follows. In the remainder of Chapter 1, we discuss
the necessary preliminaries consisting of results and techniques regarding Sobolev spaces and the cal-
culus of variations. In Chapter 2, we conduct a study of classical supremal functionals as in (1.2). This
starts with characterizing the weak* lower semicontinuity and subsequently moves towards more spe-
cialized topics. In Chapter 3, we initiate the study of the fractional calculus of variations involving the
Riesz fractional gradient. We begin by introducing tools on the fractional Sobolev spaces, most notably
being the extension of the identities from (1.5) to the Sobolev setting in Section 3.1.5. Then, we are in
the position to study the fractional integral and supremal functionals in Sections 3.2 and 3.3, where we
prove the lower semicontinuity, existence and relaxation results. We finish with the L”-approximation
result and an outlook on two possible applications related to imaging and hyperelasticity.

1.1 Preliminaries

In this section we introduce the notation and some prerequisite definitions and results.

1.1.1  Notation

We write Roo = R U {oo} and for ¢ € R, we write | 7] for the largest integer smaller or equal to . We
denote the Euclidean norm of a vector x = (x1,...,x,) € R" by |x| = (X1, xlz) 2 and similarly, the
Frobenius norm of a matrix A € R™" by |A|. The ball centered at x € R” and with radius » > 0 is
written as B, (x) = {y € R" | |x — y| < r}. For E c R", we indicate its complement as E€ := R" \ E,
its closure as E, its interior as int( E), its boundary as E and its convex hull as Conv(E). The notation
E € F for sets E, F C R means that E is compactly contained in F, i.e, E C F and E is compact.

We also write d(x, E) for the distance of a point x € R" to E. Let

1 forxekE, n
1g(x) = forx € R",
0 otherwise,

be the indicator function of a set E C R"™. Moreover, I stands for Euler’s gamma function. For
functions f : R" — R™ and g : R? — R” their composition is denoted by f o g.

Let U c R", then by C(U) we denote the continuous functions from U to R. Assume in the
following that U is also open, then the space C.°(U) symbolizes the smooth functions ¢ : U — R
with compact support in U C R”, and we write supp(¢) for their support. We use the convention that
functions in C2°(U) are identified with their trivial extension to R” by zero. By C*(U) we denote the
class of k-times continuously differentiable functions on U. Further, let C*°(R") and Cyp(R") be the
spaces of smooth functions on R” and continuous functions on R” vanishing at infinity, respectively.
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By Lip(U) and Lip, (R"), we refer to the Lipschitz functions on U and the bounded Lipschitz
functions on R”. We write Lip () for the Lipschitz constant of . The space C%# (R™) with 8 € (0, 1]
consists of all real-valued B-Holder continuous functions defined on R”.

The Lebesgue measure of U C R” is denoted by |U|. We use M(R™) and Pr(R™) to denote the
space of finite signed Borel measures and the set of probability measures on R, and fora u € M(R"™)
we write supp(u) for its support. The product of two measures y, v is denoted by u ® v. We use the
standard notation for Lebesgue spaces, that is, L” (U) for p € [1, c0] is the space of real-valued p-
integrable functions on U with the norm

1/p
u(x)|? dx if p e [1,00),
lullLe ) = (/Ul )] ) pello) e P (),

ess supyep U] if p = oo,

for brevity, we write |[u||r» &n) = |lu||, when U = R".

The spaces of functions that are locally in L? (R") are denoted by Li) -(R"). Furthermore, p’ €
[1, o] stands for the dual exponent of p,ie. 1/p + 1/p’ = 1, and we recall that a sequence (v;); C
LP(U) is called p-equi-integrable if (|v;|?); is equi-integrable.

In general, the definitions above can be extended componentwise to spaces of vector-valued func-
tions. Our notation then explicitly mentions the target space, like, for example, L” (U; R™) consists of
all functions u : U — R™ whose individual components lie in L” (U). We do not specify this target
space in the norm. Additionally, we set Q = (0, 1)" and denote spaces of functions that are Q-periodic
by using the subscript per, e.g. C,. (Q) denotes the Q-periodic functions in C*(R").

Finally, we use C to denote a generic constant, which may change from one estimate to the next
without further mention. Whenever we wish to indicate the dependence of C on certain quantities,

we add them in brackets.

1.1.2 Weak Convergence in L?

We present the definition and properties of weak convergence in L? and weak™® convergence in L™.

Definition 1.1.1. Let 1 < p < 00, Q C R" open and (u;); C LP(L). Then we say that (u;);
converges weakly tou € LP(£), denoted by u; — u, if

lim ujcpdx=/ugodx forall p € L' (Q).
Q Q
When p = oo we say that (u;); C L*(Q) converges weak* to u € L* (L), and write u N

lim [ ujpdx= / updx forallp € L'(Q). A
Jj— Jo Q

We note that any weak(*) convergent sequence is bounded in L? (). Conversely, due to the re-
flexivity for p € (1, o0) and the Banach-Alaoglu theorem for p = oo, we actually have for any bounded
sequence (u;); C LP (L) (with p € (1, oo]) a subsequence that converges weak(*) to some u € L”(Q).
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There is one explicit instance of weak* limits that we use, which concerns highly oscillating sequences.
This is a well-known fact, which is proven in e.g. [37, Lemma 2.85]. Recall that Q = (0, 1)" and we de-

note by L., (Q) the functions in L*(R") that are Q-periodic.

Proposition 1.1.2. Let u € L}, (Q) and define the oscillating sequence (u;); C L™ (R") via u;(x) =

u(jx) for j € N. Then, the sequence (u); converges weak™ to the average of u over Q, i.e.
uj = / u(y)dy inL”(R")asj — oo.
o

1.1.3 Sobolev Spaces

Here, we go over some of the properties of the Sobolev spaces that we need in the thesis. For more on
this topic, see e.g. [34, 35]. Let us start with the definition of the weak gradient.

Definition 1.1.3. Let Q C R” open and u € L}OC(Q). Thenw € LllOC(Q; R™) is called the weak
gradient of u if

/wgodx:—/qupdx forall p € C2°(Q).
Q Q
We write w = Vu. A

When u is vector-valued, i.e. u € LIIOC (©Q; R™), then we view Vu as an element of Llloc (Q; R™*m),
The weak gradient is unique a.e. and it allows us to define the Sobolev spaces.

Definition 1.1.4. Let Q C R” open and p € [1, o]. We define the Sobolev space W!:?(Q) as the
collection of functions in L? () that have a weak gradient lying in LP (€;R"), i.e.

WP (Q) = {u € LP(Q) | Vu € LP(;R")}.
This space is endowed with the norm

lullwi.r @) = llullLr @ + IVullLr @)
We denote by WP (Q; R™) the vector-valued analogue. A

These spaces are Banach spaces and are reflexive for p € (1, ). By Wll(;f () we denote the

functions u : Q — R such that u € WP (0) for all O € Q. Furthermore, we can define the Sobolev
spaces with boundary condition.

Definition 1.1.5. Let Q be open and p € [1, ) then we define the space with zero boundary values
W(}’p(Q) as the closure of C°(Q) with respect to the norm ||-[|y1.» (q). When p = co we define

Wy (Q) = W (Q) n Wy (Q).
Additionally, for g € W!? (Q) we define the affine boundary-value space

WP (Q) = g + W, P (Q). A
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We also recall the weak and weak* convergence on the Sobolev spaces.

Definition 1.1.6. Let Q C R" open then we say that a sequence (u;); C W' (Q) converges weakly
tou € WHP(Q) (weak* if p = o0) if

uj = u in LP(Q) and Vu; — Vu in L (;R") (= if p = o). A

We note that any weak(*) convergent sequence is bounded in W7 (Q). Conversely, due to the
reflexivity for p € (1, 0) and the Banach-Alaoglu theorem for p = oo, we actually have for any
bounded sequence (u;); C WP (Q) (with p € (1, 0])a subsequence that converges weak(*) to some
u € WP (Q). This compactness property for bounded sequences is the main reason why we use the
Sobolev spaces. Next, we mention the Poincaré inequality, (34, §5.6.1 Theorem 3 & §5.8.1 Theorem 1],
which gives a bound on the Sobolev norm using only the norm of the gradient.

Theorem 1.1.7. Let Q C R" be an open and bounded set. Then, there is a constant C = C(Q,n, p) > 0
such that for every u € W, P ()
llullLr @) < ClIVullLr(g)-

The same result holds true for u € WP (Q) with zero average if 0Q is Lipschitz.

Now we give some more insight on W' (Q). This space turns out to correspond with the space
of Lipschitz functions, cf. [34, §5.8.2 Theorem 4]; strictly speaking, each u € W' () has a Lipschitz
continuous representative, but we simply identify u with this Lipschitz continuous function without
further mention.

Theorem 1.1.8. Let Q C R" be an open and bounded set with Lipschitz boundary. Then, W (Q) =
Lip(Q) and for any u € W (Q) it holds that ||Vu|| L~ () = Lip(u).

As a consequence of the previous theorem, any bounded sequence in W' (Q) is equi-continuous
so that the Arzela-Ascoli theorem implies the following.

Proposition 1.1.9. Let Q C R" be an open and bounded set with Lipschitz boundary and u = uin
WbH(Q). Then, B
uj — uin C(Q).

Lastly, there is a result stating the differentiability of Lipschitz functions from [34, §5.8.3 Theorem
5 & 6], widely known as Rademacher’s theorem.

Theorem 1.1.10. Let Q € R" and u € WII(;ZO(Q), i.e. u is locally Lipschitz continuous. Then, u is
differentiable a.e. in Q, and its gradient equals its weak gradient almost everywhere.

1.1.4 Calculus of Variations

We assume that the reader is familiar with the modern methods in the calculus of variations, in partic-
ular, the existence theory for minimizers of integral functionals. Here, we mention some key results
for the sake of completeness, see e.g. [29, 64] for more details.

We first recall the direct method in the calculus of variations, which can establish the existence of
minimizers for abstract functionals, see e.g. [64, Theorem 2.1].
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Theorem 1.1.11 (Direct method). Let X be a topological space and F : X — Roo. Assume that F satisfies:

(i) Coercivity: For any sequence (u;); C X such that lim;_,.o F (u;) < oo, there exists a subsequence
that converges to some u € X.

(ii) Lower semicontinuity: For any sequence (u;); C X converging to u € X it holds that

F (1) < liminf F (u;).
j—ooo

Then, there exists a minimizer ug € X of ¥, i.e. ¥ (uo) = inf,ex F (u).

The main way to verify the coercivity condition is to show that any sequence (u;); C X with
lim;_,o ¥ (1) < oo is contained in a compact set, and thus has a convergent subsequence. However,
for infinite-dimensional normed spaces X, closed and bounded sets are in general not compact, in fact,
the closed unit ball is never compact [66, Theorem 2.26]. As such, it becomes infeasible to show coerciv-
ity with respect to the norm topology, which is why we need to consider a weaker topology that does
have suitable compactness properties, for example, the weak convergence defined in Definition 1.1.6.
In turn, this means that the lower semicontinuity also needs to be proven with respect to this topology,
which is usually very difficult.

We now move to the specific case of integral functionals of the form

I(u)= / f(x,u(x), Vu(x))dx foru € WhP(Q;R™),
Q
with Q ¢ R” open and f : Q X R x R"™" — R a suitable integrand. Two classes of integrands that

play a major role are the normal and Carathéodory functions.

Definition 1.1.12.

(i) Afunction f : QXR™ xR"™ " — R is a normal function if f is Borel measurable and (z, A)
f(x,z,A) is lower semicontinuous for a.e. x € Q.

(ii) A function f : QXR™XR™ " — R is a Carathéodory functionif x — f(x, z, A) is measurable
forall (z, A) € R"™ x R™" and (z, A) — f(x,z, A) is continuous for a.e. x € Q. A

In order to find minimizers of the integral functionals via the direct method, a crucial property is
the weak lower semicontinuity of 7. It is well-known that this is equivalent to quasiconvexity (intro-
duced by Morrey [56]) in the third argument of f, see Theorem 1.1.14 below.

Definition 1.1.13. A Borel measurable function i : R"™" — R is called quasiconvex if

h(A) < / h(A+Ve(y))dy forallAeR™"andp e W2 (Q;R™),
0

per

where Q = (0, 1)". A

The weak lower semicontinuity can be characterized as follows, see [29, Theorem 8.1 and 8.11] and
[2, Statement ILs).
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Theorem 1.1.14. Let p € (1, c0) and Q C R" open and bounded. Suppose that f : QX R x R"™*" — R
is a Carathéodory integrand that satisfies

0< f(x,z,A) <a(x)+C(|z|P +|A|P) fora.e x € Qand forall (z, A) € R™ x R™",
with a € L'(R™) and C > 0. Then, the functional
I (u) = / fx,u(x),Vu(x)) dx foru e WhP (QR™),
Q
is (sequentially) weakly lower semicontinuous on W'-P (; R™) if and only if A — f(x, z, A) is quasicon-
vex for a.e. x € Qand all z € R™.

There exist other convexity notions that help to understand quasiconvexity better. We denote by
T : R™" — R7U™M the map consisting of all the minors, i.e. determinants of submatrices, where
7(m, n) denotes the number of minors of an m X n-matrix.

Definition 1.1.15.

(i) A function i : R™" — R is called polyconvex if there is a convex function H : R7"»" — R
suchthat h=HoT.

(i) A function h : R™" — R is called rank-1-convex if for every A, B € R"™*" with rank(A — B) <
1and A € [0, 1] it holds that

h(AA + (1 = A)B) < Ah(A) + (1 = A)h(B). A
The following illuminates the relations between the notions, see [29, Theorem 5.3].
Theorem 1.1.16. Let h : R"™" — R. Then, the following implications hold:
h convex = h polyconvex = h quasiconvex = h rank-1-convex.

In particular, if m = 1 or n = 1 all notions coincide.

In the case when the functional J is not weakly lower semicontinuous we can consider its relax-
ation, i.e. its weakly lower semicontinuous envelope. This is related to the quasiconvex envelope of a
function, which, for f : R"*" — R, is defined by

fE(A) = inf{h(A) | h : R™" — R quasiconvex, h < f} for A € R"™",
We have the following relaxation result from e.g. [64, Theorem 7.6], [29, Theorem 9.1].

Theorem 1.1.17. Let p € (1, 00), Q C R" be open and bounded, g € WP (Q; R™) and

T(u) = /R f(Vux) dx forue WP (G R™),
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where [ : R™" — R is continuous and satisfies for ¢,C > 0
c|AlP < f(A) < C|AIP  forall A € R™".
Then the relaxation of 1 with respect to the weak convergence in Wg’p (& R™) is given by

I (u) = inf{liirr_hiolgff(uj) |uj — uin W;’p(Q; R™)}
:/quc(Vu(x)) dx forue Wé’p (Q;R™).

115 I'-Convergence

In this section, we briefly recall the definition of I'-convergence, which is a type of convergence
for functionals on metric spaces. It is of particular interest for minimization problems, as the I'-
convergence encodes information about minimizers, see Theorem 1.1.19 below. For more on this topic,
see e.g. [19,31].

Definition 1.1.18 (I'-convergence). Let X be a metric space and F; : X — R, for j € N a sequence
of functionals. We say that #; I'-converges to ¥ : X — R, and write ¥ = I'-lim;_, o, ¥}, if:

(i) For every sequence u; — u in X we have

F (u) < liminf F;(u;).
Jj—ooo

(ii) There exists a sequence u; — u in X such that

F () = lim 75(u,)). A

Condition (i) is usually called the liminf-inequality, while the sequence in (ii) is called a recovery
sequence. The main reason why I'-convergence is especially suited for minimization problems is sum-
marized in the following result, see e.g.[19, Theorem 1.21]. We say that a sequence of functionals (F;); is
equi-coercive if for any sequence (#;); C X such thatlim;_,., #;(u;) < oo there exists a subsequence
of (u;); convergingtou € X.

Theorem 1.1.19. Let X be a metric space and F; : X — R for j € N a sequence of equi-coercive
functionals I'-converging to ¥ : X — Reo. Then,

wep 700 = i, g T

and if min, ex F (1) < oo then any sequence (u;); C X withlim; .o F;(u;) = min,cx F (u) converges
up to subsequence to a minimizer ug of .
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1.1.6 Young Measures

Young measures are a tool that allow us to study the oscillatory behavior of a sequence of functions.
Understanding oscillations and their behavior under application of nonlinear functions is very impor-
tant when studying weak limits. It turns out that Young measures capture precisely the right informa-
tion, which makes them extremely convenient to use. Notable references include [37, 58, 64].

Let Q C R be open then we denote by L, (; M(R™)) the collection of essentially bounded,
weak* measurable maps p : Q — M(R™). This means that u, is a signed measure for each x € Q,
the map x — me ©(x) (&) du, (¢) is measurable for each ¢ € L'(Q; Co(R™)), and the total variation
of ty is essentially bounded in x with respect to the Lebesgue measure. We sometimes call an element
n e L3 (Q; M(R™)) a parametrized measure. As a side remark we note that LS, (Q; M(R™)) is
isometrically isomorphic to the dual of L' (€; Co(R™)) via the Riesz representation theorem. Young
measures are defined as follows.

Definition 1.1.20 (Young measure). A Young measure 4 is an element of LS, (Q; M(R™)) such that
[x is a probability measure for almost every x € Q. Equivalently, we write u € L}, (€; Pr(R™)). A

A sequence of measurable functions u; : & — R™ generates the Young measure u € L) (Q; Pr(R™))
if for every h € L'(Q) and ¢ € Co(R™) it holds that

lim /Q h(x) @ (x)) dx = /Q hx) /R (&) due(©) d.

With (uy, @) = me (&) duy(¢) this is equivalent to saying that ¢ (u;) = (i, @) in L®(Q) for
every ¢ € Co(R™). We will sometimes write

YMm
Uiy — U

to say that (u;); generates u. The following central result is a version of the fundamental theorem for
Young measures and can be found in [37, Theorem 8.2 and 8.6] and [64, Theorem 4.1].

Theorem 1.1.21. Let Q C R" open with |Q| < coand p € [1,00]. If (u;); C LP(Q;R™) is a bounded
sequence, then there exists a subsequence (not relabeled) and a Young measure u € L3, (Q; Pr(R™)) such

that
YM
Uy — U.

Furthermore, it holds that:

(i) For any Carathéodory integrand f : Q X R™ — R such that (f(-,u})); is equi-integrable

im /Q £y () d = /Q /R 8 dunl€) dr.

(ii) For any normal integrand f : Q X R™ — R such that the negative part of (f(-,u;)); is equi-
integrable

timint [ oo dsz [ fn e dutean



Chapter 1. Introduction 13

(iii) If d(uj, K) — O in measure for some closed K C R™, then supp(ux) C K for ae x € Q. If
uj — u in measure, then 1y = 6, (x) for a.e. x € Q, where 6, denotes the Dirac measure centered
atz € R™.

Note that, if u#; converges weakly(*) to u in L?(Q;R™), then (u;); is equi-integrable. Hence,
part (i) with f = id shows that u(x) = (uy, id) =: [u], which is called the barycenter of u. Another
useful result is the following.

Lemma 1.1.22 ([37, Corollary 8.10]). Let Q C R" be open and bounded and consider measurable functions

uu;:Q—>R"andv;: Q— RN for j e N If

. . YM
Ui —>u pointwise a.e. and Vi — U,

then the sequence (u;, Vv ;); generates the Young measure (0, (x) ® fix)xeQ-

Since we will mostly be concerned with the weak convergence of sequences of gradients it is
useful to know what sets them apart from arbitrary Young measures. We call a Young measure u a
WP (€Q;R™)-gradient Young measure if there is a bounded sequence (u;); ¢ WP (Q;R™) such

that Vi LN u. The following characterization of gradient Young measures is due to Kinderlehrer
and Pedregal [47, 48]. It can also be found in [57, Theorem 4.7].

Theorem 1.1.23. Let Q C R”" be open and bounded and p € (1,00]. A parametrized measure u €
LS (Q; M(R™M)) is a WP (Q; R™)-gradient Young measure if and only if p, > 0 a.e. and there exists
au € WhP(;R™) such that

There is a compact K C R™" such that supp(uy) C K fora.e. x € Q if p = oo;

(i) [u]x = (ux,id) = Vu(x) for a.e. x € ;

(iii) (ux, by = h([ulx) for a.e. x € Q and all quasiconvex h : R™" — R with |h(A)| < C(1+|A|P)
(no growth condition if p = o).

Alemma that we use multiple times in the thesis is the following simple consequence of the results
in this section.

Lemma 1.1.24. Let Q C R" be open and bounded and f : QxR™ xRN — R be a Carathéodory function
that satisfies

lf(x,2,&)| < a(x)+C(|z|? + |£]P)  for a.e. x € Qand forall (z,&) € R™ xRV,
witha € L'(Q) and C > 0. Ifu; — win LP(Q;R™), v; — vin LP(Q;RN) and (w}); is bounded in
LP (Q;RN) and p-equi-integrable, then

Jj—ooo Jj—oo

liminf/f(x,uj,wj+vj)dxSliminf/f(x,u,wj+v)dx.
Q Q
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Proof. By choosing subsequences (not relabeled) we may assume that
Iiminf/ fx,u,wj+v)dx = lim / fx u,wj+v)dx.
j—oo Q Jj— Jo

By choosing further subsequence (not relabeled) we may additionally impose that (w ;) ; generates the
Young measure (1x)xeq and u; — u pointwise almost everywhere. By [37, Corollary 8.7] it follows
that (w+v;); generates the translated Young measure (/i) eq defined via its actionon ¢ € Cy (RN)
as

Gins) = [ ol +v00) dur(€) forx <.

From Lemma 1.1.22 we deduce that (1, w j+v ;) ; generates the Young measure (J,,(x) ® fix)xeq- Hence,
using the p-equi-integrability and p-growth of f in combination with Theorem 1.1.21 (7) twice

jli—{rolo‘/gf(x’uj,Wj-FVj)dx:‘/Q</Rm><RN f(x,z,f)d(éu(x)®,L1x)(z,§)dx
. / / F (). €+ v(x)) dyay (€) d
Q JRN
= lim/Qf(x,u,wj+v)dx.

Jj—oo



Chapter 2

Supremal Functionals

In this chapter we study variational problems involving supremal functionals, that is, the minimization
of functionals of the form

S(u) =esssup f(x,u(x), Vu(x)) foru € WH=(Q;R™).
xeQ

Historically, the calculus of variations was concerned with minimizing integral functionals, but from
an applied point of view it is very natural to consider supremal functionals. Indeed, as mentioned in
the introduction, if we are interested in minimizing certain quantities in a pointwise sense as opposed
to minimizing their average, then supremal functionals are the right tools to use.

To prove existence of minimizers for supremal functionals we utilize the direct method in the cal-
culus of variations, cf. Section 1.1.4. This method is applicable to general functionals that are coercive
and lower semicontinuous. In order to obtain coercivity one needs to consider a notion of convergence
that has suitable compactness properties, which in this case is the weak* convergence in W' (Q; R"™).
As a consequence of choosing the weak™ convergence, we also need to establish the lower semiconti-
nuity with respect to this convergence. This is a quite complicated problem and is the main objective
of this chapter. We first consider the scalar case m = 1 to build intuition and subsequently move
to the vectorial case, inspired by the results from [13]. Other considerations in this chapter regarding
supremal functionals are deriving Aronsson equations as necessary conditions for minimizers, finding
relaxations, and approximating supremal functionals with integral functionals.

2.1 Weak* Lower Semicontinuity

The present section aims to investigate the lower semicontinuity of supremal functionals with respect
to the weak* convergence in W (€; R™) with Q C R" open and bounded. Most of these results are
due to [13].

15
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2.1.1 Scalar Case

In the scalar case we consider for Q ¢ R"” open and bounded the supremal functional

S(u) = esssup f(Vu(x)) foru e W (Q),
xeQ

with f : R" — R a suitable supremand. We omit the x- and u-dependence as this section is mostly
to gain intuition. We wish to determine criteria on f in order for S to be lower semicontinuous with
respect to the weak* convergence in W1 (Q). Recall that weak* convergence in W1 (Q) is defined
as follows, cf. Section 1.1.3.

Definition 2.1.1 (Weak* convergence). For Q C R" open we say that a sequence (u;); C W' (Q)
converges weak™ to u € W'*(Q), and write u; S uin wWhe(Q), if
uj S uin L®(Q) and Vu; = Vuin L®(Q;R"). A

As mentioned in the preliminaries, any bounded sequence in W!*(Q) has a subsequence that
converges weak* to some u € W1 (Q). This shows that the weak* convergence possesses the desired
compactness properties that we need for coercivity.

In order to understand the weak* lower semicontinuity of the functional S, we introduce the
notation for the sub-level sets of f

Le(f) ={& €eR"[ f(£) < c}.

Now, let (u;); € W' (Q) be a sequence weak* converging to u € W'*(Q). For weak* lower
semicontinuity of S we need that

ess sup f(Vu(x)) < liminfesssup f(Vu;(x)). (2.1)
xeQ J7 xeQ

Assume now that for some ¢ € R we have

liminf ess sup f(Vu;(x)) < c,
J7 xeQ

then this implies that for all j large enough Vu;(x) € L.(f) for ae.x € Q. So, in order to have
(2.1) we also need that ess sup,..q f(Vu(x)) < ¢, or, equivalently, Vu(x) € L.(f) for ae.x € Q.
This illustrates that the sub-level sets of f play an important role in the weak* lower semicontinuity.
Indeed, what we need is that for every ¢ € R the fact that Vu; € L.(f) ae. for all j € N implies
Vu € L.(f) almost everywhere. Stated differently, we need that the subset of W+ (Q) given by

U. ={u e WH(Q) | Vu(x) € L.(f) for ae. x € Q}

is closed with respect to weak* convergence in W (Q). This holds in particular if the subset of
L*(;R") given by

V. ={v e L(&;R") | v(x) € L.(f) forae. x € Q} (2.2)
is weak* closed in L*(€; R™). It turns out that this is equivalent to L. ( f) being a convex and closed

set, which we prove now. This result uses standard methods but does not seem to appear in this form
in the literature.
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Proposition 2.1.2. Let Q C R”" be open and bounded and define for some A C R" the set
V={veL”(R")|v(x) € Aforae x € Q}.

Then, <V is (sequentially) closed with respect to the weak® convergence in L= (Q;R™) if and only if A is
closed and convex.

Proof. Suppose A is closed and convex, then it is easy to see that that for any p € (1, o) the set
Vy, ={ve LP(QR") | v(x) € Aforae. x € Q}

is convex and closed with respect to the strong convergence in L” (€2; R"). The convexity and closed-
ness imply that V), is also weakly closed in L? (Q;R"). Since, for any sequence (v;); C V with v; =
vin L*(&Q;R"), we also know that v; — v in L (Q;R"), we find that v € V, N L*(;R") =V,
which shows that V is weak™ closed.

On the other hand, if °V is weak* closed then it is in particular strongly closed. For any a € A we
can take a sequence (a;); € A such that a; — a. Then, simply defining the sequence of constants
v; = aj shows thatv; — vin L*(;R") with v = a. Because (v;); C V, we get v € V showing
thata € A, i.e. A must be closed. For the convexity, take a;, a; € A and A € [0, 1] then we can define

aq OS)C]—I_X]JS/L

vo:R*" >R, vox)=

0 0( ) {az /1<X1—|_X]J < 1.

By considering the oscillating sequence v (x) = vo(jx) C V we find by Proposition 1.1.2 that v ; Sy
in L= (Q; R™) with v(x) = Aa; + (1 — 2)a, (the average of vy on (0, 1)™). Since v € V, this shows that
Adai + (1 = A)a, € A so that A is convex. O

This result shows that V, in (2.2) is weak* closed if and only if L. (f) is closed and convex. The
closedness of L. (f) for each ¢ € R corresponds to f being lower semicontinuous on R”. The con-
vexity of the sub-level sets is often called level-convexity. Note that it is sometimes also called quasi-
convexity in the literature, see e.g. [13, 14], but we want to avoid this name as it is in conflict with the
quasiconvexity notion from Morrey, Definition 1.1.13.

Definition 2.1.3 (level-convexity). A function f : R" — R is level-convex if for every ¢ € R its
sub-level set L. (f) is convex. Equivalently, this holds if for every £1,&, € R" and A € [0, 1]

fAé + (1 =)&) < max{f(&1), (&)} A

Clearly, any convex function is level-convex, but the converse is not true as f (&) = /|| shows.
We now show that lower semicontinuity and level-convexity is sufficient for the weak* lower semi-
continuity of S, by formalizing the argument preceding Proposition 2.1.2.

Theorem 2.1.4. Let f : R" — R be lower semicontinuous and level-convex and Q c R" open and
bounded. Then, the functional

S(u) = ess sup f(Vu(x)) foru e wW->(Q)
xeQ

is weak™ lower semicontinuous on W (Q).
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Proof. Letu; = win Wh(Q) and take any ¢ € R such that

liminf S(u;) < c.
Jj—oo

Then we know that Vu; € L.(f) a.e.forall j large enough. Furthermore, the assumptions on f show

that L. (f) is closed and convex. Hence, Proposition 2.1.2 and the fact that Vu; S VuinL® (R
imply that Vu € L.(f) almost everywhere. This shows that S(u) < ¢, and since we can do this for
any such ¢ we conclude

S(u) < liminf S(u;)
Jj—oo
as desired. m|

One might wonder why we restrict the above result to only the scalar case. Indeed, the same result
holds in the vectorial case using an identical argument. The reason is that in the scalar case, level-
convexity of f is also a necessary condition for weak* lower semicontinuity, while in the vectorial
case it is not. In the vectorial case we will derive a weaker condition which is still sufficient for weak*
lower semicontinuity. The proof that level-convexity is necessary in the scalar case will be given later
where we show more generally that rank-1-level-convexity is necessary, cf. Proposition 2.3.5.

Next, we want to give two extra proofs that level-convexity is sufficient for weak* lower semicon-
tinuity. This is in order to gain intuition and hopefully be able to extend one of the approaches to the
vectorial case. The first additional proof is a reduction to integral functionals similar to [13, Theorem

3.3].

Alternative proof to Theorem 2.1.4. Letu; = win Wh(Q) and take any ¢ € R such that

liminf S(u;) < c.
Jj—o
We can define the characteristic function of L. ( f)

0 if& € Le(f),

for £ € R",
00 else,

Xc(f) = {

which is an extended-value function, in the sense that it attains the value co. It can be readily seen that
the lower semicontinuity and level-convexity of f imply that y. is lower semicontinuous and convex.
Hence, the integral functional

I.(u) = /)(C(Vu) dx foru e Wh*(Q)
Q

is known to be weak* lower semicontinuous, [29, Corollary 3.22]. Since Z.(u ;) = 0 for j large enough
we thus find
I.(u) < liminf 7. (u;) = 0.

This shows that Vu € L.(f) a.e. and doing this for all such ¢ proves the result. O
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The final proof is one that is inspired by Jensen’s inequality. For convex functions f : R" — R we
know that Jensen’s inequality states that for all v € L!(Q;R")

1
f(lglfv(x)dx) |Q|/f(v(x))dx

For level-convex functions we have a similar inequality, adapted from [13, Theorem 1.2].

Lemma 2.1.5 (Extended Jensen inequality). Let f : R" — R be lower semicontinuous and level-convex.
Then we have for any v € L'(; R") that

1
f(IQI / V() dx) < esssup f(v(1).

Proof. Let c := esssup,.q f(v(x)), which implies v(x) € L.(f) almost everywhere. Suppose for the
sake of contradiction, that with
0
=— [ v(x)dx
1€2] Jo

it holds that f(a) > ¢. Thena ¢ L.(f) and since L.(f) is closed and convex we may find by the
hyperplane separation theorem, see e.g. [29, Theorem 2.10 (i)], a £ € R" and # € R such that

l-a>t and (&<t forallé € L.(f). (2.3)

Using linearity of the integral and that v(x) € L.(f) almost everywhere yields

§-a:|—£12|‘/9§-v(x)det,

which contradicts (2.3). O

We can now use this to prove the weak™* lower semicontinuity, at least when the limit function is
affine.

Proposition 2.1.6. Let f : R" — R be lower semicontinuous and level-convex. Then, for any ¢ € R"
and any sequence ¢ ; = 0in WH™(Q) it holds that

£(£) < liminfess sup £(£ + Vi, (x)),
Jj—ooo xeQ
with Q = (0, 1)™.

Proof. By the extended Jensen inequality with v(x) = & + Vg, (x) we find

f(§+/V¢J(x)dx) < esssup f(£+Vop;(x)).

xeQ
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Since weak* convergence in L (Q; R™) implies convergence of averages (test with a constant function)
it follows that / 0 Vo ;(x) dx — 0. Hence, using the lower semicontinuity of f we deduce

f(&) < liminf f (§ +/ Vo;(x) dx) < liminfess sup f (& + Vg;(x)).
Jj—oo 0 J=%  xeQ

O

The above result states that weak* lower semicontinuity holds when the limit function is affine
and, thus, has a constant derivative. It turns out that this is enough to prove the general case, by using
the argument of linearization. This approach is worked out in detail in the next section, see Theorem
2,111

2.1.2 Vectorial Case

In this section we consider for Q ¢ R” open and bounded the weak* lower semicontinuity of general
supremal functionals of the form

S(u) = esssup f(x,u(x), Vu(x)) foru € WH(QR™), (2.4)

x€eQ

with f : QX R x R™" — R a suitable supremand. The vectorial case refers to the fact that we allow
m > 1. The sufficient and necessary conditions were first discovered by Barron, Jensen & Wang in [13].

Let us first come up with an approach to tackle this problem. For simplicity, we initially assume
that f(x,y, A) = f(A) only depends on the last argument. Looking back at what we did in the scalar
case on p. 16, we noticed that the sub-level sets of f played an important role. In fact, we derived the
weak* lower semicontinuity of S if

U, = {uec WH(QR™) | Vu € L.(f) forae. x € Q}

was (sequentially) weak* closed in W1 (€; R™) for each ¢ € R. Subsequently, we argued that this
holds in particular if

V. ={ve L°(&R™") |v € L.(f) forae x € Q}

is weak* closed in L™ (€; R"™*"), which corresponded to f being level-convex. In the scalar case, level-
convexity is also necessary for weak* lower semicontinuity, cf. Proposition 2.3.5, but in the vectorial
case it is not. This is because sequences of matrix-valued gradients (Vu;); c L*(Q;R™") possess
more structure than arbitrary sequences (v;); € L®(Q;R™"). Therefore, we cannot reduce the
problem by studying the set V. instead of U,. This leaves us with the problem of determining the
weak* closedness of U, which is a much harder problem. Drawing inspiration from the results for
integral functionals, we know that the characterizing condition for weak lower semicontinuity goes
from convexity to quasiconvexity when moving to the vectorial case, cf. Section 1.1.4. Hence, one might
guess that instead of convexity of L. ( f), we want the sub-level sets to be quasiconvex in an appropriate
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sense. There is a systematic way to define generalized convex sets from the corresponding notion for
functions. Indeed, it can be checked that a set K ¢ R"*" is convex and closed if and only if

K={AeR xn h(A) <suphforall h:R X”—>Rconvex ,
p
K

see e.g. [29, Proposition 2.36]. The set on the right consists exactly of the points that cannot be strictly
separated from K by a convex function. When K is closed and convex, the hyperplane separation
theorem tells us that any point outside K can be strictly separated by even an affine function, thus,
explaining the above identity. In an analogous way we can define the following, cf. [29, Definition 7.25].

Definition 2.1.7 (Quasiconvex set). We say that K C R"*" is quasiconvex if
K= {A eR™" | h(A) <suphforall h: R™" - R quasiconvex} . A
K

Note that quasiconvex sets are closed since quasiconvex functions are continuous, see e.g. [29,
Theorem 5.3 (iv)]. The following result establishes weak* lower semicontinuity when the sub-level sets
of the supremand are quasiconvex. This result is rather simple to prove by using properties of gradient
Young measures, but it is hard to find anywhere in the literature. It is mentioned in [76, Theorem 3.3]
but only proven for p < oo.

Theorem 2.1.8 (Sufficient condition). Let Q C R”" be open and bounded and f : R"™" — R be such
that
Lo(f) ={A e R™"| f(A) < c} is quasiconvex for all ¢ € R.

Then the functional
S(u) = esssup f(Vu(x))
xXeQ

is sequentially weak™ lower semicontinuous on W' (Q; R™).

Proof. As worked out on p. 16, we only have to show that
U, ={uecWH(Q;R™) | Vu € L.(f) ae}

is sequentially weak* closed in W' (€; R™) for each ¢ € R. Let (u;); C U, be a sequence weak*
converging to u € WH®(Q;R™). Let (ux)xeq be the Young measure generated by a non-relabeled
subsequence (Vu;);. If we set r := sup,;||Vu,|[L~(q) then we find that Vu; is a.e. contained in the

compact set L. (f) N B,-(0). Hence, we find by Theorem 1.1.21 (iii) that supp(uy) C L.(f) fora.e.x €
Q. If we take any quasiconvex function 4 : R"™"* — R then we find by the characterization of gradient
Young measures, Theorem 1.1.23 (iii), that for a.e. x € Q

WVa() = bl < [ hA) dus(4) < sup b
Rrmxn Lo (f)
with the last inequality following since supp(ux) € L. (f) and uy is a probability measure for a.e. x €
Q. Since L. (f) is quasiconvex this shows per definition that Vu(x) € L.(f) for a.e. x € €, that is,
ued,. O
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This is an elegant sufficient condition and is closely related to the concept of differential inclusions.
However, the above condition is not known to be necessary. For now, we will abandon this approach
and consider the other options.

The second approach we used in the scalar case was the reduction to integral functionals. If for all

¢ € R the function
0 if AeL.(f),
Xc(A) = { ' (/) for A € R™"
00 else,

is quasiconvex, then we would find that the integral functional

I(u) = / (Vi) dx
Q

is weak™® lower semicontinuous and we could proceed as in the scalar case. The problem with this
reasoning is that the integrand y. attains the value oo, and quasiconvexity only guarantees weak*
lower semicontinuity for integrands with certain growth bounds. Hence, we cannot conclude the
weak* lower semicontinuity of Z.. The notion of polyconvexity (Definition 1.1.15) was introduced by
Ball [10], and does give lower semicontinuity even in the presence of extended-valued integrands. His
contributions were inspired by applications in hyperelasticity, in which the energy densities would
always attain the value co. Polyconvexity is not a necessary condition though, so it does not solve our
problem at hand. A universal theory for the weak lower semicontinuity of integral functionals with
extended-valued integrands is not clear at this point in time.

Our final approach from the scalar case was using the extended Jensen inequality for level-convex
functions from Lemma 2.1.5. This inequality guaranteed that for any A € R">"

f(A) <liminfesssup f(A+Vg;),
J—> xeQ

for any sequence ¢; = 0in W-*(Q; R"™"), and we claimed that this was enough to conclude the
weak™® lower semicontinuity of supremal functionals. Inspired by quasiconvexity, one idea is to come
up with a different Jensen inequality, that involves gradients, and still implies the above condition.
This can indeed be done and gives us the following convexity notion. Observe that in [13] this notion
is called strong Morrey quasiconvexity.

Definition 2.1.9 (level-quasiconvexity [13, Definition 2.1]). A function f : R™" — Rislevel-quasicon-
vex if for every A € R™ K > 0 and € > O there exists a § = (A, K, €) such that for all
¢ € Wh(Q; R™) with
Vollieco) < K d <d
IVellL=(0) an ;ggéhp(X)I

it holds that
f(A) <esssup f(A+Vo(x)) +e€. A
xe€Q

One thing to observe about the last inequality is that it resembles quasiconvexity apart from the
integral being replaced by an essential supremum. A notable difference is the technicality involving
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K, € and 0. Indeed, for quasiconvexity the test functions simply consist of ¢ € Wé (Q; R™) and so
there is no freedom at the boundary. This yields no complications in the integral setting because we
can alter boundary conditions by only changing the functions on a set of small measure. The integral
will then not change too much and one can obtain for all A € R™*" that

f(A) < lijrr_1>iolgf‘/Qf(A + Vo)) dx,

for any sequence ¢ ; = 0in Wh*(Q; R™). For supremal functionals this method does not work, since
the supremum takes any change on a small set into account, regardless of its measure. This intuitively
explains why the notion

f(A) <esssup f(A+Vp(x)) forall A€ R™" and ¢ € W, (Q;R™) (2.5)

xeQ

will not be strong enough and why we need the K, € and ¢ in the definition. Still, one might hope that
(2.5) implies weak™ lower semicontinuity of supremal functionals via some different strategy. This is
not true as can be seen readily. Indeed, the condition (2.5) is equivalent to the quasiconvexity of the
characteristic functions

0 if AeL.(f),
Ye(A) = { ' ) oA e pmen,
Ie9) else,

for all ¢ € R, see [13, Lemma 1.4]. Here, quasiconvexity is just the usual definition although we allow
the value oo to be attained. A classical example by Ball and Murat, [11, Example 3.5], shows that such
functions need not be rank-1-convex, even when they are lower semicontinuous. Therefore, functions
satisfying (2.5) are not necessarily level-rank-1-convex, which is necessary for weak* lower semiconti-
nuity as we will show in Proposition 2.3.5. A similar observation is made in [63, Remark 5.2 & Example
5.3). Hence, we immediately see that the notion (2.5) will not work, at least without stronger continuity
assumptions.
Let us now show that level-quasiconvexity works for our purposes.

Proposition 2.1.10 ([13, Proposition 2.5]). Let f : R™" — R be level-quasiconvex. Then, for any
A € R™ and any sequence ¢ ; S 0in WL (Q;R™) it holds that

f(A) <liminfesssup f(A+ Vg;(x)).
Jj—ooo x€0

Proof. Let A € R™" and ¢; = 0in W®(Q; R"™) then there is a K > 0 such that IVoillr~o) < K
for all j € N. Now fix € > 0 and take the corresponding § = 6(A, K, €) > 0 as in the definition
of level-quasiconvexity. Since ¢; — 0in C (Q;R™) by Proposition 1.1.9 we find that for all j large
enough maxycpp|@;(x)| < 6. This shows by definition of level-quasiconvexity that

f(A) <liminfesssup f(A+Vg;(x)) +€.
J7 xeQ

By the arbitrariness of € > 0 the result follows. O



Chapter 2. Supremal Functionals 24

Note that this proposition implies in particular that any level-quasiconvex function is lower semi-
continuous, by choosing a sequence with constant gradients. This contrasts with level-convexity
which does not imply lower semicontinuity; take, for example, the negative indicator function —1g
of a convex set E C R" that is not closed. As claimed, the inequality in the above proposition
is enough to conclude the weak™ lower semicontinuity via a linearization argument. This is worked
out in the proof of following theorem, which presents the main sufficient condition for weak* lower
semicontinuity.

Theorem 2.1.11 ([13, Theorem 2.6]). Let Q C R” be a bounded open set and let S be as in (2.4). Suppose
that f : Q X R™ x R"™" — R satisfies:

(i) f(x,z,-) is level-quasiconvex for all (x,z) € Q x R™.

(ii) There exists a function w : Rso X Rsg — Rso which is continuous in its first variable with
w(0, K) = 0 and non-decreasing in it second variable, such that

|f(x1, 21, A) = fx2, 22, A)| < w(lxy —x2f + |21 — 22|, |A]),
forany x1,x; € Q, 71,22 € R™ and A € R™",

Then, S is sequentially weak* lower semicontinuous on W1 (Q; R™).
Proof. Letu; S uin W (Q; R™) then we need to show

ess sup f(x,u(x), Vu(x)) < liminfesssup f(x,u;(x), Vu;(x)).
xeQ J70 xeQ

By possibly choosing a subsequence we may assume that

lim inf ess sup f(x,u;(x), Vu;(x)) = lim esssup f(x,u;(x), Vu;(x)).
J70 xeQ ’ I/ xeQ ’

We denote the sequence ¢; = u; — u, which converges to 0 weak* in W (Q; R™). Furthermore,
Rademacher’s theorem (Theorem 1.1.10) shows that for a.e. xog € Q we have

i [4OY) —u(xo) — Vulxo) (x — xo)| _
im =

0. (2.6)
X—Xo |x = xo

Therefore, it is sufficient to prove

f(xo,u(xo), Vu(xo)) < lim esssup f(x,u;(x), Vu;(x))
J7® xeQ

for those x¢ that satisfy (2.6). To do this, we try to utilize Proposition 2.1.10 by linearizing u and ¢; at
these points. Define for such x¢ and r > 0 small enough the functions

u Q0 —R™, u (x) = %(u(xo +rx) —u(xp))
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and :
¢;:0 - R™, 90;-()6):;(%(Xo*‘l’x)—‘Pj(xo))-

By (2.6) we find that u” converges uniformly to the linear function x +— Vu(xg)x as r — 0. Since
furthermore (u”), is bounded in W1 (Q; R™), we conclude by Urysohn’s subsequence principle that
even

u" (x) = Vu(xo)x in WH(Q;R™) asr — 0. 2.7)

Next, because ¢;(xo) — 0as j — oo by Proposition 1.1.9, we find that 90;. = 0in L*(Q;R™) as
J — co. Similarly, since Vgp;. (x) = Vo (xo + rx) we also see

\{'4 20 inL®(Q;R™M)as j — oo.

All in all, this means that for any » > 0 we find (,0;. = 0in WL (Q;R™) and thus we may choose
indices j(r) — oo such that

90;(r) S0 inWhP(Q;R™) asr — 0. (2.8)

In light of (2.7) and (2.8), we can apply Proposition 2.1.10 to the matrix Vu(xo) and the sequence u” (x) —
Vu(xo)x + go;(r) (x) to obtain with Q, (xg) := {xo +rx | x € O}

S (x0,u(xg), Vu(xo)) < lim i(r)lf ess sup f(xo, u(xo), Vu" (x) + Vgo;(r) (x))

xeQ
= lim inf ess sup f (xo, u(xo0), Vi () (X0 +7x))
r—0 x€Q
= liminf ess sup f(xo,u(xo), Vuj(r)(x)) (2.9)

=0 xeQ, (xo)

< liminf esssup f(x,u;(x), Vi) (x))

720 xeQ, (x0)
+w(lx —xol +[ujr) (x) = ulxo) |, [Vujir) (X))
Let K > 0 be such that sup||Vu;|| L~ (@) < K then we find
ess sup w(|x — xo| + |uj(r) (x) — ulxo)l, [Vue(ry (x)])
X€Qy (x0)

< ess sup w(bx —xo] + [ ) (¥) = u()] + u(x) — u(xo)], K) = 0,
x€Qy(x0)

using the uniform convergence u () — u on Q, (xo) (Proposition 1.1.9) and the continuity of u (The-
orem 1.1.8). Hence, (2.9) yields

f(xo,u(x0), Vu(xo)) < liminf esssup f(x,uj()(x), Vijy(x))
"0 xeQ, (x0)
< liminfess sup f(x, u () (x), Vi) (x))
r—0 xeQ

< lim ess sup f(x,u;(x), Vu;(x)).

J=% xeQ
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Remark 2.1.12. To deal with the second argument of f, the proof only required the uniform conver-
gence of u; to u. Therefore, we can actually deduce the slightly more general statement that

ess sup f(x,w(x), Vu(x)) < liminfess sup f(x,w;(x), Vu;(x))
XEQ J7 xe ’

for any two sequences w; — w in C(R™) and uj  uin WhLe(Q;R™). A

This important result shows that level-quasiconvexity gives a sufficient condition for weak* lower
semicontinuity. Now we show that it is also necessary. We first prove an intermediate necessary con-
dition interesting in its own right. For simplicity, we assume f(x,y, A) = f(A). We say that Y c R"
is an n-cube if it can be obtained via a rigid motion acting on the unit cube Q. For such an n-cube, we
denote Wll;:f (Y; R™) as the functions in W1-*(R") that are Y -periodic.

Lemma 2.1.13 ([61, Lemma 2.8]). Let f : R™" — R be measurable, Q@ C R" open and bounded and
assume that S, given by

S(u) = esssup f(Vu(x)),
xeQ

is (sequentially) weak* lower semicontinuous on W1’°°(Q; R™). Then, f is lower semicontinuous and for
every A € R™", n-cube Y C R" and ¢ € W},’;;’(Y; R™) we have

f(A) <esssup f(A+ Ve(x)).
xe€Y

Proof. The lower semicontinuity of f follows simply by considering a sequence with constant deriva-
tives. For the second property, let A € R™*" Y be an n-cube and ¢ € Wll,’eof (Y; R™). Then, the oscillat-
ing sequence ¢ (x) = %go(jx) is bounded in W!*(Q; R") and thus converges weak* in W1-® (Q; R™)
to its strong limit in L>(€; R"™), which is zero. Hence, the sequence u;(x) = Ax + ¢;(x) converges
weak™ to u(x) = Ax in W (Q; R™). By the weak* lower semicontinuity of S we find

f(A) =8 (u) <liminf S(u;)
Jj—oo

= liminf ess sup f(A + Vg;(x))
J7® xeQ

=esssup f(A + Vo(x)),

x€eY
because Vo, (x) = Vo(jx) is Y/ j-periodic. O

We can now prove the necessity of level-quasiconvexity. One subtlety is that we need to assume
that the supremal functional is weak* lower semicontinuous for any subdomain of  as well. Such a
property automatically follows for weakly lower semicontinuous integral functionals by subtracting
the part outside this subdomain, see e.g. [29, Lemma 3.17]. For supremal functionals this is different,
because it could happen that for an open subset O C Q

ess sup f(Vu(x)) < esssup f(Vu(x)).

xeO xXeQ



Chapter 2. Supremal Functionals 27

Then, if we slightly change the values of u only in O, the supremum over € does not change, so that
we can not deduce any information about the supremum over O. This difficulty is nicely exhibited
in Section 2.7, where we show that supremal functionals on R" require strictly weaker conditions for
weak* lower semicontinuity than supremal functionals on bounded domains.

Let us state the necessity result.

Theorem 2.1.14 ([13, Theorem 2.7]). Let f : R"™" — R be measurable, Q C R" open and bounded and
assume that for every open subset O C € the functional

S(u,0) =ess sup f(Vu(x))
xeO

is weak™* lower semicontinuous on W (O; R™). Then, f is level-quasiconvex.

Proof. We give a proof by contradiction. Suppose there are A € R™", K > 0 and € > 0 such that for
all 6 > 0 there exists a 5 € W (Q; R™) with

\Y w0 < K, <6
IVesliL=(o) ;ggélcpa(x)l

and
f(A) > esssup f(A+ Vps(x)) +e€. (2.10)

X

Then, by choosing 6 = 1/ for all j € N we obtain a sequence (¢;); € W' (Q;R™). This sequence
has gradients bounded by K and

le; (O] < leW+1pj(x) =W < 1/j+K|x—y| <K +1,

where y is any point in Q. We conclude that (¢;); is bounded in W'**(Q;R™) and hence, a sub-
sequence (not relabeled) converges weak* to ¢ € W (Q; R™). Because maxyegole;(x)| < 1/j we
even have ¢ € Wé’w(Q; R™). Now, we choose axg € Q and r > 0 such that O, (xo) = {xo+rx|x €
Q} C Q. Then, by defining ¢ (x) = Ax + %(,0]- (xo+rx)and ¥ (x) = Ax + %go(xo + rx) it follows that

g = W in WH (0, (x0); R™). Since S(-, O, (x0)) is weak* lower semicontinuous we conclude

esssup f(A+ V) = esssup f(Vy) < liminf esssup f(Vy;)
xeQ x€Q; (x0) I xeQ; (x0) '

= liminf ess sup f(A + Vg;) (2.11)

J— x€Q
< f(A) -,

with the last inequality following from (2.10). On the other hand, since ¢ has zero boundary values it
can be Q-periodically extended to a function ¢ € W;;;:(Q; R™). Lemma 2.1.13 now yields

f(A) <esssup f(A+ Vo),
xeQ

which contradicts (2.11). O

Remark 2.1.15. The above theorem only needed weak* lower semicontinuity on some scaled n-cube
in Q. However, in the case with x- and u-dependence in [13, Theorem 2.7] the hypothesis of weak*
lower semicontinuity on subdomains is used to a greater extent. A
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2.2 Existence of Minimizers

The goal of this section is to prove the existence of minimizers, which is a simple application of the
direct method in the calculus of variations in combination with the weak™* lower semicontinuity from
the previous section. This is an adaptation of [13, Theorem 2.9].

Theorem 2.2.1. Let Q C R" be open and bounded, g € W (Q; R™) and let S be as in (2.4). Suppose
that f : Q X R™ x R"™" — R satisfies the hypotheses in Theorem 2.1.11. If additionally f satisfies the
coercivity condition

f(x,z,A) > as |A| = o forall (x,z) € QxR™,
then there exists a minimizer ug € W;’w(Q; R™) of S, i.e. S(up) = infueng,oo(Q;Rm) S(u).
Proof. Supposec = infueWgI’m(Q;R’") S(u) < oo, otherwise the resultis trivial. Let (u;); C W;’W(Q; R™)
be a minimizing sequence, i.e. lim;_,c S(u;) = ¢, then it follows that (S(u,)); is abounded sequence

in R. The coercivity condition then implies that (Vu;); is bounded in L®(Q; R""). By Poincaré’s
inequality (Theorem 1.1.7) we obtain

lujllz=) < llgll=(@) + CUIVu;llr=) + IVgllL> (@)

so that also (u;); is bounded in WSI,’OO(Q; R™). Hence, there is a subsequence (u;); (not relabeled)
andaug € ng’oo(Q; R™) such that u S upin WL (Q; R™). The weak* lower semicontinuity from
Theorem 2.1.11 now yields
S(uo) <liminf S(u;) < c,
]—)OO

which shows that ug is a minimizer. O

2.3 Notions of Level-Convexity

Here, we discuss several different types of level-convexity notions and the relations between them.
This is rather similar to the integral case where there are the notions of convexity, polyconvexity, quasi-
convexity and rank-1-convexity. In the supremal setting, there are level-convexity, level-polyconvexity,
level-quasiconvexity and level-rank-1-convexity. In particular, we are able to show how level-quasicon-
vexity relates to the more simple to understand notions.

Let us briefly provide the definition of level-convexity for functions f : R™" — R, while we
refer to Definition 2.1.9 for level-quasiconvexity.

Definition 2.3.1 (level-convexity). We say that a function f : R"™*" — R is level-convex if for every
¢ € Ritssub-level set L. (f) is convex. Equivalently, this holds if for every A, B € R"™*"and A € [0, 1]
we have

f(AA+ (1 —2)B) < max{f(A), f(B)}. A
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The third notion we want to discuss is level-polyconvexity. The idea behind this notion, similar to
polyconvexity, is to utilize the fact that when a supremand F : RV — R is level-convex, Proposition
2.1.2 shows that _

S(v) =esssup F(v(x))
x€Q
is even weak* lower semicontinuous on L®(; RN ). In other words, we have lower semicontinuity
with respect to any weak* converging sequence in L= (€; R™), not just sequences of gradients. There-

fore, if there is some weak* continuous map 7 : R™*"* — R¥ in the sense that uj S uinwhe (Q;R™)
implies T'(Vu ;) = T(Vu) in L®(;RY), then, we see for any level-convex F : R” — R that

S(u) = esssup F(T(Vu))
xeQ

is weak* lower semicontinuous on W% (€Q; R"™). Although this is an interesting observation, if T is
linear then F o T is also level-convex, which means that we do not obtain a more general sufficient
condition. Furthermore, it is known that nonlinear maps 7 are in general not weak* continuous so
there might not be such a 7. In the scalar case it is true that there are no nonlinear weak™* continuous
maps T, but in the vectorial case these functions exist, and they are called quasiaffine functions or null
Lagrangians, see [29, Chapter 5.3.1]. It turns out that the quasiaffine functions are exactly the collection
of all minors (and linear combinations thereof), i.e. determinants of submatrices. In particular, when
n = m = 2 the only nonlinear minor is the map 7(A) = det(A). Note that det(A) is not level-convex
since with

1 0 -1 0 1 1
A= [O _1} and B = [ 0 1} , wefind det (EA+ EB) =0 > —1 = max{det(A), det(B)}.

Hence, the addition of the minors yields more general functions than just level-convex functions and
this justifies the definition of level-polyconvexity below. We denote by 7(m, n) the number of minors

of am x n matrix and 7 : R"™" — R7("") the map consisting of all minors, i.e.

T(A) = (A,adj,(A), ..., adjyinm.ny (A),
with adj;(A) the matrix consisting of all s X s minors of A.

Definition 2.3.2 (level-polyconvexity [13, Definition 3.5]). We say that f : R™*" — R islevel-polyconvex
if there exists a level-convex function F : R7(">") — R suchthat f = FoT. A

As mentioned, level-polyconvexity is indeed sufficient for weak* lower semicontinuity, cf. [13,
Proposition 3.6].

Proposition 2.3.3. Let Q C R" be open and bounded and f : R"™ " — R be level-polyconvex and lower
semicontinuous. Then,

S(u) = esssup f(Vu(x))
xeQ

is sequentially weak™ lower semicontinuous on W' (Q; R™).
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Proof. Let F : R*(™™ — R be alevel-convex and lower semicontinuous function such that f = FoT.
Then we know by Proposition 2.1.2 that

§(v) = ess sup F(v(x))

xeQ

is weak* lower semicontinuous on L®(€;R7("™™). Let uj = uin W (Q;R™) then we find by
[29, Theorem 8.20] that T (Vu ) = T(Vu) in L*(Q; R7(™1)) Thus, we conclude

S(u) = S(T(Vu)) < lijnl)glfg(T(Vuj)) = lim inf S (u).

O

Lastly, we discuss level-rank-1-convexity, which gives a necessary condition by testing with lami-
nate functions, similar to rank-1-convexity in the integral case.

Definition 2.3.4 (level-rank-1-convexity [13, Definition 3.7]). We say that f : R"*" — R is level-rank-
1-convex if for any A, B € R™" with rank(A — B) < 1and A € [0, 1]

f(AA+ (1 - 2)B) < max{f(A), f(B)}. A

Note that level-rank-1-convexity is similar to level-convexity although we assume that A — B has
rank 1, i.e. they are rank-1 connected. The reason for this is that gradients of vectorial functions cannot
jump between any two values, since it could be that the functions themselves would then not align
properly. Indeed, if we take A, B € R™" with rank(A—B) > 2, thenanyu € W' (Q; R™) with Vu €
{A, B} almost everywhere in Q satisfies Vu = A a.e. or Vu = B a.e,, see e.g. [64, Theorem 5.13 (i)]. It is
exactly the rank-1 connection that allows the gradient to jump between the two values via a reduction
to the scalar case. We show that level-rank-1-convexity is necessary for weak* lower semicontinuity.
In particular, this shows that level-convexity is necessary for weak™® lower semicontinuity in the scalar
case.

Proposition 2.3.5 (61, Theorem 2.4]). Let Q C R" be open and bounded and f : R"™" — R be such that

S(u) = ess sup f(Vu(x))
xeQ

is weak* lower semicontinuous on W (Q; R"™). Then, f is level-rank-1-convex.

Proof. Let A, B € R"™ " such that rank(A — B) = 1, then we can find a € R and b € R" with |b| = 1
such that B — A = a ® b, where the tensor product is defined as (a ® b);; = a;b; for1 <i < m
and1 < j < n. Letd € (0,1) and denote C = AA + (1 — A)B. Define the laminate function
wx)=y¢(x-b—|x-b])aforx € R" with

(1=t ift € [0,4],

Y :[0,1] - R, lﬂ(f)z{/u_/l ifr € (4,1].
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We observe that ¢(x + b) = ¢(x) since |b| = 1, and that ¢ is constant in directions orthogonal to b.

Hence, we find that ¢ € W;;;;’(Y ; R™) for any n-cube Y with a face orthogonal to b. Moreover, we can

calculate for a.e. x € R"
Vo(x)=y¢'(x-b—|x-b)Ja®b e {-(1-1)(B-A),AB-A)},

since the derivative of Y satisfies ' () € {—(1—1), A} fora.e.t € R. This shows C+Vp(x) € {A, B}
for a.e. x € R" and we can apply Lemma 2.1.13 to find

J(C) <eess S;lpf(C +Vo(x)) = max{f(A), f(B)}.
O

We can now state the relations between the different notions. We emphasize the similarity with
Theorem 1.1.16 from the integral case.

Theorem 2.3.6 ([13, Adaptation of Corollary 3.9]). Let f : R™ " — R be lower semicontinuous then we
have the following implications:

f level-convex = f level-polyconvex = f level-quasiconvex = f level-rank-1-convex.

In particular, if m = 1 or n = 1 all notions coincide.

Proof. If f is level-convex then it is clearly level-polyconvex by letting F : R — R, as in the
definition of level-polyconvexity (Definition 2.3.2), only depend on the 1 X 1-minors. If f is level-
polyconvex and lower semicontinuous then we know from Proposition 2.3.3 that the corresponding
supremal functional is weak* lower semicontinuous (also on subdomains). By Theorem 2.1.14 this
shows that f is level-quasiconvex. If f is level-quasiconvex then Theorem 2.1.11, applied to an x- and
u-independent integrand, shows that for any € C R” open and bounded the functional

S(u) = ess sup f(Vu(x))
xXeQ

is weak* lower semicontinuous on W1 (€; R™). Proposition 2.3.5 now shows that f is level-rank-1-
convex. Lastly, when m = 1 or n = 1 it is easy to see that level-convexity coincides with level-rank-1-
convexity and hence, all notions coincide. O

Remark 2.3.7. As mentioned after Proposition 2.1.10, any level-quasiconvex function is lower semi-
continuous, while this is not true for level-convex functions. This is why we assumed lower semicon-
tinuity of f in the above theorem. It is also interesting to mention that the implications

f level-convex = f level-polyconvex = f level-rank-1-convex

still hold if f is not lower semicontinuous. The first implication is clear, whereas the second can be
deduced from the fact that for any A, B € R with rank(A — B) < 1and A € [0, 1] we have

T(AA + (1= A)B) = AT(A) + (1 - )T (B),

see [29, Lemma s5.5]. This identity should be understood as T being rank-1-affine. A
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2.4 Aronsson Equations

In this section we touch upon the Aronsson equations, which are a system of partial differential equa-
tions that minimizers of supremal functionals must satisfy. They can equivalently be seen as a type of
Euler-Lagrange equation in the supremal context. There are two main difficulties in the derivation of
the Aronsson equations. We require the notion of an absolute minimizer, see Definition 2.4.1, which
minimizes the functional also on subdomains, in order to conclude that the Aronsson equation is sat-
isfied. Furthermore, when the minimizer is not smooth, we need a definition of weak solution to the
Aronsson equation, which is given by the theory of viscosity solutions.
To derive an optimality condition for a functional

S(u) = esssup f(x,u(x), Vu(x)),
xeQ

we could naively try to calculate its first variation. Under certain regularity assumptions, Danskin’s
theorem [17] shows that for ¢ € Wé’w(ﬂ; R™) we have

%S(u +1¢)|1=0 = max{D f (x,u, Vu)p + D f (x,u, Vu)Vp | x € Qo}, (2.12)

where Qo = {x € Q| S(u) = f(x,u(x), Vu(x))} and D, f, D o f are the derivative of f with regard
to its second and third entry, respectively. When u is a minimizer of S over the boundary-value space
W;,’OO(Q; R™) for some g € W (Q; R™), we find that S(u +t¢) attains a minimum at # = 0, whence
(2.12) has to be zero. In the integral case we would now proceed with integration by parts and the
fundamental lemma in the calculus of variations to derive the Euler-Lagrange equation. It is not clear
that we can do anything similar with (2.12). We could try certain choices of ¢ and see what we find, but
this is hard if we do not know what to look for.

The idea of Aronsson in [6] was to deduce an equation by looking at the Euler-Lagrange equation
of the approximating functionals

1/p
Ip(u) = (/Qf(x,u(x),Vu(x))p dx

as p — oo, see also Section 2.6. This approach led to the following equation

D(f(x,u(x), Vu(x)) - Daf(x,u(x), Vu(x)) = 0, (2.13)

which is known as the Aronsson equation. Here D ( f (x, u(x), Vu(x)) € R" denotes the derivative of
x — f(x,u(x), Vu(x)) and we take its inner product with the columns of D 4 f (x, u(x), Vu(x)) €
R™*"_ The approach via LP -approximation yielded only a formal derivation of (2.13), and in order to
conclude that a minimizer of the supremal functional satisfied (2.13), Aronsson realized that it is crucial
to assume that it is an absolute minimizer.

Definition 2.4.1 (Absolute minimizer). We say that ug € Wg’oo (€; R™) is an absolute minimizer of S
if for each open set O C € we have that #y minimizes

S(u,0) =esssup f(x,u(x), Vu(x))
x€eO

over W (O; R™). A
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Intuitively, this definition states that #¢ minimizes S over every subdomain. This subtle property
is one that is automatically satisfied for minimizers of integral functionals due to their additivity. For
supremal functionals this is clearly not the case. If we change a minimizer slightly in a neighborhood
where the supremum is not attained, then we still end up with a minimizer. Hence, there is no guar-
antee that it minimizes the functional in this neighborhood. Let us now give a proof that a smooth
enough absolute minimizer satisfies the Aronsson equation. This proof is from [13, Theorem 5.2], al-
though this contains an error that is resolved in [45, p. 128] for f(x, z, A) = |A|*. We straightforwardly
generalize this argument to arbitrary f.

Theorem 2.4.2. Let f € C'(Q X R™ x R"™") and uy € C*(Q;R™) N ng’w(Q; R™) be an absolute
minimizer of
S(u) = ess sup f(x,u(x), Vu(x)).
xeQ

Then uy satisfies

D(f(x,uo(x), Vuo(x)) - Daf(x,uo(x), Vuo(x)) =0 x € Q. (214)

Proof. Take xo € Q and r > 0 small enough such that B, (xg) € Q. Since 1o minimizes S(-, B, (x¢))
it follows from Danskin’s theorem [17] that for every smooth ¢ € W(}"X’(Br (x0); R™) we have

d
0= —S(uo +1¢, By (x0))lr=0 = max{D f (x, uo, Vuo)p + D af (x,u0, Vo) Ve | x € S} (25)

with § = {x € B, (x0) | S(uo, Br(x0)) = f(x,uo(x), Vug(x)) }. Danskin’s theorem is applicable since
the function

Y :RXBr(x0) = R, y(t,x) = f(x, uo(x) +1¢(x), Vo (x) +1Ve(x))

is jointly continuous and continuously differentiable in its first argument. Choose ¢ € Wé (B, (x0),R™)
with its components given by

2 RY)
wi(x):%—w fori=1,...,m.
Then, by (2.15) there is a x, € S such that
0 =D f(xr,uo(xr), Vuo(xy))p(xr) + Daf (xr, uo(xr), Vuuo(xr)) (xr — Xo)- (2.16)

Observe that ¢(x,)/r — 0asr — 0. Furthermore, x, is a point at which f(x, ug(x), Vup(x)) attains
its maximum on B, (xg). Since the derivative D ( f (x, ug(x), Vuo(x)) is locally the direction of steepest
increase, we deduce that x,, — x( points in this direction as r — 0, i.e.

i Y= %0 _ DU uo(x), Vie (x))
r=0 1D (f (x, uo(x), Vito (x)) |

Note that (2.17) is correct unless D ( f(x, uo(x), Vug(x)) = 0, but then (2.14) holds also. We conclude
that the result follows from dividing (2.16) by » and letting r — 0. O

(2.17)
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Remark 2.4.3. It is the observation of (2.17) made in [45, page 128] that is omitted in [13, Theorem 5.2].
In 13, Theorem 5.2] the authors conclude that dividing (2.16) by r and letting r — 0 yields

D af (xr,uo(xr), Vuo(xy)) =0,
but this argument only works in the case n = 1. A

Example 2.4.4. Whenm = 1 and f(x,z,A) = %|A|2 the Aronsson equation turns into the infinity
Laplace equation

o*u Ou o
Acott = V?uVu - Vu = g8 Iy
— Ox;0xj 0x; Ox;
l,] -
Indeed, D 4 f (x,u(x), Vu(x)) = Vu(x) and D(f(x,u(x), Vu(x))) = D(%qu(x)lz) = V2u(x)Vu(x).
The infinity Laplace equation plays a central role in the theory of Aronsson equations similarly to the
Laplace equation for elliptic equations. A

At this point, Theorem 2.4.2 raises two natural questions. The first is whether absolute minimizers
exist for general supremal functionals. The second is whether an absolute minimizer also satisfies the
Aronsson equation in a weak sense when it is not C2. The first question is partially answered in [12]
where Barron, Jensen & Wang show that under certain assumptions absolute minimizers exist in the
scalar case (m = 1 or n = 1). Their argument, just like the derivation of the Aronsson equation, uses
approximation by LP-functionals. This will be studied further in Section 2.6, see Theorem 2.6.3. At
this point in time, [ am not aware of any existence results for absolute minimizers in the vectorial case.

The second question is a bit more involved. In the integral case it follows immediately that even
when minimizers are not smooth they still satisfy the Euler-Lagrange equation in a type of distribu-
tional sense. This is very natural and easy to derive. For supremal functionals, we could say that (2.15)
is the weak version of the Aronsson equation. The problem is that this needs to be well-defined, and
intuitively, the relation with (2.14) is not clear.

It turns out that the answer is to consider the notion of viscosity solutions introduced by Crandall
& Lions in [27]. This notion is a type of weak solution for degenerate nonlinear PDEs like the Aronsson
equation. The remarkable result is that absolute minimizers of supremal functionals will be viscosity
solutions of the Aronsson equation even when they are not smooth. This result was originally proven
for the infinity Laplacian by Jensen in his groundbreaking paper [44]. He was the first to bring this
connection to light, and it spurred a lot of interest from both the calculus of variations experts as well
as the PDE community. A notable extension is [12], in which Barron, Jensen & Wang establish that
absolute minimizers are viscosity solutions for more general supremal functionals in the scalar case.
Their argument was later simplified in [26]. Additionally, a nice overview paper on viscosity solutions
and the infinity Laplacian is given in [7]. We will not go in depth into the theory of viscosity solutions
as it is not the main aim of the thesis, but the reader is encouraged to view the literature.

2.5 Relaxation

We continue by investigating the relaxation of supremal functionals. Abstractly speaking, the relax-
ation of a general functional ¥ is the largest functional below ¥ that is lower semicontinuous with
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respect to some desired topology. In our case, we are interested in the relaxation of supremal func-
tionals with respect to the weak* convergence in W (Q). The relevance of relaxations comes from
applications in which a given functional is not weak* lower semicontinuous and thus, might not have
a minimizer. By finding the relaxation, we have a functional that is weak* lower semicontinuous, and
its minimizers give information on the asymptotic behavior of minimizing sequences of the original
functional.

We consider the scalar case with Q c R” open and bounded, f : R" — R and

S(u) = esssup f(Vu(x)) foru e WH>(Q). (2.18)
xeQ

We are interested in the relaxation S™ which can be characterized as

S™(u) = inf{liminf S(u;) | u; = uin WH*(Q)} foru € WH(Q). (2.19)
J—)DO

We know that the weak* lower semicontinuity of S is equivalent to f being lower semicontinuous
and level-convex. Hence, we expect to obtain the relaxation by taking the lower semicontinuous and
level-convex hull of f. We denote this hull by I and it is defined as

(&) = inf{c | £ € Conv(L(f))} for& e R™.

This definition ensures that the sub-level sets satisfy L. (') = Conv(L.(f)), which implies that f
is lower semicontinuous and level-convex. Additionally, f! is the largest lower semicontinuous and
level-convex function majorized by f. The first proof of the relaxation result appeared in [14] in the
one-dimensional scalar case. The proof we consider is for general dimension 7 and is adapted from
(60, Theorem 2.6] by removing the x- and u-dependence. It relies on the following differential inclusion
result.

Theorem 2.5.1 (30, Theorem 2.10)). Let Q C R" open and E C R™. Suppose that ¢ € W' (Q) satisfies
Vo € E Uint(Conv(E)) for a.e. x € Q then, for every € > O there exists a u € W;’OO(Q) such that

lu - @llr=@) <€,
Vu(x) € E forae x € Q.

We now present the relaxation result.

Theorem 2.5.2 ([60, Adaptation from Theorem 2.6]). Let Q C R" open and bounded and f : R" — R
be continuous and coercive in the sense that f(&) — oo as |&| — oo. Then the relaxation of S in (2.18)
with respect to the weak* convergence in W' (Q) is given by

S™(u) = ess sup f1(Vu(x)) foru e W-*(Q).
xeQ

Proof. We denote S () = esssup,.o f€(Vu(x)). Since f' is a lower semicontinuous and level-

convex function majorizgd by f, we find that § is weak* lower semicontinuous (Theorem 2.1.4) and
S < S. Hence, we have S < S™,
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For the converse, take u € W!*(Q) and set ¢ = §(u) Then for every § > 0 we find that
E ={¢ e R"| f(&) < ¢+ 6} is open due to continuity of f, and consequently, Conv(E) is open as
well. Hence, for a.e. x € Q,

Vu(x) € Le(f) = Conv(Lc(f)) € Conv(E) = int(Conv(E)),

where the inclusion also uses continuity of f. We conclude by Theorem 2.5.1 that we have a sequence
(u;); € Wh*(Q) such that |lu; — ul|L~q) < 1/j and

Vu;(x) € E forae. x € Q. (2.20)

Since E is a bounded set by the coercivity assumption on f, we conclude that (u;); is a bounded
sequence in W' (Q). Therefore, the sequence (u;); converges weak* in W!*(Q) to its L>-limit u.
In view of (2.19), we find

S™(u) < liirr_1>i£f8(uj) = lijrr—l>i£f ess s;;p f(Vuj(x)) <c+6,
p . X€

with the last inequality following from (2.20) and the definition of E. This proves the result by the
arbitrariness of 6 > 0. O

In [60, Theorem 2.6] this result is proven with additional (x, u)-dependence under the assump-
tion that f is continuous in all arguments. This is done by locally freezing the (x, u)-terms using the
continuity of f and subsequently applying the above argument on each localized part of Q.

Even though the continuity assumption may seem harmless, dropping it changes the situation
significantly. Take for example a Carathéodory function f : Q X R" — R and the corresponding
functional

S(u) = esssup f(x, Vu(x)) foru € WH>(Q).
xeQ

In this case f need not be continuous in x, and it turns out that then level-convexity of f in the second
argument is not anymore necessary for weak* lower semicontinuity of S. This is exhibited in [39,
Remark 3.1]. Hence, we cannot expect the relaxation to be obtained by taking the level-convex hull of
the integrand. This is confirmed by the explicit example in [39, Example 3.2]. Moreover, the authors
show in [39] that the relaxation of 1-homogeneous supremal functionals can naturally be represented as
a difference quotient. Whether or not it can also be represented as a supremal functional is not known
in general. The specific instance of [60, Theorem 2.9] shows that the relaxation can be represented by
a supremal functional under the assumption of a countable supremality condition. Furthermore, the
supremand is the level-convex hull of a certain choice of supremand that represents S. This particular
choice was introduced in [21], where the representation of supremal functionals was studied. We will
not go in depth into these considerations as they are beyond the scope of this thesis.

When we turn to the vectorial case it appears that there are no relaxation results in the literature.
However, in the scalar case we saw that the relaxation follows from the differential inclusion Theorem
2.5.1. These types of differential inclusion results have been extensively studied in the vectorial case, see
e.g. [30,57]. Still, none of these results are as general or elegant as in the scalar case. Hence, we could
only try to prove the relaxation in rather specific cases, which is not the aim of this section.
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2.6 L?-Approximation

In this section we study the LP-approximation of supremal functionals by integral functionals. The
approximation is done using the language of I'-convergence, cf. Section 1.1.5, which is especially suited
for minimization problems as it encodes information about minimizers, see Theorem 1.1.19. Intuitively,
the idea of LP-approximation is to approximate

S(u) = ess sup f(Vu(x))
xeQ

oy 1/p
Ip(u) = (/Q fP(Vu(x)) dx)

similarly to the way that the LP-norm approximates the L*-norm as p — oo. One thing to note
is that in the I'-limit there is also a relaxation process happening apart from the L?-approximation.
This is because I'-limits are always lower semicontinuous. In [23], the L”-approximation is proven
under the assumption of a generalized Jensen inequality, different from Lemma 2.1.5, which guarantees
that the relaxation does not affect the supremand. We adapt their approach to the fractional setting
in Section 2.6. Here, we want to study the proof by Prinari in [61, Theorem 3.2], which does not need
any convexity assumption. Because of this, the supremand might change in the I"-limit. The theorem
states the following.

Theorem 2.6.1 ([61, Theorem 3.2]). Let Q C R” be a bounded Lipschitz domain and f : R™" — [0, co)
a continuous function satisfying for c¢,C > 0

c|lAl < f(A) < C(1+]A|) forall A € R™",

For every p > 1 we define 1), : C(Q;R™) — [0, 0] by
1/p _
(/ fP(Vu(x)) dx) ifue C(QR™ NWhLP(Q;R™),
Ip(u) = Q
00 otherwise.

Then (1), I'-converges with respect to the uniform convergence as p — oo to S:C (Q;R™) > [0, 0]
given by

_ ess sup £ (Vu(x)) ifu e C(QR™) NWLH®(Q;R™),
S(u) =4 xe
00 otherwise.

Here f* is defined as
F(A) = Jim ((F)(AD'P = sup((F7)*(4) 17,
p=

where (fP)9° is the quasiconvexification of fP.
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Proof sketch. If we scale I, by |Q|'/P then Holder’s inequality shows that we obtain a sequence of
non-decreasing functionals. For such functionals the I'-limit coincides with the pointwise limit of
their relaxations [19, Remark 1.40]. Since |Q|'/? — 1as p — oo this also holds for the original
sequence (Z,),. We know that the relaxation of integral functionals on W7 (€; R™) with respect
to the weak convergence is given by taking the quasiconvex hull of the integrand (Theorem 1.1.17). By
making some adaptations, see [61, Theorem 3.2] for details, we can similarly show that the relaxation
of 7, with respect to the uniform convergence is given by

1/p _
Irfel(u) _ (/Q(fp)qc(Vu(x)) dx) ifu € C(Q;R™) N WP (QR™),

%) otherwise.

It remains to verify Ilgel - gpointwise as p — oo. It can be shown that ((fP)¥)/P T £* as
p — o0 so that for u € WH(Q;R™)

1/p
) = ( /Q <fP>q°(Vu<x>>dx) < 191117 ess sup £ (Vu(x).

This proves lim, e 7, ;*"l < 8. For the converse, we may take u € C (ﬁ; R™) such that

sup I[fel(u) =M < oo.
pe[l,e)

Hence the lower bound on f, which implies (fP)9(A) > c¢P|A|P, shows that

sup ||ullwr.rq < M/c.
pe[l,e)

In particular, u € WH®(Q;R™) so that S (1) < oo. Therefore, we may find for every € > 0 a subset
Ue C Q with positive measure such that

esssup fC(Vu(x)) < f*(Vu(x))+e forallx € Ue.
xeQ
As a consequence,

esssup [ (Vu(x))|U¢| S/U FC(Vu(x)) dx + €|U¢|

xeQ
- lim / ((FP)E(Vu(x) 7 dx + €U, |
p—o U,

1/p
< lim ( (fP)T(Vu(x))dx|  |Uc|"VP + €Ul
p—)OO UE

with the second line being the monotone convergence theorem and the last Holder’s inequality. Divid-
ing both sides by |U| yields lim, e 7, ;—1 (u) + € = S(u), which proves the result by the arbitrariness
of €. O
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Remark 2.6.2. The reason why we consider the I'-limit with respect to the uniform convergence
as opposed to weak* convergence in W!®(Q;R™) is because uniform convergence is defined by a
metric. A

A function for which f* = f is called curl-co quasiconvex [4]. Such functions, under the growth
conditions of the previous theorem, are in particular level-quasiconvex. This is because the I'-limit
S is lower semicontinuous with respect to uniform convergence and thus also to weak* convergence
in W (Q; R™). In the scalar case m = 1, it follows from [62, Remark 5.2] that, with f satisfying the
hypotheses of Theorem 2.6.1, £ is given by the lower semicontinuous and level-convex hull ' intro-
duced in the previous section. Thus, if f is level-convex then it is curl-co quasiconvex. In particular,
this means that we could replace f by f in Theorem 2.6.1.

As an application of the L”-approximation result we can show the existence of absolute minimiz-
ers of supremal functionals, see Definition 2.4.1. This proof is an adaptation of [23, Proposition 4.3] and
(12, Lemma 2.4]. We use the notation

1/p
S(u,0) =esssup f(Vu(x)) or I,(u,0)= (/ fP(Vu(x)) dx)
o

xeO

to emphasize the dependence of the functionals on the domain O.

Theorem 2.6.3. Let m = 1 and Q and f be as in Theorem 2.6.1. If f is level-convex, then for any
g € WH(Q) there exists an absolute minimizer us, on Wé’w(ﬂ) of

S(u) =esssup f(Vu(x)).
xeQ

Proof. With 7, as in Theorem 2.6.1 consider a sequence (i) pe[1,00) With u, € ng’p (Q) such that

Ilf(up)s llllf) Ilf’(u)+6z with §, = Oas p — co.
ueWg " (Q)

We show that the sequence (u,),, converges up to subsequence to an absolute minimizer u., of S. We
have 7, (up) < I,(g) +6, < Q|7 S(g) + 0, which shows that 7, (u,,) is uniformly bounded in
p. Hence, the lower bound on f in conjuction with Poincaré’s inequality (Theorem 1.1.7) implies that
(Up) p>q is a bounded sequence in W' (Q) with a bound uniform in g, i.e. there isa M > 0 such that

sup|lupllwia) <M forallg € [1,00). (2.21)
P>q

Thus, up to a subsequence (not relabeled) u, — ue in W'4(Q) forall 1 < g < co. In particular, we
deduce that u;, — uc uniformly by Morrey’s inequality. Since ||u|lw1.4(q) < M forall g € [1, o) in
light of (2.21), we also conclude that ue, € ng’m(Q).

We now show that u, is an absolute minimizer. Let O C  open and take a ¢ € Wg’w(O). Then,
we need to show that

S(Ueo, 0) < S(Uoo + ¢, 0). (2.22)
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Since the part ¢ = 0 is not relevant, and by considering the regions where ¢ > 0 and ¢ < 0 individu-
ally, we may assume that ¢ > 0. Define for p > 1 and € > 0 the set

Op,e ={x€Qup(x)+e€ < uw(x)+e(x)},

where we have trivially extended ¢ to Q as zero. Since u;, — U uniformly, we find for p > p that
Up — € < U < Up + € in Q. This shows that for such p we have O,  C O. As a consequence, on the
boundary of O,  the identity u,, = u + ¢ — € holds. Hence, we can use the additivity of the integral
functional 7, If’ to conclude for p > p,

I;(up,()p,f) < Ilf)(uO<J +9—-€0p) +6§ = ]'If(u‘><> +¢,0p.¢) +6§, (2.23)

where the second equality uses that the —e term does not affect the gradient. Additionally, for p > p,
we have that O = {x € O | ¢(x) > 2¢} C O, . Thus, taking pth roots in (2.23) shows that for
such p

I,(tp,0) < Ip(thoo + 9,0 &) + 6 < S(eo + ¢, 0)|[0VP +6,.

Using the liminf-inequality from the I'-convergence result Theorem 2.6.1 on the domain O, noting
that f = f*, yields
S(teo, O¢) < liminf 7, (up, Oc) < S(ue + ¢, 0).
p—)OO

Letting € | O gives (2.22). O

2.7 Supremal Functionals on R"

Here, we aim to study supremal functionals on R" and characterize their weak™® lower semicontinuity.
This setting is qualitatively different from the bounded domain case and to my knowledge has not yet
been considered in the literature. We will apply these results later to the fractional setting, where the
functionals are always over R".

Consider the scalar case, where f : R” — R and

S(u) = esssup f(Vu(x)) foru € WH2(R™). (2.24)
x€R"

If the supremum was taken over a bounded domain, then Theorem 2.1.4 and Proposition 2.3.5 show
that the necessary and sufficient condition for weak* lower semicontinuity would be level-convexity
of f. However, it turns out that a weaker condition is needed for the unbounded case. We dub this
notion balanced level-convexity.

Definition 2.7.1 (balanced level-convexity). We say that a function f : R" — R is balanced level-
convex if for &, &1, ...,& € R

f(&) < max{f(&1),.... (&)}, (2.25)

whenever ¢ and 0 lie in Conv(&1, ..., &x). A
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If not for the assumption that Olies in Conv(&7, . . . , &), this would be equivalent to level-convexity.
Observe that if we only assume that (2.25) holds for combinations where k = 2, then it does not im-
ply that the function is balanced level-convex, see Example 2.7.2. This is different from the definition
for level-convexity, Definition 2.1.3. However, we may restrict k < n + 1 in light of Carathéodory’s
theorem, see e.g. [29, Theorem 2.13].

Example 2.7.2. Take E = {1, {3, {3} € R? with {1, 3, {3 € R? satisfying
0 € Conv({1,{»,¢3) and 0 ¢ Conv({;,¢;) foralll <i,j <3. (2.26)

We could, for example, choose {; = (1,0), {& = (0,1) and {3 = (—1,—1). Then, we define f =
—1 £, cf. Section 1.1.1. In view of (2.26), it follows for any &, &1, &, € R? with 0,& € Conv(&;, &) that
{é1, &2} ¢ E. Therefore, we deduce that

f(§) < 0=max{f(£), f(£2)},

which gives (2.25) for k = 2. However, since 0 € Conv({y, {3, {3) we see from

f(0) =0> -1 =max{f (1), f({2), f({3)}
that f is not balanced level-convex. A

Let us now understand balanced level-convexity a bit more. The first thing we notice is that bal-
anced level-convexity is equivalent to the following two properties:

{max{ f, f(0)} is level-convex, 1)

f(0) <max{f(&1),..., f(&)} when 0 € Conv(&y,...,E&).

Clearly, balanced level-convexity implies the above two. On the other hand, if we have & and 0 in
Conv(&y, ..., &) then by the first property we find

f(&) < max{f(&1),..., f (&), f(0)}.

Using the second property, we may remove f(0) from the maximum on the right-hand side, thus
yielding balanced level-convexity. Taking (Ci1) as a starting point it is also possible to see balanced
level-convexity as a condition on the sub-level sets L. (f) := {£ € R" | f(£) < c}. Explicitly, we have
that f is balanced level-convex if and only if

{LC (f) is convex for ¢ > f(0),

(C2)
0 ¢ Conv(L.(f)) for c < f(0).

Indeed, max{ f, f(0)} is level-convex if and only if

Le(max{f, f(0)}) = Lmax{c,f (0)}(f) is convex forallc € R,

which is equivalent to the first condition in (C2). The equivalence of the second properties in (C1) and
(C2), respectively, is readily seen. We now present some examples of balanced level-convex functions
that are not level-convex.



Chapter 2. Supremal Functionals 42

Example 2.7.3. a) Take any non-convex set N C R” such that 0 ¢ Conv(N). Then, define f = -1 .
Clearly, f satisfies the characterization (C2). However, the sub-level set L_; (f) = N is not convex, so
f is not level-convex.

b) Take R > 0 such that the set N from a) is contained in Bg(0). Then, we define

[ if £ € Br(0),

h:R" >R, h()= {|€| R else.

with f as in part a). We observe that / is balanced level-convex since L. (/) is empty for ¢ < —1, given
by N for —1 < ¢ < 0 and equal to the convex set Bg..(0) for ¢ > 0. Furthermore, A is also coercive
in the sense that h(&) — oo as |£] — oo, while £ is not level-convex due to L_;(h) = N. A

Let us now show that balanced level-convexity is sufficient for the weak* lower semicontinuity of
supremal functionals on R”.

Theorem 2.7.4. Let f : R"" — R be lower semicontinuous and balanced level-convex. Then the functional
S in (2.24) is weak™ lower semicontinuous on W= (R™).

Proof. We claim that
S(u) > f(0) forallu € WhHe(R"). (2.27)
If we have this, we may replace the supremand f by max{ f, f(0)} without changing the functional.
Since f is balanced level-convex we find by (C1) that max{ f, f(0)} is level-convex (and lower semi-
continuous) so we may apply Theorem 2.1.4 to conclude for u; = ouin Whe (R")and R > 0
ess sup max{ f(Vu), f(0)} < liminf ess sup max{f(Vu;), f(0)}
XEBR(O) J—eo XEBR(O)
< liminfS(u; ).

]—)

Letting R — oo yields the weak* lower semicontinuity of S.
To show (2.27) assume to the contrary that there is a u € W (R") such that

S(u) = ¢ < f(0). (2.28)

By the lower semicontinuity and balanced level-convexity of f it follows by (Cz) that the sub-level set
L (f) is closed and does not contain zero in its convex hull. Hence, by taking r := ||Vu||e and

A = Conv(L.(f) N B,(0)),

we find that A is a compact and convex set that does not contain zero. Furthermore, Vu(x) is contained
in A for a.e. x € R" in view of (2.28). Because of this, the same holds for the gradients of the functions
uj(x) = %u(jx) for j € N since Vu;(x) = Vu(jx). Additionally, the bounded sequence (u;);

converges weak* in W1*(R™) to its L™-limit, which is zero, so in particular

Vu; S 0in L*®(R™;R"). (2.29)
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Due to A being compact and convex, Proposition 2.1.2 tells us that the set
Vr ={v € L”(Br(0);R") | v(x) € A forae.x € BR(0)}
is weak* closed in L*(Bg(0); R") for any R > O, from which we infer that
V={ve L”(R,R") | v(x) € Aforae x € R"}

is weak™ closed in L*(R";R"). Hence, the fact that (Vu;); C V in combination with (2.29) shows
that the zero function lies in V. But this implies that 0 € A, which yields a contradiction. Therefore,
S(u) = £(0) which proves (2.27). O

Now we prove the necessity.
Proposition 2.7.5. If S in (2.24) is weak* lower semicontinuous then f is balanced level-convex.

Proof. We verify the characterization (C1).

Step 1: We start with showing that max{f, f(0)} is level-convex. Take &1,&,,& € R" with & €
Conv(&1, &,) and consider a laminate function w € W (R") such that v(x) = & - x + w(x) satisfies
Vv e {&, &} almost everywhere, see the proof of Proposition 2.3.5. The problem is that v is not
bounded (for & # 0), and thus we define the truncated laminate functions, cf. Figure 2.1, as

uj(x) = max {O,min{1,§ Sx+ ‘;w(jx)}} .

The sequence (u;); is bounded in W' (R") and satisfies Vu; € {&;,&,,0} almost everywhere. Be-
cause of the boundedness, the sequence (u;); converges weak™ in W' (R") to its uniform limit u
given by

u(x) = max{0, min{1, £ - x}}.

By the weak* lower semicontinuity we get
max{f(£), f(0)} = S(u) < lijrr_1>i£f3(”j) = max{f(&1), f(&£2), f(0)}.

This proves that max{ f, f(0)} is level-convex.

Step 2: Next, we prove that f(0) < max{f(&1),..., f(&x)} for0 € Conv(&y,...,&k). We assume
that 0 = ;&1 + - - - + Axér with A; € (0, 1) and Z{-‘zl A; = 1. If this were not the case then we could
just remove some of the &;. We want to construct a u € WH*(R") with Vu(x) € {&,..., &} for
ae. x € R". To this aim, we consider the standard basis e, . .., ex_; of R¥~! and the extra vector
{=(=A1/Ak,...,—Akx=1/Ax). Each entry of this last vector is strictly negative and hence we find that
0 € int(Conv(ey,...,ex—_1,)). By the theory of differential inclusions, Theorem 2.5.1, we can find a
@€ Wé’w((o, 1)%=1) such that Vo (x) € {ey,...,ex_1, ¢} for ae. x € (0,1)%~1. We can periodically
extend this function to find a ¢ € WH*(R¥™!) with Vo € {ey, ..., ex_1, ¢} almost everywhere. We
now define u : R — R as

M(X) = QD(X "_;‘7:1’ e, X 'gk—l)'
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Figure 2.1: An example of the truncated laminate function u;, where & = (2,0), &, = (-2,0) and

&=(1,0).

We find that u € W (R") and

& -
—& -
Vu(x) =Veo(x - &1, x - k1) :
—&k-1—
It is clear that when Vo € {ey, -+ ,ex—1}, then Vu € {&1,...,&k—1}. When Vo = ¢ we find
-4 —Ak-1
Vu = —L =&
u /1k§1+ N Er-1 =&k

Hence, Vu € {&1,...,&r} ae. as desired. Now that we have our u, we simply define the sequence
uj(x) = %u(jx) for j € N, then it follows that Vu; € {&1,..., &k} and u; = 0in Who(RM). By the
weak* lower semicontinuity of S we conclude

£(0) = S5(0) < liminf S(uj) = max{f(&1). ... f(&)}-

This proves the result. O



Chapter 3

Fractional Calculus of Variations

In this chapter we consider a nonlocal extension of the calculus of variations by replacing the ordinary
gradient with the recently introduced Riesz fractional gradient. We study both integral and supremal
functionals, and with the goal of proving existence of minimizers, we focus on their weak and weak™
lower semicontinuity, respectively. Using a new approach to connect the classical and fractional gradi-
ent in the Sobolev spaces, we are able to characterize the weak and weak™* lower semicontinuity fully.
With similar techniques, we also obtain relaxation formulas and prove an L? -approximation result in
the fractional setting.

In Section 3.1 we lay the groundwork by investigating the fractional Sobolev spaces defined through
the Riesz fractional gradient. These results are mostly known in the literature, although notable new
results are Lemma 3.1.24 about strong convergence of the fractional gradients outside the domain and
especially Section 3.1.5, in which we connect the classical and fractional gradient of Sobolev functions.
With these tools we can subsequently study the fractional integral and supremal functionals in Sec-
tions 3.2 and 3.3, respectively, with emphasis on their weak and weak™* lower semicontinuity. Then, in
Section 3.4, we study a relation between the two classes of functionals by means of L? -approximation.
Finally, we present some possible applications of the fractional calculus of variations in Section 3.5

3.1 Fractional Sobolev Spaces

We consider a new type of fractional Sobolev space, which was recently introduced in [68, 69] using
the Riesz fractional gradient. These spaces will lay the foundation for studying the fractional varia-
tional problems in this thesis. We first introduce the Riesz fractional gradient and related operators for
smooth and Lipschitz functions in Section 3.1.1. Secondly, in Section 3.1.2 we use the fractional calculus
to define the fractional Sobolev spaces using a distributional approach and go over their main proper-
ties. Lastly, we will study the connection between the fractional and classical Sobolev spaces in Section
3.1.5 which is crucial in our endeavor of characterizing the weak and weak* lower semicontinuity of
integral and supremal functionals.

45
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3.1.1 Fractional Calculus

The Riesz potential is a singular integral operator, which plays a central part in the fractional calculus.
We state a few of its properties.

Definition 3.1.1 (Riesz potential). For u : R" — R™ measurable and a € (0, n) we define the Riesz
potential /,u of u as

1
Tou(x) = u() dy forx eR",
n-a
Yn,a Jrn X =yl

with y,,. o = 7/ 22“%, provided the integral exists almost everywhere. A

The Riesz potential can be seen as convolution with the locally integrable function x y,‘l,la x| ¥
In particular, for the Riesz potential to be well-defined we need u to decay to zero sufficiently fast. More
precisely, it follows e.g. by [55, Chapter 2 Theorem 1.1] that the Riesz potential /,u is well-defined if and
only if

[ by < . 69

In this case, I,u € Llloc (R™) will be a well-defined locally integrable function. Note that (3.1) holds if
ue€ LP(R™") for1 < p < n/a and in this case I,u € Lfoc (R™), see [s5, Chapter 4 Theorem 2.1]. More-
over, when ¢ € C2°(R") we have that I, ¢ is a smooth bounded function (Iou € L*(R") N C*(R")),
since the Riesz potential is a convolution with a locally integrable, radially symmetric function that
decays to zero at infinity. Similarly, when u € L*(R") with compact support then I,u € L*(R").
Further properties of the Riesz potential can be found in e.g. [s5,72].

The main object of study is the Riesz fractional gradient. For bounded Lipschitz functions it is
defined as follows, see [25, Section 2.3], [74, Definition 2.1].

Definition 3.1.2 (Riesz fractional derivative). Let @ € (0,1) and ¢ € Lip,(R"). Then the (vector-
valued) Riesz fractional derivative of ¢ is defined as

o(y) —p(x) y—x
Va‘vo(x) = /«ln,a'/ |y _x|n+(l |y —x| dy forx € Rn,

. _ —n/2T((n+a+1)/2)
with i, o = 277" 2

A

Note that for ¢ € Lip, (R") we have that the integral exists everywhere and V¢ € L*(R";R"),
see [25, Lemma 2.3]. In fact, by inspecting the proof of [25, Lemma 2.2] and using a substitution & = y —x
we have for all x € R" the bound

( le(h+) = lle e
900 < Jnl [ AT i < ol Lin(e)”, 62

In case ¢ € Lip, (R";R™) we view V¥ (x) as an element of R"™*" by taking the fractional gradient
componentwise.
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When ¢ € C2(R") we note that V¥ does not necessarily continue to have compact support.
Indeed, for any non-negative ¢ € C.2°(R) with support inside (0, 1) it can be seen that V¥¢(x) # 0
for any x € (0, 1)€. Nonetheless, if we define as in [74] the class of functions

T(R™) == {y € C°(R") | 8% € L' (R™) N Co(R") for all multi-indices a € (N U {0})"},

where %y denotes the ath partial derivative of i, then we have V¥¢ € 7 (R™;R") for ¢ € C2°(R")
(74, Proposition s5.2]). There is also a useful alternative definition of the fractional gradient which is
stated in [24, Proposition 2.2]; for ¢ € C°(R™) we have

VQQD = VII,Q,QD = 11,QV¢. (33)

This identity will play a major role when we extend this to the (fractional) Sobolev spaces, cf. Sec-
tion 3.1.5.

A remarkable fact about the Riesz fractional gradient proven in [74] is that (up to a constant) it is
the only rotation- and translation-invariant @-homogeneous operator on C°(R") that satisfies a weak
requirement of continuity. The @-homogeneity means that for any 4 > 0 we have with ¢ = ¢(41-)
that

V¥, = A9V%(A).

Because of the invariance properties, the Riesz fractional gradient is in some sense the canonical frac-
tional derivative. Nonetheless, this derivative has only recently received growing attention. A more
well-known object is the fractional Laplacian, which possesses many equivalent definitions [50,74].

Definition 3.1.3 (Fractional Laplacian). Let @ € (0, 1) and ¢ € Lip, (R"). Then the (scalar-valued)
fractional Laplacian of ¢ is defined as

(—A)a/zgo(x) = vn,a/ w dh forx e R", (3.4)

n |h|n+a

~n/2Drta) /2 A

with v, o = 2% T—a/2)

Similarly to [25, Lemma 2.2], we deduce for ¢ € Lip, (R") that (—=A)?/?¢ is well-defined and lies
in L* (R"), whereas for ¢ € C°(R") we have that (—A)?/2¢ € T (R™) by [74, Proposition 5.2]. Again,
for vectorial functions we view this operator as acting componentwise.

There are duality relations that the Riesz fractional gradient as well as the fractional Laplacian
satisfy; for all ¢ € C2°(R") and ¢ € Lip, (R"*) we have

/,V“smﬁdx=—/R eV Y dx (33)

and

/ (—A)* Py dx = / o(=8)*y d. 56
Rn Rn

The identity for the fractional gradient follows from [2s5, Proposition 2.8] and the proof for the fractional
Laplacian is analogous. Observe that in the first equality, contrary to [25, 74], we do not test with
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the fractional divergence of vector fields but with the fractional gradient of scalar functions. This is
entirely equivalent though, as can be seen by taking a vector field with a single component. Especially
the first relation can be seen as a fractional integration by parts formula.

There are a multitude of interesting composition rules for the fractional operators V¢, (—A)®/?
and the fractional divergence considered in [74, Theorem 5.3], which generalize classical identities. In
relation to the results in Section 3.1.5, there is one we wish to point out; for ¢ € C°(R") it holds that

Vo =V(=A) "¢ = (-A) " V%. (37)

Strictly speaking, only the first identity is mentioned in [74, Theorem s5.3], but by using the duality rules
(3.5), (3.6) we find that for any ¢, € C(R") we have

(—A) 2 V¥y dx = / V(=A) "y dx = —/ OV (=A) Ty dx = —/ oV dx.
er. er. Rn n
This establishes the last equality in (3.7) via duality.
To prove the fractional Morrey inequality for p = oo, we utilize the following fractional fundamen-
tal theorem of calculus, which is interesting in its own right. The proof can be found in [24, Theorem
3.12),[59, Proposition 15.8] or [68, Theorem 2.1].

Theorem 3.1.4 (Fractional fundamental theorem of calculus). Let & € (0, 1). For any ¢ € CZ(R")
and x,y € R" it holds that

I—X =Yy
90())) - go(x) = Hn,-« ~/R"' (lz _x|n+1—a - |Z _ y|n+l—a ' Vagp(z) dz.

We also have a fractional Leibniz rule from [24, Lemma 2.6]. The extra Vl‘\?L term accounts for the
nonlocality.

Proposition 3.1.5. Let @ € (0,1), ¢ € CZ(R") and ¢ € Lip, (R") then
V) =YV + VY + VY (¢, 4),
where VT, (p,) € L*(R";R") is defined as

(=2 (e(y) —eX) W) —¢¥ ()

|y _x|n+a+l

VgL((pa lﬁ)(x) = HUn,a e dy fOTX e R".

3.1.2 Definition and Main Properties

In the present section we define the new fractional Sobolev spaces using a distributional approach as in
[24] and discuss their main properties. This will lay the foundation for studying fractional variational
problems. See also [20, 24, 25, 68, 69] for more details on these spaces.

Motivated by the fractional integration by parts formula (3.5), we define a weak fractional gradient
in a similar manner to the classical case. This definition is equivalent to [24, Definition 3.19], where the
authors instead use the formulation with the fractional divergence.
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Definition 3.1.6 (Weak Riesz fractional gradient). Leta € (0,1), p € [1,00] andu € LP(R"). Then
w e Llloc (R™; R™) is called the weak a-fractional gradient of u if

/ we dx = —/ uVepdx forall ¢ € CZ(R").

We write w = V%u. A

Observe that the right-hand side integral is well-defined since V¥ € 7 (R"; R"), cf. Section 3.1.1.
Additionally, the weak fractional gradient, if it exists, is unique almost everywhere by the fundamental
theorem of the calculus of variations. We can now define the fractional Sobolev spaces.

Definition 3.1.7 (Fractional Sobolev space). Let @ € (0,1) and p € [1, oo]. We define the fractional
Sobolev space S P (R") as the collection of functions in L? (R") that have a weak a-fractional gra-
dient lying in L? (R"*; R"), i.e.

STP(R")={ue LP(R")| V% € LP(R";R")}.
This space is endowed with the norm
llullsar @ny = llullp + [IVullp.
We denote by S* 7 (R"; R™) the vector-valued analogue. A

We have the following result which can be proven similarly to the classical case, see e.g. [34, §5.23
Theorem 2].

Theorem 3.1.8. Let @ € (0,1) and p € [1, ). Then, S*P (R") is a Banach space.
We also define the weak and weak* convergence on these spaces.

Definition 3.1.9 (Weak convergence). Let @ € (0, 1) and p € [1, c0). We say that a sequence (u;); C
S*P(R"™) converges weakly to u in S* P (R") if

uj = u in LP(R") and V%u; — V¥ in L?(R";R").
We write u; — u in S“P(R"). A

This notion of weak convergence corresponds to the abstract notion of weak convergence induced
by the dual space. This can be seen similarly to the classical case by using the embedding of S% 7 (R")
into (L? (R™))"*! and the Hahn-Banach theorem to extend functionals on S*? (R") to (LP (R™))"*!,

Definition 3.1.10. (Weak* convergence) Leta € (0, 1), then, we say that a sequence (u;); € S“*(R")
converges weak* to u in S**°(R") if

Uj = u in L®(R") and V@, S V% in L®(R™;RY).

We write u; S uin SEO(RM). A
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For this notion it is not clear that it corresponds to the abstract weak™® convergence induced by
a pre-dual space. However, this will not be a problem as all the relevant properties follow from the
weak* convergence on L (R").

The S% P (R") spaces were first introduced in [24] by Comi & Stefani and are very similar to the
ones earlier introduced by Shieh & Spector in [68] for p € (1, o). However, in the latter they define
their spaces as the closure of C2°(R") in the S*” (R")-norm and prove in [68, Theorem 1.7] that this
is equivalent to the well-known Bessel potential spaces, see e.g. [3]. Since it is not clear from the def-
inition that C°(R") is dense in S*” (R") we can not immediately conclude the same for S*7 (R").
Nonetheless, it is proven in [20, Appendix A] that C2° (R") is in fact dense in S*7 (R") for p € (1, ),
see also Theorem 3.1.16 below for an alternative proof, so that we indeed have the identification with
the Bessel potential spaces.

As a consequence, the spaces denoted by L*-P (R™), X*-P(R™) in [68] and H*-P (R") in [15,16, 69] all
coincide with S P (R"), if s is replaced by a. Hence, we can utilize all the properties proven in those
papers for our space S P (R"). In particular, in relation to other spaces, we mention the continuous
embedding

WP (R") < STP(R")

fora € (0,1) and p € (1, ). Furthermore, the results [68, Theorem 2.2 (g)] and [24, Proposition 3.24]
give insight into the relation with the more well-known fractional Sobolev spaces W*-” (R") defined
via the Gagliardo semi-norm; see [33] for an elementary introduction to these spaces.

Let us now state the main properties of the fractional Sobolev spaces that we will need. When p €
(1, ) the reflexivity of the space S%P (R") can be deduced from the embedding into (L? (R™))"*!,
which is reflexive. Alternatively, one can use the identification with the Bessel potential spaces which
are reflexive. The embedding into (L” (R™))"*! also inherits the separability for p € (1, o).

Theorem 3.1.11. Let @ € (0,1) and p € (1, 00), then S*P(R") is reflexive and separable.

Additionally, there exist strikingly similar inequalities and embeddings to those for the classical

Sobolev spaces. We define p* =
from [68, Theorem 1.8].

Theorem 3.1.12 (Fractional Sobolev inequality). Let @ € (0,1), p € (1,00) and ap < n. Then there is
aC =C(n,p,a) > 0such that for allu € S*P(R")

llullp- < CIIVEullp.

In the critical exponent case @p = n, there is a fractional Trudinger inequality from [68, Theorem
1.10].

Theorem 3.1.13 (Fractional Trudinger inequality). Let @ € (0,1), p € (1,00) and ap = n. Then
there exist C1, Cy > 0 (depending on a, p) such that for all Q C R" open and with finite measure and
u € S*P(R") it holds that

1Ql /

)24

Jue(x))| )
dx < C,.
(cl IVeul, ?
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The above inequality in particular yields an embedding into L?OC (R™) forany g € [1, 00). Lastly, in
the regime ap > n we have a fractional Morrey inequality. For p < oo this follows from [68, Theorem
1.11], while the case p = co is new and a proof is given in Section 3.1.4.

Theorem 3.1.14 (Fractional Morrey inequality). Let @ € (0, 1), p € (1, 0] and ap > n. Then there is
aC =C(n,p,a) > 0such that for allu € S*P(R") and x,y € R" it holds that

lu(x) —u()| < CIVullplx =y

The above inequality says that in this exponent regime the fractional Sobolev functions are Holder
continuous with exponent @ — %. In particular, we have the embedding of S (R") into C%%(R").

Additionally, we like to provide an alternative and more elementary proof to [20, Theorem A.1] of
density of C°(R") in S“P(R") for p € [1, ). To do this, we begin with the following lemma. A
similar result to this is given in [15, Lemma 3.2 & Lemma 3.4] but with different notation.

Lemma 3.1.15. Let ¢ € CZ(R") and € Lip, (R"). Then, for any p € [1, o]

V&L (e I < Cln, )l lles “Lip() Nl -

Proof. By Minkowski’s integral inequality, [72, Section A.1], and Hélder’s inequality we find

[ty elue) vl

IVRL(e: W)l p < |ptn,al

|h|n+a »
le(h+) = @lly(h+-) —yl|,
< |pn,al o e dh
Y (h+-) =¥l
< 2|ptn,al » e dhllellp
< C(m, @)y lles *Lip(¥) “ll el -
The last inequality follows from (3.2). O

We now restate the density result proven in [20, Theorem A.1] with a different proof.
Theorem 3.1.16. Let @ € (0,1) and p € [1, ), then CZ°(R") is dense in S*P (R™).

Proof. Take any u € S*P(R") then we know by [24, Theorem 3.22] that we can approximate it by its
mollified version. Therefore, we may assume without loss of generality that u € S*” (R") N C*(R").
We take for each j € N a cut-off function y; € C°(R") such that

Xj|Bj(0) =1, 0<y; <1 and Lip(x;) <1/J. (3.8)

We aim to show that yju € CZ°(R") converges to u in S*P(R").



Chapter 3. Fractional Calculus of Variations 52

It is readily seen that y ju — u in L” (R"). Regarding the fractional gradients, we note that y;u €
CX(R") c S*P(R"™). Their fractional gradients satisfy for any ¢ € C°(R")

/ V“()(ju)<pdx=—/ xjuV®edx
Rn Rn,
:—/ uV“()(jgo)dx+/ ugaV(’dex+/ uVy (e, xj) dx
R" R" R"
:/ (V"u))(jgodx/ ugoV”)(jdx+/ uVy (@, xj) dx,
Rn R}’l R}’l

where second line uses the Leibniz rule for y;¢ (Proposition 3.1.5). Rewriting and taking absolute
values yields

[ = vl ds

< /R (1= )V ull] dx + /R WV ] d + /R WlIVE, (0 1)) dx
< 11 =) Vullpligly +Cm ) llly i 15 LipCGe) el

where the last inequality follows from Hoélder’s inequality in conjunction with (3.2) and Lemma 3.1.15.
Recalling (3.8), we see that in both cases that the term in front of ||¢||,» vanishes as j — oo which
yields [|[V¥u — V¥ (xju)|l, — 0 by duality. O

Remark 3.1.17. The proof of density for p = 1 in [24, Theorem 3.23] is similar to the above, although
they do not use a sequence of cut-off functions that becomes less steep. For their proof of the case
p € (1,00) in [20, Theorem A.1], they use a completely different approach by using the fractional
Laplacian and properties of the Bessel potential spaces. A

3.1.3 Complementary-Value Spaces

Here, we delve into properties related to the complementary-value spaces, which are the setting for
the variational problems that we consider. For  C R" open and bounded we define the spaces with
complementary-value zero as

SEP(Q) = {u e STP(R") |u =0ae. inQY},

which is a closed subspace of S* 7 (R™). Furthermore, for g € S*”(R") fixed we define the affine
space
SgP(Q) =g+8,7(Q).

When we write u; — u in Sg’p(Q) (weak™® if p = oo0) we simply mean that (u;); C Sg’p () and
u € Sg P(Q) with u; — u in S¥P(R") (weak* if p = o0). We first mention a type of fractional
Poincaré inequality.
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Theorem 3.1.18 (Fractional Poincaré inequality). Let @ € (0, 1) and p € (1, co]. Then for any bounded
open set Q C R" we have a constant C = C(Q, n, p, @) > 0 such that for all u € S;"" (Q)

lullr @) < CIIVEullp.

Proof. The case p € (1, co) follows from [68, Theorem 3.3]. For the case p = co we use the fractional
Morrey inequality (Theorem 3.1.14) and the fact that u is zero outside Q to obtain

lu(x)] < C(n, p, @)diam(Q)*||V¥ul|co.
O

Remark 3.1.19. We note that in the case p € (1, o) we do not need the fact that u is zero outside Q
as can be seen from [68, Theorem 3.3]. For p = oo, this assumption is pivotal as the constant function
equal to 1 shows. A

There also is a weak compactness result which is crucial for the direct method in the calculus of
variations. The case p € (1, o) is from [68, Theorem 2.1] and [15, Theorem 2.3], whereas the case p = oo
is a simple consequence of the fractional Morrey inequality for p = oo.

Theorem 3.1.20. Let @ € (0,1), p € (1,00], Q C R" open and bounded and g € S*P (R™). Then for
any bounded sequence (uj); C Sg'¥(Q) there exists a subsequence (not relabeled) and a u € Sg'"(Q)
such that

uj — win LP(R™) and V@u; — V% in LP (R";R") (weak* if p = o0).

Proof. Case p € (1,00): We find by reflexivity that any bounded sequence (u;); C S g "P(Q) has a
subsequence which weakly converges to u € S (R"). Since Sg’p (Q) is convex and closed, it is also
weakly closed and thus u € Sg’p (€2). Now we can apply [15, Theorem 2.3].

Case p = oo: The Banach-Alaoglu theorem (applied to L*°) shows that for any bounded sequence
(uj)j € Sg"°(Q) thereisau € L®(R"), w € L*(R";R") and a subsequence (not relabeled) such
that

Uj = u in L®(R") and Ve Sw in LR RY).
From this one can infer that V¥u = w using the definition of the weak fractional gradient. Further-
more, (u; — g); C Sg "(Q) is a sequence weak* converging to u — g and by the fractional Mor-
rey inequality (u; — g); is bounded in C%# Q). By the compact embedding of C%# (Q) into C(Q)
from the Arzela-Ascoli theorem we conclude that we may upgrade the convergence u; — g — u — g

to uniform convergence (via the Urysohn subsequence principle). This also shows in particular that
u €Sy (Q). |
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Remark 3.1.21. We note that both the Poincaré inequality as well as the compactness result hold more
generally, where we can bound the LZ-norm of u or deduce strong convergence in the L4-norm for
exponents ¢ lying in a certain regime, see [15, 68]. A

In order to construct functions in the complementary-value spaces we will often need a cut-off
approach. For this reason, we extend the fractional Leibniz rule to the fractional Sobolev spaces. For
afixed ¢ € Lip, (R"), we have by Lemma 3.1.15 for all ¢ € C°(R") that

IVRL(@.W)lp < C(n, )l lles “Lip() * llellp < Cln, @, )l -

Therefore, we can extend ¢ — Vg, (¢,¥) to a bounded linear operator on L”(R") for which we
retain the same notation. For u € L*(R") and ¢ € Lip, (R") we can define V{; (u, ) pointwise

because
/ lu(y) —u@) ¥ (y) — ¢ )|
R7 ly — x|+
for a.e. x € R" via the same computation as in Lemma 3.1.15. The proof of the Leibniz rule for p €
[1, 00) follows by density and has appeared with different notation in [15, Lemma 3.4}, while the case
p = oo is new for which we have to use a direct approach.

dy < ClIglle *Lip(¥) “llulleo < oo, (3-9)

Lemma 3.1.22. Let @ € (0,1), p € [1,00] and y € Lip, (R"). Then, for every u € S*?(R") it holds
that yu € S*P (R™) with
VEWu) =y Viu+uViy + Vy (u, ),

and there is a C = C(n, «) > 0 such that
IV () =y V@ull, = [uV + VR (w9l < CllyllS “Lip() * llull,. (3.10)

Proof. Case p € [1, 00): We can take by Theorem 3.1.16 a sequence (u;); € C(R") withu; — u in
§%P(R™"). We infer that yu; € Lip;,(R") and by the regular Leibniz rule (Proposition 3.1.5)

V(Z(lj/uj) = l//Val/tj + ujV"a,l/ + VI%L(MJ" 1,0)
We thus conclude yu; — Yu in LP(R") and
VEuj) = ¢y ViuU+uVy + Vg (u,¢) in LP(R").

Via the definition of the weak fractional gradient we find V* (Yu) = ¢ V@u +uV@y + VY, (u, ) so
that yu € S*P(R"). The bound (3.10) follows from Lemma 3.1.15 and (3.2).

Case p = oo: We have that V{, (¢, u) is well-defined and lies in L*(R") by (3.9). Now we can
calculate for any ¢ € C°(R") that

WVTuU+uVy + V3 (Y, u))pdx
Rn
= /n —uV(WYe) +ueVy + oV, (¥, u) dx

= / —uy Vo —uVy (&, @) + oV (¥, u) dx,
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where the third line uses the regular Leibniz rule (Proposition 3.1.5). The first term in the final integral
is exactly what we need so it remains to show that the other two cancel out, i.e.

/Rn —uVyL (W, @) + oV (¥, u) dx = 0. (3.11)

To this end we calculate

[ o [ [ @m0 VO0) o)
Rn Rn Rn

|y _x|n+(z+1

[ [ i QDD VN0 ),

|y _x|n+(l+l

B

where the second line uses Fubini’s theorem while also interchanging the x and y variables. As a
consequence,

[ 98w+ eV W ds
[ [ =000y
n Rn

|y — x|n+a+1

(u(y)p(y) —u(x)p(x)) dy dx =0,

where we use that the last integrand is odd in x and y and thus is equal to zero by Fubini’s theorem.
This yields (3.11) and thus, the Leibniz identity. The bound (3.10) follows from (3.9) and (3.2). O

As an application of the Leibniz rule, we can derive some useful results. We first extend the com-
pactness result from Theorem 3.1.20 by not fixing any complementary data.

Theorem 3.1.23. Leta € (0,1), p € (1,00] and uj — uin S*P(R"). Then uj — u in LZ)C(R").

Proof. Take for R > 0 a cut-off function y € C”(R") suchthat 0 < y < 1and x|gg (o) = 1. Then, by
Lemma 3.1.22 we find that yu; is a bounded sequence in Sg’p (supp(x)). Hence, Theorem 3.1.20 shows
that yu; converges up to subsequence in L” (R"). But it is clear that this limit must be yu so that we
may conclude yu; — yu in LP (R") for the whole sequence. As y|g. (o) = 1 this shows in particular
that u; — u in LP (Bg(0)) which proves the result. O

There is also a quite interesting property of weak convergence on the complementary-value spaces;
it is that outside the domain the convergence of the fractional gradients actually turns into strong
convergence. Although simple, this new observation has far-reaching consequences for the rest of the
thesis.

Lemma 3.1.24. Let & € (0,1), p € (1,00], Q C R" open and bounded and g € S*P(R"). Ifu; — u
in Sg°" (Q) (weak* if p = o) then for every Q € Q" we have

Vou; — Vu in LP((Q)%R").
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Proof. By linearity it is enough to consider #; — 0 in S(()I’p(Q). Take a cut-off function y € C2°(Q")
such that y = 1 on Q. Then, u; = yu; for j € N and by Theorem 3.1.20 we deduce u; — 0in L”(R").
Hence, we obtain from (3.10) that

IVuillLe (@yey = IV Ocu ) e (@)e)
< IVE(xuj) = xVPuilly, < COllujll, = 0 as j — oo,
which yields the lemma. O

We conclude with a result that establishes a continuous inclusion for fractional Sobolev spaces
with different orders of integrability. This is needed in the end to prove the L?-approximation of the
supremal functionals.

Proposition 3.1.25. Let 1 < g < p < oo and Q C R" open and bounded. Then S;""(Q) c S5"9(Q)
and there is a constant C = C(n, a,Q, p, q) > 0 such that for every u € Sg’p(Q)

lullso.a gn)y < Cllullse.r@n).

Proof. Letu € S(()I’p (Q), then it is clear that
leellg < 1217977 | .

since u has compact support in Q. To show that V¥u € L4 (R"), we choose R > OsuchthatQ € Bg(0)
and write

IVeullyg < IV¥ullra gy + IV ullLa(Br(0)¢)-
The first term can be bounded as
IVeullLa (g0 < [BrIM97/PIVul|,.
Regarding the second, set d := d(€2, Br(0)¢) and take a cut-off function y € Lip, (R") such that
0<x<1, XBr<=0, xo=1 and [[Vyllw <1/d.
Then u = yu so that by Lemma 3.1.22 we find
IVeullLa(Br0)e) = IV (x| La (BR (0)¢)
< VSO = xVullg
< C(n@)d ully < C(n,@)d QYT lul|,

which finishes the proof. O

By choosing R large enough such that d(€, Bg(0)¢) > R/2 we obtain the following more explicit
bounds.

oo and Q C R™ open and bounded. Then, for R > 0 such that

Corollary 3.1.26. Let 1 < g < p <
> R/2 there is a constant C = C(n,a,Q) > 0 such that for every

Q C Bgr(0) and d(Q, BR(0)¢
u €Sy (Q)

IV¥ully < 1BrIVIVPIVull, + CRlull,.
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3.1.4 Fractional Morrey Inequality p = oo

This section is devoted to proving the fractional Morrey inequality (Theorem 3.1.14) in the case p = co.
To prove the fractional Morrey inequality we first prove it for functions in C°(R").

Lemma 3.1.27. Let & € (0, 1). There is a constant C = C(n, ) > 0 such that for all ¢ € C°(R") and
x,y e R"
lo(x) =@M < Clx = y[*IV¥¢llw.

Proof. By Theorem 3.1.4 and Holder’s inequality we get that

dz

—X -y
lo(x) = e < |tn,-al /RnIV%(y)I 'Iz T R PR

I—X =Yy
IZ _xln—a+1 - |Z _ yln—a+1

< lttn—al 190lle /

Rn

Now, it is proven in [24, Proposition 3.14] that there is a C = C(n, @) > 0 such that

J.

This yields the result. O

z—x z—y

|Z _xln—a+1 |Z _ yln—a/+1

dz < Clx —y|“.

To extend the fractional Morrey inequality to the fractional Sobolev space we utilize mollification
and cut-off arguments. Let 7 € C2°(R") be such that

supp(n) € B(0,1), 17 >0 and / ndx = 1.

We define for € > 0 the standard mollifier ¢ (x) = E—l,,n(f) Similarly to [24, Lemma 3.5, we can prove
the following.

Lemma3.1.28. Leta € (0,1), p € [1,00] andu € S*P(R"). Thenue = ne*u € SP(R)NC™(R™)
and V¥ue =ne * VZu.

We can now proceed with the proof of the fractional Morrey inequality in the case p = co. The
proof of Step 1 takes elements from [34, §5.8.2 Theorem 4].

Theorem 3.1.29 (Fractional Morrey inequality p = o). Let @ € (0, 1). There exists a constant C =
C(n,a) > 0 such that for allu € S®*°(R") and x,y € R™ it holds that

lu(x) —u()| < CIV@ullcolx — y|*.
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Proof. Step 1: We first consider the case u € S**(R") with compact support. By Lemma 3.1.27 we
have for any € > 0 and x, y € R" that (note u. € C2°(R"))

lue (x) —ue(¥)] < Clx = y[“NIV uelle.
By Lemma 3.1.28 and Young’s inequality for convolution we get
IV¥uello = lIne * Vulloo < Inelli IV ulles = [Vullo.
This shows that for all e > 0
e (x) —ue(y)] < Clx = y|“IIVu||oo. (3.12)

Hence, the sequence (u¢ )¢ is bounded and equi-continuous. Sinceu . — uin L” (R™) (1 < p < o) by
using standard properties of mollifiers, the Arzela-Ascoli theorem shows that even u, — u uniformly.
Taking the limit € | 0 in (3.12) now yields the result.

Step 2: For general u € S®*(R") we use a cut-off argument. Take R > 0 and § > 0 and let
x € CZ(R™) be such that y[gg0) = 1,0 < xy < land ||[Vy| L=®r) < 6. Then it follows from
Lemma 3.1.22 that yu € Sy (supp(y)) with

V@(xu) = xVu+uVey + Vg (x,u).

We also have by (3.10) that
IVEOyw)lleo < IV ullco + CY || o

We thus find by Step 1 that

| Q) (x) = Q) (V)] < Clx = y1“ (V¥ ulleo + CO [l oo)-

If we now choose R large enough so that x, y € Bg(0), then the left-hand side is equal to |u(x) —u(y)]
and by letting ¢ | 0 we find the result. O

3.1.5 Connections Between Classical and Fractional Sobolev Spaces

In this section we establish the main tool used in our study of fractional integral and supremal func-
tionals. It consists of a relation between the classical and fractional gradient of Sobolev functions, and
it depends on attributes of the Riesz potential and its inverse, the fractional Laplacian; in fact, we use
the following two identities

Vo =VI_ap and Ve=Vo(-A) g, (3.13)

which hold for ¢ € C2(R") by (3.3) and (3.7). The key observation is to interpret (3.13) as a way to
express the fractional gradient of a function as the gradient of another function and vice versa. The
main aim is to generalize this tool to the context of Sobolev spaces. To accomplish this, we first provide
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the following reasoning in order to gain intuition. Suppose that u € S*P(R") possesses a locally
integrable Riesz potential /,_ou, cf. (3.1). Then, for any ¢ € C2°(R"),

/11_(,quodx=/ ull_(,Vgodx:/ uVa(pdx:—/ V@ dx, (3.14)
Rn Rn n n

where the first equality transfers the convolution to V¢ via Fubini’s theorem, the second relies on (3.3),
and the third is simply the definition of the weak fractional gradient. This establishes VIi_qu = V%u,
extending the first identity from (3.13). A similar strategy via duality works for the fractional Lapla-
cian to extend the second identity in (3.13). The next proposition provides explicit statements, and is
closely related to [24, Lemma 3.28], where instead the authors work on spaces with bounded fractional
variation and prove a correspondence between classical and fractional variations.

Proposition 3.1.30. Let @ € (0, 1) and p € [1, oo]. Then we have the following:

(i) Foreveryu € S*P(R™) there existsa v € Wllo’f (R™) such that V¥u = Vv on R".

(ii) For every v € WP (R™) we have u = (—A)I_Tav € §%P(R™) with Vv = V¥ on R" and

—Q

1-1za 1-a
lull, < C(n, )Vl * [[Vvll,* . (3.15)

Proof. Part (i): It suffices to find for every R > 0 av € WP (Bg(0)) such that V¥u = Vv on Bg(0).
We treat the three cases p € (1,0), p = co and p = 1 individually. In the first two cases, the key idea
is to appeal to (3.14) after approximating u by functions with a well-defined Riesz potential.

Case p € (1,00): We can approximate u by a sequence (u;); C C°(R") in the S*P (R")-norm
according to Theorem 3.1.16. Now we define w; = I1_ou; € L (R")NC*(R") for j € N, see Section
3.1, then it follows by (3.3) that w; € WP (Bg(0)) and Vw; = V®u;. By subtracting averages we
obtain the sequence (v;); as

1

Vi=wj— —
77 BRI JBroo)

wjdy.

We still have that Vv; = V@u; in addition to the bound [|v||zr (g (0)) < C(R,n, p)|IVu;ll, < C
by the Poincaré inequality (Theorem 1.1.7). Hence, (v;); is bounded in W'-?(Bg(0)) so that up to
subsequence v; — v € WP (Bg(0)). Since Vv; = V¥u; — V®u we conclude Vv = V¥ on Bg(0)
as desired.

Case p = co: Consider a sequence of cut-off functions (y;); C Co°(R") such that
Then, by Lemma 3.1.22 we find that u; = y;u € S5 (supp(x;)) with

IV = Vujll o (a0 < Cl S LipO0) el < €1/ . (3:16)
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Because of the compact support we can define w; = I;_,u;, which lies in L*(R"), cf. Section 3.1.1.
We also have, using the calculation (3.14), that w; € W*(Bg(0)) and Vw; = V?u; on Bg(0). Now
we can follow the case p € (1, ) in defining

1

Vi=Wj— —— w;dy,
7 BRI Jro) !

and finding a limit v ; Sve W' (Bg(0)) which has V®u as derivative since Vu; — V®u uni-
formly on Bg(0) by (3.16).

Case p = 1. This is a straightforward consequence of (3.14), cf. Remark 3.1.31b).

Part (ii): By [20, Lemma A.4] we have for 1 < p < oo that (—A)FTH can be extended via density to
a bounded linear operator from W7 (R") to L” (R") with the bound given as in (3.15). For p = oo,
we have W1*(R") = Lip, (R") (Theorem 1..8), so then (=A) 5% is defined as in (3.4) and (3.15) follows
analogously to [25, Lemma 2.2 Step 1]. If we setu = (—A) 3% we canalso compute forany ¢ € C°(R")
that

/uV“gﬂdXz/ v(—A)l_ZGV‘ﬂpdx:/ vV dx. (3.17)
n n Rn

The first equality in the case p € (1, ) is a consequence of the duality of the fractional Laplacian
(3.6) after a simple extension to pairs of functions in W'?(R") and W'-?'(R") using density, see [20,
Lemma A.s); this relies in addition on the fact V¥¢ € 7 (R"; R") ¢ WhP'(R";R™). For p € {1, 0},
it suffices to extend the duality (3.6) to pairs in Lip, (R") and W!!(R") in a similar manner, owing
to the observation WI*(R") = Lip, (R"). The second equality in (3.17) follows from the identity

(—A)I_T“V“ = (-A) a2t I,_oV =Von CZ(R") from (3.7). This proves V¥u = Vv as required. O

-«

Remark 3.1.31. a) Part (ii) implies in particular that (=A) 2 : WhP(R") — S%P(R") is a bounded
linear operator, and as such, is weakly continuous for p € [1, o).

b) When u € S P (R") possesses a well-defined Riesz potential I1_,u € Lfoc (R™) we do not need
to go through the approximation argument in part (i). Indeed, by taking v = I;_,u, we find that it
satisfies Vv = V¥u on R" in view of (3.14). Recalling (3.1), we observe that this argument is applicable
in the regime p < n/(1 — ), but it fails in general, as e.g. u(x) = min{1, |x|~!=®} for x € R” shows.
Namely, we have that u € WHP(R") ¢ S%P(R") when p > n/(1 — @), but u does not possess a

well-defined Riesz potential by verifying the criterion (3.1).

¢) In part (i) we can not conclude that v € WP (R"), i.e. that v € LP (R"). In the case p € (1, ),
this follows if we can find a u € S*P(R") with a well-defined Riesz potential I1_,u € Lfo (R

such that I1_,u + C ¢ LP(R") for any C € R, because v is equal to /;_,u up to a constant by b). An
example of such a u is u(x) = min{1, |x|/P+@~1}. We see that u € WP (R") c S®P(R") and I;_qu
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is well-defined by (3.1). Moreover, we can calculate for |x| > 1 that

I ou(x) = — /R”(x_y)d

Yn,a n |)’|"+“_1

1 _ y|-n/pta-1
2 / |x y|n+a—l dy
Yn,a JBO21x)e VI

ZC/ |y|_”/p_”dy=C|x|_"/p.
B(0,2|x])¢

The inequality in the last line uses |[x —y| > 1/2|y| for y € B(0, 2|x|)¢. We indeed observe I1_,u+C ¢
LP(R") for any C € R.

For p = oo, we use a truncation argument to find a function u € S**(R") and v € Wllo’zo (R™)\
L*(R") with Vv = V%u. The construction is inspired by [15, Lemma 3.1]. Consider for fixed 8 €
(0,1 — @) the function

X for |x| < 1,
v(x) = g I forx € R",
|x|B for |x| > 1,

and define its truncation v; = min{v, j} for j € N. Per construction, (v;); € W-*(R") n C®F(R")
1-a

is a sequence with uniformly bounded Lipschitz and S-Hélder constants. By fixingu; == (-A) 2 v; €
S**(R™), we can compute

iC+h) =yl
|Mj| < C(n,a) /n W(jh

1 1
< C(n,a) / dh+/ ———dh) <
( B, A" B, 1)c |h|"H1-a=h )

for all j € N, where the bounds on the integrals over B;(0) and B;(0)¢ have been deduced from
the Lipschitz and S-Holder property of v, respectively. As a result, (u;); is a bounded sequence in
S®=(R™), so that up to subsequence u S uinL® (R") and V@u; A Ve in L (R™;R™") as j — oo.
By virtue of Proposition 3.1.30 (ii), we know that V¥u; = Vv for all j € N, from which we infer that
V@®u = Vv, as required. A

The above proposition almost gives a full identification of fractional and classical gradients. In the
case where we consider periodic functions, we actually obtain the full identification. For this, denote
0 = (0,1)" and W;,’;;J(Q) and S5.;(Q) as the Q-periodic functions in W% (R") and §**(R"),
respectively.

Proposition 3.1.32. Let @ € (0, 1) then for every ¢ € Wll,’eo;’(Q) there is a ¢ € Sp,.7(Q) such that
Vo = V¥ on R™ and vice versa.

Proof. Take ¢ € W;,’;;’(Q), then, it follows by Proposition 3.1.30 (i7) that ¥ := (=A) 5t p € ST (RY)
satisfies V¥ = V. It is readily seen from the formula of the fractional Laplacian (3.4) for Lip, (R")
functions, that ¢ is also Q-periodic and hence, ¥ € Sp,27(Q).
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For the converse, take ¢/ € S3,.77(Q), then, by Proposition 3.1.30 (i) we can find ¢ € WIIO’ZO (R™)

such that Vo = V?. We have that the gradient of ¢ is Q-periodic on R", however, we do not know
whether ¢ itself is Q-periodic. To prove this, we observe that any function in Wll(;c:’ (R™) with zero
derivative is constant, so that there is a vector £ € R" such that

px+e)—@x)=¢ foralxeQandi=1,...,n. (3.18)

Here, e; denotes the ith standard unit vector. It is enough to show that = 0 to conclude that ¢ is
periodic. By the Gauss-Green theorem for Lipschitz functions we can compute

/V“wdx=/Vgodx=/ pvdx =¢, (3.19)
o o o0

with v an outer normal to the unit cube. The last equality follows from (3.18) and the fact that the
normal is in the direction of the unit vectors.

Now we show that the leftmost integral in (3.19) is zero, which yields { = 0. By the a-homogeneity
of the fractional gradient, cf. Section 3.1.1, the sequence (¥ ;) ; defined by ¥ (x) = J%gb( jx) is bounded
in §%°(R") and thus, converges weak* to its uniform limit which is zero. In particular, we have

VY ; 50 in L®(R™;RMY). (3.20)

At the same time, we find V¥ ; = V¥ (j-), which is the oscillation of a Q-periodic function and
hence, converges by Proposition 1.1.2 weak™ to its average

VY = / V¥ dx inL”(R™;R"). (3.21)
o
Combining (3.20) and (3.21) yields / 0 V@Y dx = 0, which implies £ = 0 by (3.19). O

3.2 Integral Functionals

We are now in the position to study integral functionals of the form
I, (u) = / f(x,u(x), Veu(x)) dx  foru € SgP (QR™), (3.22)
Rn

where p € (1,00), f : R" X R™ x R"™" — R is a suitable integrand and g € S%7(R"; R™). We are
interested in minimizing this functional and the weak lower semicontinuity plays an important role
here. In Section 3.2.1, we characterize the weak lower semicontinuity fully in terms of quasiconvexity
of the integrand in the third argument. As a consequence of the direct method, we provide an exis-
tence result under these assumptions. Afterwards, we study the fractional Euler-Lagrange equations,
which are a system of fractional PDEs that minimizers of (3.22) must satisfy. Lastly, in Section 3.2.3,
we derive a relaxation formula for 7, providing information about J, when it is not weakly lower
semicontinuous.
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3.2.1 Weak Lower Semicontinuity and Existence

The aim of the present section is to characterize the weak lower semicontinuity of 7, in (3.22) and
obtain existence of minimizers. Using the connection between the classical and fractional gradients
from Section 3.1.5 we show that the notion of quasiconvexity is also relevant in the fractional setting.
We furthermore answer the question how quasiconvexity is related to a more natural analogue in the
fractional setting, which we call @-quasiconvexity.

We denote Q@ = (0,1)" and recall that a Borel measurable function 2 : R™" — R is called
quasiconvex (in the sense of Morrey [56]) if

h(A) < / h(A+Ve)dy forallAeR™"andp € Wé’oo(Q;Rm). (3.23)
Qo

Equivalently, by [29, Proposition 5.13], we can consider Q-periodic test functions as opposed to func-
tions with zero boundary values, that is, f is quasiconvex if and only if

h(A) < / h(A+Ve)dy forallAe€R™"and g € Wll,’e";’(Q;Rm). (3.24)
o

The next theorem shows that the functionals in (3.22) are weakly lower semicontinuous if the inte-
grands f are quasiconvex in the third variable. The proof uses well-known methods in the calculus
of variations in combination with the results from Section 3.1.5. Note also that quasiconvexity is not
imposed in Q¢ due to the strong convergence of the fractional gradients here (Lemma 3.1.24).

Theorem 3.2.1 (Sufficiency of quasiconvexity). Let @ € (0, 1), p € (1,0), Q C R" open and bounded
with |0Q] =0, g € S*P(R™";R™) and

To(u) = /Rn FOu(x), Vou(x))dx  foru e SgP (Q;R™).

Assume [ : R" X R x R"™" — R is a normal integrand satisfying
0< f(x,z,A) < C(1+1z|” +|A|P?) fora.e x € R" and for all (z, A) € R™ x R™",

witha € L'(R") and C > 0. If A — f(x, z, A) is quasiconvex for a.e. x € Q and all z € R™, then I, is
(sequentially) weakly lower semicontinuous on Sg ¥ (Q; R™).

Proof. Letuj — uin Sg*” (€;R™), then we show separately that

/ f(x,u, Vo) dx < lim inf/ fle,u;, VPuj) dx, (3.25)
Q J7e JQ
and
f(x,u, V%) dx < lim inf/ fo,uj, Vo) dx. (3.26)
Qc J—© Qc

Regarding (3.25), we find by Theorem 3.1.20 that #; — u in LP(R";R™). Additionally, Proposi-
tion 3.1.30 (i) allows us to find a sequence (v;); € WP (Q;R™) and v € WP (Q; R™) such that

Vv;i=V®; onQforall j e N and Vv=V? onQ. (3.27)
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By further assuming that the v; and v have average zero we conclude via Poincaré’s inequality (Theo-
rem1.1.7) that (v;); isabounded sequence in W'-7 (Q; R™). Hence, we find that v; — vin WP (; R™).

We now resort to well-known techniques involving Young measures, cf. Section 1.1.6. Since (up
to a non-relabeled subsequence) (Vv ;); generates a Young measure (i x)xeq, we find that (u;, Vv;);
generates the Young measure (0, (x) ® fix)xcq by Lemma 1.1.22. The fundamental theorem of Young
measures (Theorem 1.1.21 (i) and (3.27) now yields

liminf/f(x,uj,V"uj)dx:liminf/f(x,uj,ij)dx
Q J=e Jo

Jj—oo
2‘/9 Ranf(x’u’A)d'HX(A)dx
> ,u,Vv)d
>/Qf(xu V) dx
=/f(x,u,V“u)dx.
Q

The third line uses the characterization of gradient Young measures (Theorem 1.1.23 (iif)) relying on
the fact that f is quasiconvex in its last argument with p-growth and [u], = Vv(x) for a.e. x € Q.
This establishes (3.25).

For any Q € Q’ we have by Lemma 3.1.24 that V¥u; — V@ in LP ((Q')¢;R""). Therefore, a
simple lower semicontinuity result with respect to strong convergence in L? (e.g. [37, Theorem 6.49])
yields

f (e, u, V¥u) dx < liminf flx,u;, Vo) dx
(Q/)(r J—00 (Q/)c

< lim inf fx,u;, Vo) dx.

Jj—oo Qc

By letting Q' tend to Q, (3.26) follows by the monotone convergence theorem, the non-negativity of f
and the assumption |0Q| = 0. Combining (3.25) and (3.26) finishes the proof. O

Remark 3.2.2. a) We can generalize the bounds on f from the previous theorem. For x € Q we can
relax the lower bound to

—a(x) = C(|z|? +|A|?) < f(x,z,A) forae.x € R" and forall (z, A) € R™ x R™",

foranyC > 0,1 < ¢ < panda € L'(Q). This condition ensures that the negative part of the sequence
(f(-,uj, V¥uj)); is equi-integrable, due to the convergence of #; in L and the boundedness of V¥u
in LP, so that the fundamental theorem of Young measures can be applied without change. For x € Q€
we may discard the upper bound entirely and relax the lower bound to

—b(x) = C(|z]? +|A|P) £ f(x,z,A) forae.x € R"andforall (z,A) € R™ x R"™",

with C > 0and b € L'(Q°). In this case [37, Theorem 6.49] still applies.
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b) In the regime p > min{m, n} we can allow extended-valued integrands f : R" X R X R"*" —
[0, co] that do not satisfy any upper bound, if we replace the quasiconvexity assumption by the stronger
condition of polyconvexity. This namely holds in the classical case (e.g. [29, Theorem 8.16]) and we can
carry it over, using the same arguments as in the previous theorem. In fact, when n = m it was proven
in [15, Theorem 6.1] that an existence result for polyconvex extended-value integrands even holds for
p > n — 1 using a fractional Piola identity. A

In order to prove the necessary condition, we first construct functions with compact support
whose fractional gradients have a prescribed value at a point. This is going to be our replacement
for the use of affine functions, which have constant gradients, in the classical setting.

Lemma 3.2.3. Let @ € (0,1), Q C R" open and bounded and xo € Q. Then for any z € R™ and
A € R"™" there exists a ¢ € CZ°(€;R™) such that u(xo) = z and V¥¢(xq) = A.

Proof. Using the translation invariance and a-homogeneity of the fractional gradient we may assume
that Q = B;(0) and xo = 0. Since any radially symmetric function has zero fractional derivative at
the origin, we can always add such a function to guarantee u(0) = z. Combining this with linearity,
it is enough to consider m = 1 and to find V¥¢(0) as a multiple of the first unit vector. For this, take
X% € CZ2((—1,1)) to be even and odd functions respectively, i.e. x(¢) = x(—1) and ¢ (—1) = =y (1)
fort € (-1, 1), which are supported in (—1/n, 1/n). Also assume for ¢t > 0 that () y(¢) is non-
negative and not identically zero. Then, defining ¢ € C2°(B1(0)) by (cf. Figure 3.1)

@(x) =y (x)x(x2) ... x(xn)
yields (noting that ¢(0) = 0)
e(Y)y1 e(Y)y1
(V@(0)1 = n, / o dy = 2y, / ———dy>0.
S lylrrett Y yerniy =0y [yIrret!
On the contrary, (V¥¢(0)); = 0 for i # 1 as the integrand is then odd with respect to the ith variable.

As such, we find that V¥¢(0) is a multiple of the first unit vector. O

Remark 3.2.4. If we have Q C R” open and bounded and g € S* 7 (R"; R™) then we can use Lemma
3.2.3 to find for almost every xo € Qau € Sg’p (€; R™) such that u(xg) = z, V¥u(xp) = A and xp is a
p-Lebesgue point of u and V@u in the sense that

r—0 —0

lim r_”/ lu(x) —z|” dx =0 and lim r_”/ [V¥u(x) — A|P dx = 0.
B;-(x0) r By (x0)

Indeed, we can just take x( to be a p-Lebesgue point of g and V¥g and set u = g + ¢ with a function
¢ € CZ2(;R™) such that

@(x0) =z = g(xo) and V¥ (xo) = A = Vg(x0). A
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Figure 3.1: An example ¢ as constructed in Lemma 3.2.3 for n = 2, which satisfies V¥¢(0) = (3,0)
with 8 > 0.

Next, we prove that quasiconvexity of the integrands is also necessary for the weak lower semicon-
tinuity. Together with Theorem 3.2.1 this proves the characterization result Theorem 3.2.6. The proof
uses the connection between the classical and fractional gradient in combination with cut-off argu-
ments, strong convergence of fractional gradient outside €2, and the constructed functions from the
preceding lemma. It also takes elements from the classical necessity proof [2], as found in [29, Lemma
3.8].

Theorem 3.2.5 (Necessity of quasiconvexity). Let @ € (0,1), p € (1,00), Q C R" open and bounded
and g € S©P(R™;R™). Suppose that [ : R" x R Xx R"™" — R is a Carathéodory function that satisfies

|f(x,z,A)] < a(x)+C(|z|” +|A|?) fora.e. x € R" and for all (z, A) € R™ x R"™",
witha € L'(R") and C > 0. If

To(u) = ‘[Rn e, u(x),Vou(x))dx  foru e Sg" (Q;R™),

is (sequentially) weakly lower semicontinuous on Sg "P(Q;R™) then A — f(x,z,A) is quasiconvex for
ae x € Qandall z € R™.

Proof. We may assume without loss of generality that g = 0. Indeed, the weak lower semicontinuity
of 7, on Sg’p (©; R™) is equivalent to the weak lower semicontinuity of

Lo g(u) = /Rn fo(x,u, Vu) dx

on S, (& R™) with fg(x,z,A) = f(x,z+ g(x),A + V¥g(x)). Moreover, we can check that f is
also a Carathéodory integrand satisfying the p-growth bound and that f(x, z, -) is quasiconvex if and
only if f,(x,z — g(x), ) is quasiconvex.
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Step 1: To show that f(x,z,-) is quasiconvex for a.e. x € Q and all z € R, let (x¢, zo, Ao) €
QX R™ x R™" and consider a u € C°(£; R™) such that

u(xg) =zo and V@u(xg) = Ao,

possible by Lemma 3.2.3. Take ¢ € WS’M(Q; R") and assume for simplicity that xo + O € Q. Then we
can extend ¢ periodically to R” and consider the sequence (gof ); € WEP(R™R™) for j,p €N

0 else.

#(x) = {[%jw(pj(x = Xp)) ifx € Q, :=x0+(0,1/p)",
A(x) =

It can be seen that go? — 0as j — ooin WHP(R™;R™), since it is bounded in W'? (R™; R™) and
converges uniformly to zero. Additionally, Proposition 3.1.30 (ii) shows that we have

1-a

l,[l? = (=A)2 90’; e S“P(R™;R™) with V":,b? = ch’;. onR". (3.28)

By remark 3.1.31 a) and (3.15) we find in the limit j — oo
1,0';.) — 0 in S*P(R™;R™) and 1//? — 0 in LP(R;; R™). (3.29)

If we take a cut-off function y € C°(Q) with y = 1 on xo + Q, then we find by Lemma 3.1.22 that the
sequence
uj = u+)(l,//;.) —u inS:’p(Q;Rm) as j — oo

and in view of (3.29) and (3.10)
R;:=V%; -V —,\/V“»ﬁ? — 0 in LP (R™;R™™).

We also have )(V“:,b? = V(p’? by (3.28) and the fact that Vgo‘? = 0 outside Q5. Now, using the weak
lower semicontinuity of 7, on Sg°” (€& R™) yields

. F e, u, Vou) dx < liirri)igf/Rn fOo,uj, V) dx

Jj—oo

= lim inf/ f(x,u +)(:,0§.),V“u + Vgo’;. +R;)dx
Qp
+ .f(x,u+)(lp';,V“u+Rj)dx
9
Sliminf/f(x,u,V”u+Vgo?)dx+/ f(x,u+)(w;.’,Vau+Rj)dx
Q o5

J—)OO

= liminf/ f(x,u,V“u+Vg0?) dx + f(x,u, V) dx.
Q

J—> o5

The second to last line uses the freezing argument from Lemma 1.1.24, which is applicable since R ; and
W? converge strongly to 0 in the L?-norm and Vgo’;. is p-equi-integrable because it is an essentially
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bounded sequence. The last line follows from the dominated convergence theorem. By subtracting
the integral over Qf, from both sides, which is finite by the p-growth of f, we find

/ f e, u, Vu) dx < lir_ninf/ f e, u, Veu + Vgp7) dx. (3.30)
Qp Iz Jo, ’

Step 2: Denote
A= lulls@) + IV ulle @) + IVelle () < o
and define the compact set

S={(z,A) e R" xR™" | |z] + |A| < 4}

We can find by the Scorza-Dragoni theorem ([29, Theorem 3.8]) for / € N an increasing sequence of
compact sets K; C Q such that f is continuous on K; X S and |Q \ K;| < 1/[. By the Tietze extension
theorem ([65, Theorem 20.4]) we find a continuous function f; : R” X R™ xR™ " — R which coincides
with f on K; X § and such that

| fil £ Mp .= max{|f(x,z,A)|]| (x,2,A) € K; X S}.

We now fix €’ > 0 and we can arrange that for all/ € N
/ |f1 (e, w(x), W(x))|dx < € (3.31)
Q\K;

forany w € L®(;R™), W € L®(Q; R™*"). Indeed, this can be achieved by replacing f; by n f; with
neCX(Q)suchthatp = 1onK;,0 <n < 1and

/ n(x)dx < €'/Mj.
Q\K,

We additionally assume that xg lies in | J; <y K7 and that it is a Lebesgue point of the indicator functions
lo\k, and a - 1\, for all [ € N. This loses no generality as almost every point xo € £2 satisfies these
conditions. Because of this, we find that for all / > [’ with xo € K that

p—)OO

lim p"/ |f (e, u(x), Viu(x) + Vgo?(x))l dx
Qp\Kl

< lim p"/ a(x) +2CAP dx = (a(xo) + 2CAP)1q\k, (x0) = 0.
Qp\Kl

p—)OO

Hence, if we take € > 0 we find that for any / > [’ fixed, p large enough and any j € N that

€
o (3-32)

[ 1, 9 + 9 o e <
Qp\Kl
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Step 3: We return to (3.30) and we can write
/ S, u, Veu + Vgo‘?) dx < / Jfi1(x0, 20, Ao + V(p?) dx
Qp Qp
b [ Ut z0, Ao+ 9 = il T+ V)
Qﬂ

+—/Qp|fl(x,u,V"u+th§) —f(x,u,V"u+V<,0§)|dx
= (D + U+ UI]).

Fix [ > I’, then we find since (u(x), V¥u(x) + Vgo’;. (x)) € Sforae. x € Q that

(I11) < / i, u, VU + V) = (0,1, VouU + V)| de < — + €,
J J n
Qp\Kl p

for all p large enough and all j € N using (3.31) and (3.32). By the uniform continuity of f; on compact
sets and the continuity of # and V%u on Q we find that

€
un =3

for all p large enough and all j € N. Lastly, using the periodicity of tp? we see that the first term is
equal to

1 1
(I):—n/fl(xO,Zo,Ao'l‘VQD)dX:_n/f(xo,ZO,AO‘i'V‘p)dy’
pTJo P Jo
by also using that xo € Kj. All in all we find that for p large enough

1 2
liminf [ f(x,u, Vu+ V) dx < — / F (50,20, Ao + Vp(x)) dy + — + €
P Jo p

Jj—oo Qp
1 3e
< — [ f(xo0,20, A0+ Ve(x))dy + —,
Y [0} P
by choosing €’ < €/p". A similar yet simpler computation shows that

1 3
S, u, V) dx =2 — f(xo0, 20, Ao) — _i
2 p p

Hence, (3.30) becomes after multiplying by p"
f(xo, 20 AO) < / f(xo, 20 Ao + V(,D) dy + 6e€.
Q

The proof follows by the arbitrariness of €. O
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The combination of Theorem 3.2.1 and Theorem 3.2.5 now yields a characterization of weak lower
semicontinuity.

Theorem 3.2.6 (Characterization of weak lower semicontinuity). Let @ € (0, 1), p € (1,00), Q C R"
open and bounded with |0Q| = 0 and g € S®P (R™;R™). Suppose that f : R" X R x R"™" — Risa
Carathéodory function that satisfies

0< f(x,z,A) <a(x)+C(|z|P +|A|P) forae x € R" and for all (z,A) € R™ x R"™",

with a € L'(R™) and C > 0. Then, the functional
L) = [ Feru). VuC)dr foru € 537 (@R
Rn

is (sequentially) weakly lower semicontinuous on Sg’p (&;R™)ifand only if A — f(x, z, A) is quasiconvex
fora.e.x € Qandall z € R™.

A simple adaptation results in the following characterization result on the full space S*7 (R"; R™).

Theorem3.2.7. Leta € (0, 1) and p € (1, c0). Suppose that f : R"XR™XR™ " — R is a Carathéodory
function that satisfies

0< f(x,z,A) <a(x)+C(|z|P +|A|P) fora.e x € R" and for all (z, A) € R™ x R™",

with a € L'(R™) and C > 0. Then, the functional
To(u) = / f,u(x), V¥u(x))dx  foru e S“P(R";R™),
Rn

is (sequentially) weakly lower semicontinuous on S*P (R"; R™) if and only if A — f(x,z, A) is quasi-
convex for a.e. x € R" and all z € R™.

Proof. For the sufficiency, let u; — u in §*P(R";R™) then by Theorem 3.1.23 we find u; — u in

LZ o (R™;R™). Hence, we may argue as in Theorem 3.2.1 to show that for any R > 0

/ S, u, V) dx < liminf/ fo,uj, V%) dx
Br(0) Br(0)

J—)OO

<liminf [ f(x,u;,V%u;)dx.
joeo Jpn
Then, letting R — oo via the monotone convergence theorem yields 7, (u) < liminf; .o 7, (u;) as
desired.
For the necessity, we note that 7, is weakly lower semicontinuous on S(()Z’p (Br(0); R™) for any
R > 0 so that we may conclude the result via Theorem 3.2.5. O

It is surprising that the weak lower semicontinuity of fractional integral functionals can be char-
acterized by a notion involving the classical gradient. Because of this, we introduce the following
alternative notion, which seems to be the natural analogue of quasiconvexity in the fractional setting.
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Definition 3.2.8 (@-quasiconvexity). Let @ € (0, 1). A Borel measurable function & : R™ " — R is
said to be a-quasiconvex if

h(A) < / h(A+V¥p)dy forallA € R™" and ¢ € S3.7(Q;R™). A
Q

Remark 3.2.9. a) In the definition of @-quasiconvexity one could replace Q by any other cube Q’
through translation and scaling and test with functions that are Q’-periodic instead. In a similar spirit,
if f is continuous we can show that a-quasiconvexity is equivalent to

h(A) < / h(A+V?p)dy forallAeR™" and ¢ € Cper (O;R™). (3.33)
¢

Indeed, it is clear that @-quasiconvexity implies (3.33), while for the other direction we can approximate

¢ € Sper (Q;R™) via mollification by a sequence (¢;); C Cper(Q;R™), as in Lemma 3.1.28, such

that V¥¢; — V% in L'(Q;R™") and [|[V?¢;|lcc < |V¥¢lle. Then, the dominated convergence
theorem shows for any A € R"*"

h(A) < lim / h(A+V®p;)dy = / hA+V%)dy,

thus proving that / is @-quasiconvex.

b) Since in classical quasiconvexity we may take test functions in WS’M(Q; R™) or Wll,’eof O;R™),
cf. (3.23) and (3.24), it is natural to expect that

h(A) < / h(A+V%)dy forall A e R™" and ¢ € S5 (Q;R™) (3.34)
o
provides a different meaningful fractional extension of quasiconvexity. However, this is not the case,

since in the setting n = m = 1 even some convex functions do not satisfy (3.34). Indeed, it is possible
to construct ¢ € C.°((0, 1)) with

1
(V@) 0,1 :=/ V@dy # 0, (3.35)
0

which shows that no linear function 4 : R — R with 2((V¥¢)0,1)) < O satisfies (3.34), because

1
1(0) =0 > h((V¢)0.1) = /0 h(V®) dy.

To give an example of (3.35), we may take any ¢ € C°((0, 1)) that is non-negative and not identically
zero. By a straightforward calculation we find V¥@(0) > 0 and by exploiting the continuity of V¥¢,
there must be some ¢ < 0 for which )
/ V@ dy # 0.
5

A transformation of ¢ on the interval (=4, 1) to a function ¢ € C°((0, 1)), in light of the translation
invariance and a-homogeneity of the fractional gradient, yields (3.3). A
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Actually, it is a simple consequence of Proposition 3.1.32 that the new notion @-quasiconvexity
is equivalent to quasiconvexity. From this we conclude that a-quasiconvexity can also be used to
characterize the weak lower semicontinuity and that this notion does not depend on «.

Corollary 3.2.10. Let @ € (0, 1), then h : R"™" — R is quasiconvex if and only if it is a-quasiconvex.

A simple application of the direct method in the calculus of variations yields the existence of so-
lutions.

Theorem 3.2.11 (Existence). Assume we are in the setting of Theorem 3.2.1 and furthermore assume the
coercivity condition

c|AlP = b(x) < f(x,z,A) forae x € R" and for all (z,A) € R™ x R"™",
with ¢ > 0 and b € L'(R"). Then I, admits a minimizer in Sg’p (Q;R™),

Proof. Let (uj); C Sg°” (€;R™) be a minimizing sequence of I, then the coercivity conditions yields
that |[V¥u;||, < M < oo forall j € N. Therefore, the Poincaré inequality (Theorem 3.1.18) yields that

lujllpy < Ngllp + CUIVTusllp, +11VeI )

whence (u;), is a bounded sequence in Sg*” (©; R™). Using Theorem 3.1.20 we may assume that (up to
anon-relabeled subsequence) u; — uin§ g "P(©; R™). The weak lower semicontinuity from Theorem
3.2.1 now shows that u is a minimizer of 7, over Sg’p (Q;R™). O

3.2.2 Fractional Euler-Lagrange Equations

In this section we derive that minimizers of integral functionals 7, as in (3.22) satisfy a system of frac-
tional partial differential equations in a weak sense. These equations are analogous to the well-known
Euler-Lagrange equations, which provide a deep connection between the theory of partial differen-
tial equations and the calculus of variations. As an application of the existence of minimizers from
the previous section, we conclude the existence of weak solutions to the fractional Euler-Lagrange
equations.
We know that if # minimizes 7, over S;f’p(Q; R™) then for any ¢ € C°(€;R™) and h € R we
have
To(u) < Iy(u+ he). (3.36)

In Theorem 3.2.12 below, we calculate the derivative of & — I, (u + he) at h = 0, also known as the
first variation of I, at u in the direction ¢, which is equal to zero by (3.36). This will provide us with the
weak version of the fractional Euler-Lagrange equations. The proof is an adaptation of [15, Theorem
6.2] and [64, Theorem 3.1], where we denote by D, f and D 4 f the derivative of f with respect to the
second and third variable, respectively.

Theorem 3.2.12. Let f : R" X R™ X R"™" — R be a Carathéodory integrand, which is continuously
differentiable in its second and third variable and satisfies the bounds

|f (.2, A+ D2 f(x,2, A)| + [Daf(x,2,A)| < a(x) +C(|z]” +]A]P)



Chapter 3. Fractional Calculus of Variations 73

for a.e. x € R" and for all (z, A) € R™ x R™" with a € L'(R") and C > 0. If u minimizes I, as in
(3.22) over Sg’p(Q; R™) then

/ Daf(x,u,V) -V + D, f(x,u, V) - odx =0 forall p € CZ(Q;R™). (3.37)

Proof. Take ¢ € C2°(£;R™), then, in light of (3.36) it is enough to show that & +— I, (u + he) is
differentiable at & = 0 with derivative equal to the left-hand side of (3.37). To do this, we observe that
the growth bound on f shows that 7, (u + he) is well-defined and finite. Next, we calculate using the
mean value theorem

To(u+ he) — I,(u) Fx,u+he,Vou+hveg) — f(x,u, Vou) .
- X
h - 7
=/ Daf(x,u+1tp,Vou+tVep) - V% (3.38)

+D,f(x,u+tp,Viu+1tV=ep) - dx,

with ¢t = t(x, h) € [—h, h]. By using the boundedness of ¢ and V¥ and the growth bounds on D, f
and D 4 f we find that for |h| < 1 the integrand in the last integral of (3.38) is bounded by

C'(a(x) + C((lul + |@)” + (IV¥ul + [VFo])P),

which is an integrable function. Hence, by Lebesgue’s dominated convergence theorem we may take
the limit of 2 — 0 and thus r — 0 inside the integral of (3.38) and we end up with (3.37). O

Remark 3.2.13. Theorem 3.2.12 also holds if we generalize the bounds on the derivatives by
D f(x,2, A)l +[Daf(x,2,A)| < b(x) + C(Iz]” + |A]")

for a.e. x € R" and for all (z, A) € R™ x R™" with b € L'(R") + L*(R") and C > 0. Indeed, we
can simply adapt the bound for (3.38) by estimating

[ b el + 976l ds <,

via Holder’s inequality, noting that V¥ € 7 (R"; R">"), cf. Section 3.1.1. A

Now we take a closer look at (3.37). First, we introduce the fractional divergence for ¢ € C2°(R™; R"),
given by
(p(y) —¢(x)) - (y —x) J
y.

|y _x|n+a+1

divago(x) = Hn,a &

This object is similar to the fractional gradient, but it turns a vector-valued quantity into a scalar-valued
one. With this notion we equivalently write the fractional integration by parts (3.5) as

/1//-V"t,odx=—/ div®y ¢ dx,
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forall p € CZ(R") and ¢ € C2°(R"; R"™). If we formally apply this to (3.37) we obtain
-y (—div¥*(Daf(x,u, V%)) + Do f(x,u,V¥u)) - ¢dx =0 forall p € CZ(R™).

Via the fundamental theorem of the calculus of variations this shows that u solves the fractional Euler-
Lagrange equations

div*(Daf(x,u,V¥u)) = D, f(x,u, Veu) in Q,
(3.39)

u=g in Q°.

We remark that (3.39) is a system of m partial differential equations subject to a complementary-value
condition. This formal derivation shows that the condition (3.37), which minimizers satisfy, is a type
of weak version of the fractional Euler-Lagrange equation (3.39). This understanding provides a deep
connection between the fractional integral functionals and the theory of fractional partial differential
equations. In fact, under the hypotheses of Theorem 3.2.11 and 3.2.12 we have proven the existence of
weak solutions to the system (3.39).

Example 3.2.14. a) Consider the functional
1
I,(u) = / 5|V"u|2dx foru € S*(Q).

This functional satisfies the hypotheses of Theorem 3.2.11 and 3.2.12 with the more general bound from
Remark 3.2.13. For this functional, noting that div*V® = —(—A)% ([74, Theorem 5.3]), the fractional
Euler-Lagrange equation is given by

(-AN)%u =0 in Q,
u=g in Q°,

which is a fractional Laplace equation. Therefore, we have existence of weak solutions to this system
of equations.

b) More generally, if we consider for p € (1, c0) the functional
1
I, (u) = / —|V@ulP dx foru e Sg""(Q)
np

then its fractional Euler-Lagrange equation is given by

dive(|Vu|P~2V%u) = 0 in Q,
u=g in QC,

which is a type of fractional p-Laplace equation. Again, we have existence of weak solutions to these
systems. A
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3.2.3 Relaxation

Here, we give a representation of the relaxed functional of
I, (u) = / F(V¥u(x))dx foru € Sg' (4 R™)
Rn

with respect to the weak convergence in § g "P(Q; R™). Recall that the relaxed functional is the largest
weakly lower semicontinuous functional that is majorized by Z,. This functional is of practical in-
terest as it gives information about minimizing sequences of 7, even when it is not weakly lower
semicontinuous. We prove that the relaxed functional is still an integral functional and that it is ob-
tained through quasiconvexification of the integrand, but only inside the domain €. This is due to the
strong convergence of the fractional gradients outside Q and, as a result, we observe that through the
relaxation process the homogeneous integrand f is turned into an inhomogeneous one.

The quasiconvex envelope of a function f : R"*" — R, denoted by f9¢, is given by

fI(A) = sup{h(A) | h : R"™" — R quasiconvex, h < f},
cf. Section 1.1.4. Furthermore, recall that the relaxed functional can be characterized as

Iéel(l/l) = lnf{hm 1nffa(u]) | uj — yin Sg’p(gy Rm)}
Jj—oo

We have the following relaxation result.

Theorem 3.2.15 (Relaxation formula). Let @ € (0,1), p € (1,00), Q C R" open and bounded with
|0Q] =0, g € S¥P(R™;R™) and

I,(u) = / f(V%(x))dx foru e Sg’p(Q; R™).
Rn
Assume that f is continuous and satisfies for ¢, C > 0
clAI? < f(A) < CIA|)?  forall A € R™".
Then, the relaxation of I, with respect to the weak convergence in Sg°" (Q; R™) is given by
If‘l(u) = / FI(V%u(x)) dx +/ F(Veu(x))dx foru e Sg"" (R™).
Q Qc

Proof. We denote
fa(u)=‘/fq°(V"u) dx + f(V“u)dx:/ F, Vo) dx, ueSPP(QR™),
Q Qe R7

with £ : R" x R™" — R given by f(x,A) = Lqo(x)fI(A) + 1gc(x) f(A) for (x,A) € R" x
R™", Since the continuity and growth conditions of f are retained during quasiconvexification, the
functional 7, is weakly lower semicontinuous on Sg’p (£; R™) by virtue of Theorem 3.2.1. Hence, we

conclude 7, < Icrfl because 7, < 1,.
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To prove the converse inequality, we fix u € Sg’”(Q;R™). By Proposition 3.1.30 (i) we find a
v € WP (Q;R™) such that Vv = V% on Q. According to the classical relaxation result (Theorem
1.1.17) we may find a sequence v; — v in Wé’p (©; R™) such that

liminf/f(ij)de/ch(Vv)dx. (3.40)
Q Q

Jj—o

Using a decomposition lemma (see e.g. [29, Lemma 8.15], [8, Lemma 11.4.1]) we may further assume that
the sequence (Vv;); is p-equi-integrable; for the addition of boundary data we can use a cut-off ar-
gument as in [64, Lemma 4.13 Step 3]. Now consider the sequence (v; — v); in Wé’p (€; R™) which
converges weakly to zero. We can extend this sequence as zero outside € and define

;= (=A) 7 (v; = v) € STP(R;R™).
Furthermore, in view of Remark 3.1.31a), we find
ij — 0 in S*P(R";R™) (3.41)
andasv; —v — 0in LP(R";R™) by the Rellich-Kondrachov theorem the bound (3.15) yields
ij — 0 in LP(R™;R™). (3.42)

Now, we take a subset O € Q and a cut-off function y € C(Q) with0 < y < land y = 1 on
O. We then define the sequence u; := u + yii; in Sg’p (€2;R™) which converges weakly to u by (3.41)
and Lemma 3.1.22. The same lemma in combination with (3.42) gives

R :=V%u; - V%% - xVi; — 0 in LP (R";R™"). (3.43)
An application of Lemma 1.1.24 in light of the p-equi-integrability of (Vv;); and the observation that

R; =V@®u; —Vv; on O yields

lim / f(Vv;)dx > / f(Vv;j+R;)dx = lim / F(VP;) dx. (3.44)
J— Jo o) J— Jo
Additionally, for any € > 0 we have that

f(V“uj)deCZ/ (1= x)Vv+xVv;+r;|Pdx <€ (3.45)
Q\0 Q\0

if |2\ O| is sufficiently small, which again relies on the p-equi-integrability of (Vv;);. Lastly, since
Veu;=V¥+R; — V% in LP (Q°;R™) by (3.43) we find using the continuity of f and the dominated
convergence theorem that

m F(VPj)dx = ‘/Qf(V“u) dx. (3.46)

li
Jj—ooo Qc
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Summing (3.44), (3.45) and (3.46) together in conjunction with (3.40) yields

liminf 7, (u;) < lir inf/ f(Vvj)dx+e+ F(V%u) dx
—00 O QC

J— J

< / FE(Vv)dx + e+ / F(V%u) dx
Q Qe
:/qu(V“u) dx +e+ f(V%u) dx
Q Qe
=T,(u) +e.
This proves the result by letting |Q2 \ O| — 0, and thus € — 0. O

Remark 3.2.16. The result about the necessary condition in Theorem 3.2.5 can be alternatively de-
rived from Theorem 3.2.15, in the particular case when f is independent of x and u and the coercivity
condition f(A) > c¢|A|? holds for all A € R"™" with ¢ > 0.

Notice that the (sequential) weak lower semicontinuity of 7, on Sg’p (©; R™) implies that it has
to coincide with its relaxation, i.e. T, () = 7% (u) for all u € Sg’p (©;R™). By using the p-growth
of f, we can subtract the integral over €, to conclude that

/(f — [ (V%) dx =0 forallu € Sg" (Q;R™).
Q

From the construction in Remark 3.2.4 we find forany A € R"™" au € Sga’p (©;R™) and a p-Lebesgue
point xg € Q of V%u such that V¥u(x) = A. Since f — f9° is non-negative, we infer for any r > 0

/ (f = F%)(Vou) dx = 0,
By (x0)

and following a multiplication by r™"

0=r / (f = F9) (V) dx = / (f = F)(Vu(r)) dr. (5.47)
B, (xo0) Bi(x0)

In the limit r — 0 we have V®u(r-) — A in L?(B;(xo); R™*") since x¢ is a p-Lebesgue point of
V@u. As a consequence, the right-hand side of (3.47) tends to (f — f9°)(A) as r — 0, by combining
the p-growth and continuity of f and f9° with Lebesgue’s dominated convergence theorem. We find
that f = f9¢, establishing the quasiconvexity of f. A
3.3 Supremal Functionals

This section is devoted to the study of supremal functionals of the form

Sa(u) = esssup f(x,u(x), Viu(x)), foru e Sz (QR™), (3.48)
x€eRn"
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where f : R" X R X R"™" — R is a suitable supremand and g € §%*(R"; R™). In this setting, the
minimization of S, is closely related to its lower semicontinuity with respect to the weak* conver-
gence in Sg’p (€; R™), which we characterize fully. As a consequence, we obtain a general existence
result for minimizers of (3.48). Subsequently, we study the relaxed version of these supremal func-
tionals in the scalar case m = 1, which relies on a new approximate fractional differential inclusion
result.

3.3.1 Weak* Lower Semicontinuity and Existence

We now work towards characterizing the weak* lower semicontinuity of fractional supremal func-
tionals. The characterizing condition is in terms of level-quasiconvexity (Definition 2.1.9), which is
inherent to the classical supremal functionals studied in Chapter 2. Using a similar approach to the
integral case (Theorem 3.2.1), we can carry over the sufficient condition from the classical to the frac-
tional setting, requiring level-quasiconvexity only inside Q because of the strong convergence of the
fractional gradients outside Q (Lemma 3.1.24).

Theorem 3.3.1 (Sufficiency of level-quasiconvexity). Let @ € (0, 1), Q C R" open and bounded with
|0Q] =0, g € S¥®(R";R™) and

Sq(u) = esssup f(x,u(x), Viu(x)) foru e Sg=(QR™),

xeRn

where f : R" X R™ X R™" — R is a continuous function. If A — f(x, z, A) is level-quasiconvex for all
x € Qand all z € R™, then S, is (sequentially) weak™ lower semicontinuous on Sg’oo(Q; R™).

Proof. The idea is similar to the proof of Theorem 3.2.1 by splitting the supremum into two parts.
Let u; = uin Sg " (€ R™), then we find by Theorem 3.1.20 and Theorem 3.1.29 that u; — u in
C(R™;R™). Additionally, Proposition 3.1.30 (i) enables us to find a sequence (v;); € W= (Q;R™)
and v € WL (Q; R™) such that

Vv;i=V®; onQforall j e N and Vv=V® onQ.

By assuming that the functions v ; and v have average zero we find by the Poincaré inequality (Theorem
117) that (v;); is a bounded sequence in W' (€; R™) and hence, v S vin Whe(Q; R™). Now we
use the standard lower semicontinuity result, see Theorem 2.1.11 and Remark 2.1.2, which can be applied
as f is continuous and level-quasiconvex in its third variable in €2, to conclude

esssup f(x,u, V¥u) = ess sup f(x, u, Vv)

xeQ x€eQ

< liminfess sup f(x,u;, Vv;) (3.49)

J7® xeQ
1 . a
= liminf ess sup f(x,u;, Vu;).

J70 xeQ

For the part outside Q, we note that for any Q € Q" wehave that V¥u; — V%uin L= ((Q")¢; R™")
by Lemma 3.1.24. In combination with the uniform convergence u; — u and the uniform continuity
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of f on bounded sets, this yields for any R > 0,

esssup  f(x,u, V¥u) =liminf esssup  f(x,uj, Viu;)
x€(Q)°NBR(0) J=% xe(@)enBg(0)
< liminfess sup f(x,u;, V¥uj;).

IR xeQe

By letting R — oo and Q' tend to €, considering |0Q| = 0, we obtain

ess sup f(x,u, V¥u) < liminf ess sup f(x,u;, V¥u;). (3.50)
xeQe J7 xeQe
The proof follows by combining (3.49) and (3.50). O

It can also be shown that the above condition is necessary for weak* lower semicontinuity, albeit
under an extra assumption. This assumption states that the supremal functional is also weak* lower
semicontinuous on all subsets of R”. While such a condition automatically follows for integral func-
tionals by subtracting the integral outside this set, it is a nontrivial assumption in the supremal case.
Without this assumption, localization becomes very hard as the supremum might be attained in a dif-
ferent place, thus providing no information on the region in which we are interested. Observe that
such an assumption also appears in the classical case, see Theorem 2.1.14.

We now present the proof of the necessary condition, which utilizes a reduction to the classical
necessary condition. The proof is analogous to that of Theorem 3.2.5, apart from the use of a different
scaling argument.

Theorem 3.3.2 (Necessity of level-quasiconvexity). Let @ € (0,1), Q € R" open and bounded, g €
S®2(R™;R™) with Vg continuous and f : R" X R™ x R"™" — R a continuous function. If

Sa(u,0) = esssup f(x,u(x), V¥u(x)) foru e S~ (QR™)
x€O

is (sequentially) weak* lower semicontinuous on Sg°™ (Q;R™) for every open set O C R” then A
f(x,z, A) is level-quasiconvex for all x € Q and all z € R™.

Proof. Take (x¢,z0) € € X R™ and assume for simplicity that xo + Q € Q, where Q = (0, 1)". We
show that
ess sup f(xo, 20, Vv) < liminf ess sup f(xo, 2o, Vv;) (3.51)
xexo+Q J 7R xexo+Q
for any sequence v ; Syvinwhe (xo + Q; R™), which yields that f (xo, 2o, -) is level-quasiconvex via
Theorem 2.1.14, cf. Remark 2.1.15.

Step 1: We construct the required functions in the space Sg°® (Q; R™). First, take ¢ € C°(;R™)
such that ¢(xg) = z0 — g(x0) and V¥¢(xg) = —V?¥g(xo) according to Lemma 3.2.3. Then, it follows
thaty = g + ¢ € Sg°% (& R™) satisfies

¥(x0) = zo and V¥y(xo) =0, (3:52)
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with y and V%y continuous by Theorem 3.1.29 and the continuity of V¥g. Next, we take a sequence
V; = vin W (xo + Q; R™) which we can extend to a sequence v; S vin WL (R"; R™) such
that each v; and v has support in Q. Then, Remark 3.1.31 a) shows that the sequence u; := (—A)I_Ta v
converges weak* to u := (—A)%v in S%° (R R™) with

Vyv;i=V®; onR" forall j e N and Vv=V® onR". (3.53)

As the sequence (u;); does not yet satisfy the complementary-value condition we are going to scale
it and subsequently use cut-off functions. Take p € N and define the scaled sequence (u? )j C
S (R R™) by

)0 = = (p(x = 30) +30)

and ¥ € S**(R™;R™) idem. By the translation invariance and a-homogeneity of the fractional
gradient, cf. Section 3.1.1, we find

V“u?(x) = V% (p(x = x0) +x0) (3.54)
and in particular u’;' =S uPin S®2(R™;R™) as j — oo. Now, we take a cut-off function y € C2°(£2)
with y = 1 on xo + Q and define the functions

wh=xul +y and wP=yul +v,
which lie in Sg°% (€; R™). Moreover, by Lemma 3.1.22 we find that w? S wP in Sg " (& R™) and

C
IVOW2 = VU = Voo < Clltl oo < —. G35)
P

a

We also infer from the definition of W? that

C
p_a/ )
and we note that both (3.55) and (3.56) hold for w* as well.

W = ¥lleo < (3:56)

Step 2: Setting Q, = xo + Q/p we find by the weak* lower semicontinuity of S, (-, Q,) on
Sg (S R™) that

ess sup f(x, w”, V¥wP) < liminf ess sup f(x, w'j.', V”w?). (3.57)
x€Q, J7® xeQ,

Now take € > 0, then we find by the uniform continuity of f on bounded sets that for all j € N and

p large enough
ess sup f(x, w", VW) < esssup f(x,y, ViU + V¥y) + €
x€Q, / / x€Qp /
< ess sup f(xo,y(x0), V“u? + V% (xo)) + 2€
x€Q, X

(358)
= ess sup f(xo, 20, V¥u)) + 2€
x€Qp J

= ess sup f(xo, z0, VVj) + 2€.
x€x0+Q
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The first inequality combines (3.55) and (3.56) with the fact that y = 1 on Q,,. In the second line we use
the continuity of v and V®vy and the third line uses (3.52). The last line follows from (3.53) and (3.54). A
completely analogous calculation shows for p large enough

ess sup f(x, w’, VEWP) > ess sup f(xo, 20, VEV) — 2€. (3.59)
erp XE.XO+Q

Hence, (3.57) reduces in view of (3.58) and (3.59) to

ess sup f(xo, 20, Vv) < liminf ess sup f(xo, 20, Vv;) + 4e€,
xX€x0+Q J7® xexo+Q ’

which yields (3.51) by the arbitrariness of €. O

Example 3.3.3. We note that the assumption of lower semicontinuity on subdomains cannot be dropped
in the presence of an x-dependent supremand. Indeed, by taking any & : R"™>" — [0, 1] that is not
level-quasiconvex and a y € C°(R") with0 < y < 1 and y = 1 on Q we can consider

J(x,A) = x(x)h(A) + (1 = x(x)).
Then, the functional
Sa(u) =esssup f(x, V¥u(x)), forue S (R™),
xeR"
is identically equal to 1 and thus weak* lower semicontinuous on Sg"* (€;R™). However, f(x, -) is
not level-quasiconvex for x € Q. A

Noting that the proof of sufficiency (Theorem 3.3.1) can readily be adapted to supremal functionals
on subdomains of R", we can obtain the following characterization result.

Theorem 3.3.4 (Characterization of weak* lower semicontinuity). Let & € (0, 1), Q C R" open and
bounded with |0Q| = 0, g € S®®(R™;R™) with V¥g continuous and f : R" X R™ x R"™" — R a
continuous function. Then,

Sa(u,0) = esssup f(x,u(x), V¥u(x)) foru e Sz (Q;R™)
x€0

is (sequentially) weak* lower semicontinuous on Sg"% (Q;R™) for every open set O C R" if and only if
A f(x,z,A) is level-quasiconvex for all x € Q and all z € R™.

We also have a comparable result on the full space.

Theorem 3.3.5. Let @ € (0,1) and f : R" Xx R™ X R"™*" — R a continuous function. Then,

So(u,0) =esssup f(x,u(x), V¥u(x)) forue ST (R";R™)

x€O

is (sequentially) weak® lower semicontinuous on S**(R"; R™) for every open set O C R" if and only if
A f(x,z, A) is level-quasiconvex for all x € R" and all 7 € R™.
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Proof. For the sufficiency, let u; = win U (R"; R™) then by Theorem 3.1.23 we find u; — u locally
uniformly. Hence, we may argue as in Theorem 3.3.1 to show that for any R > 0

esssup f(x,u,V¥u) <liminf esssup f(x,u;,V@uj)
x€ONBR(0) J—o® x€ONBR(0)

< liminfess sup f(x,u;, V¥uj).
J7® xeo
Then letting R — oo yields S, (#, O) < liminf; o So(uj, O) as desired.
For the necessity, we note that S, (-, O) is weakly lower semicontinuous on Sy (Bg(0); R™) for
any R > 0 so that we may conclude the result via Theorem 3.3.2. O

Trying to understand what happens without the assumption of lower semicontinuity on subsets
is rather hard, even in the classical setting. Clearly, Example 3.3.3 illustrates that this is only a fruitful
endeavor in the x-independent setting, at least when we do not want to go into the issue of replacing the
supremand by an equivalent one. Without x- and u-dependence, a characterization can be obtained in
the scalar case when we work on the full space S**°(R"). It turns out that the characterizing condition
is balanced level-convexity, just like for classical supremal functionals on R”, cf. Section 2.7.

Theorem 3.3.6. Let @ € (0,1), f: R" — R be lower semicontinuous and

So(u) =esssup f(VPu(x)) forue ST (R").

x€eR”

Then S, is weak™ lower semicontinuous on S**°(R") if and only if f is balanced level-convex.

Proof. The proof of sufficiency is entirely identical to Theorem 2.7.4 except that we consider for u €
§®*(R") the sequence u;(x) = i%u(jx) for j € N which converges weak™ to zero.

For necessity, we show that the functional

S(v) =esssup f(Vv(x)) forve Whe(R")
x€R"
is weak* lower semicontinuous on W' (R"). Indeed, if (v;); ¢ W' (R") converges weak* to
v € Wh*(R") then by Proposition 3.1.30 (ii) it follows that the sequence u; := (—A) I_Tavj is bounded
in S**(R") and V¥u; S VO withu = (—A)FTdv € S®*°(R™). Because of the fractional Morrey
inequality (Theorem 3.1.29), it follows that u ; ~uin$ @ (R™) up to constants. As these constants

are irrelevant to S, we may as well assume u ; — u. Hence, by the weak™® lower semicontinuity of
S, we get
S(v) = So(u) <liminf Sy (u;) = liminf S(v;).

We find that S is weak* lower semicontinuous and by Proposition 2.7.5 we conclude the result. O

As an application of our results on the weak® lower semicontinuity, we prove the existence of
minimizers in the complementary-value space.
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Theorem 3.3.7 (Existence). Assume we are in the setting of Theorem 3.3.1 and furthermore assume the
coercivity condition

f(x,z,A) > c0as|A| = oo forall (x,z) € R" xR™,
Then S, admits a minimizer on Sg"> (;R™).

Proof. Assume S, # oo, otherwise the result is trivial. Let (u;); C Sg"%(€;R™) be a minimizing
sequence of S,, then the coercivity condition yields that [[V%u|lcc < M < oco. Hence, we deduce
from the Poincaré inequality (Theorem 3.1.18) that

lujlle < l1glleo + CUIV ujlloo + Vg0,

whence (u); is a bounded sequence in Sg°*(;R”). Then, by Theorem 3.1.20 we find that up to

«
a subsequence u; — u in Sg°* (;R™). The weak* lower semicontinuity from Theorem 3.3.1 now
shows that 1 is a minimizer of S, over Sg"% (Q; R™). o

3.3.2 Relaxation

The topic of this section is the relaxation of the supremal functional

Sa(u) =esssup f(V7u(x)) foru € Sz (Q)

x€R"
with respect to the weak* convergence in Sg°™ (). Recall that the relaxation is given by
S (u) = inf{liminf So(u;) | u; — uin S¥°(Q)} foru € S(Q).
a Jj—oo 8 &
The proof of the relaxation relies on a new extension of a differential inclusion result to the fractional
setting. This is the content of the following proposition.

Proposition 3.3.8. Let @ € (0,1), Q C R" open and bounded and E C R" bounded. Suppose that
Y€ ST (R™) such that V¥ (x) € E Uint(Conv(E)) for a.e. x € L. Then, for every € > 0 there exists
au € S:;’DO(Q) such that

llu -yl <€,
IVEu = VY| Lo ey <€,
V%u(x) € E. fora.e x € Q,

where Ec = {x e R" | d(x,E) < €}.
Proof. Let {Q;};en be a collection of disjoint open cubes such that

0; €Q and |Q\ U;en0Q;| = 0.



Chapter 3. Fractional Calculus of Variations 84

Now, we can consider by Proposition 3.1.30 (i) a ¢ € WIIU’ZO (R™) such that Vo = V¥ on R". Hence,
for every i € N and 6; > 0, we obtain by the classical inclusion result, Theorem 2.5.1, a v; € Wi;w(Q,-)
such that

{”Vi —@llL=(g) < 6is

Vvi(x) € E fora.e. x € Q;.
Then, we extend v; € W;,’OO(Q,-) to R™ as equal to ¢ and define
= (=0) 7 (vi - ¢) € SV (RY),
which satisfies V¥i; = V(v; —¢) on R" by Proposition 3.1.30 (i7). Furthermore, because of the bound-
edness of E we find by (3.15) that for any €; > 0
il < €, (3.60)

if we choose §; accordingly small. We take a cut-off function y; € CZ(L2) such that 0 < y; < 1
and y; = 1 on Q;, from which it follows that y;ii; € S(‘)Z’DO(Q). Furthermore, y;V®i; = V@i; since
V%i; = V(v; — ¢) = 0 outside Q;, so that by Lemma 3.1.22 we find

IV (xitii) = V(vi = @)llo < C(xi)e€i. (3.61)
Now choose €; such that
Zei <€ and Z C(xi)ei < e, (3.62)
ieN ieN

then, we claim that
u=y+ Z/\/iﬂi € SQ’OO(R")
ieN
fulfills the conditions. Indeed, since each y;i; lies in Sg "(Q) we find u =  a.e. on Q€. Next, by (3.60)

and (3.62) we find that
le=wllo < D lliillo < )& < e
ieN ieN
Also, as each v; — ¢ is zero on Q€ we find from (3.61) and (3.62)
IV¥u = VY| Lo (@e) < Zl'va()(iﬂi)||L°°(QC)
ieN
< Y IV it = V(vi = @)llew
ieN
< ZC(){i)ei <e.
ieN
Lastly, for each j € N we find by (3.61) and (3.62) that
IV9u = VvillLoo,) < IV¥(xjij) = V(v —@)lle + Z“Va()(iﬂi)”L‘”(Qj)
i%)
< Z”Va()(iﬂi) -VOi = ¢)llw (3.63)
ieN

< ZC(){,’)E,' <e€.

ieN
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The first line uses V¥ = Vg, while the second uses that V(v; — ¢) = 0on Q; fori # j, recalling that
the cubes are disjoint. Since Vv; € E a.e. on Q; we find by (3.63) that

Veu(x) € E. fora.e.x € Q,
as desired. O

The difference with the classical result is that we only have that the fractional gradients are approx-
imately contained in E. However, this is sufficient for our purpose of proving a relaxation formula for
supremal functionals on the complementary-value space. We refer to Section 2.5 for the definition of
the level-convex hull f'°.

Theorem 3.3.9 (Relaxation formula). Let @ € (0,1), Q C R”" open and bounded with |0Q| = 0 and
g € SY(R™). If f : R™ — R is continuous and coercive in the sense that f(£) — oo as |£| — oo, then,
the relaxation of

Sao(u) =esssup f(Vu(x)) foru € Sg°%(Q)

x€R”

with respect to the weak* convergence in Sg°™ (Q) is given by

Sﬁfl(u) = max{ess sup f°(V¥u(x)), ess sup f(V¥u(x))} foru e Sg ().
xeQ xeQ¢

Proof. Denote

ga(u) := max{ess sup /(V%u), ess sup £ (V¥u)} = ess sup f(x, Vu),

xeQ xeQc xeR"

where f(x,€) = 1o (x) f1(&) + Lge (x) £(€). Although f is not continuous, it is when restricted to
and Q¢ so that the proof of Theorem 2.1.11 still applies to show that S, is weak* lower semicontinuous
on Sg**(Q). Hence we conclude S, < ST,

For the converse, take u € Sg°™(Q) and set ¢ := S, (u). Define for 6 > Othe set E = {¢ €
R™ | f(£) < ¢+ 6}, which is open and bounded by the continuity and coercivity of f. In particular,
this shows that Conv(E) is open as well. Thus, we conclude for a.e. x € Q that

Vu(x) € Le(f€) = Conv(Le(f)) € Conv(E) = int(Conv(E)).
Hence, we find by Proposition 3.3.8 that for every j € N thereisau; € Sg’oo(Q) such that
lluj —ullo < 1/J,

IVEu; =Vl L=y < 1/,
Ve;(x) € Eyjj fora.e. x € Q.
Since E is bounded, we see that (1) ; is abounded sequence in Sg"* (€2) so that (u) ; converges weak*

inS g **(Q) to its uniform limit which is u, cf. Theorem 3.1.20. Furthermore, due to the continuity of
f, the fact that V@u; € Ey; a.e. on Q implies

liminf ess sup f(V%u;) < c+0. (3.64)

J2o  xeq
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Lastly, since V¥u; — V@u in L*(Q¢;R") we find by the uniform continuity of f on bounded sets

lim ess sup f(V@u;) =esssup f(Vu) < c. (3.65)

J=® yxeQe xeQec

Combining (3.64) and (3.65) yields

Srel(u) < liminf Sy (u;) < ¢ +36,
]—)OO

which proves the result due to the arbitrariness of ¢. O

3.4 LP-Approximation

In this section we work towards proving a I'-convergence result. It deals with integral functionals
on the fractional Sobolev spaces which converge to supremal functionals as p — oo. In the classical
case, we already considered this in Section 2.6 but we critically used the inclusion W7 (Q; R™) C
W4 (Q;R™) for p > q and Q bounded. Since we do not have a similar inclusion in the fractional
case (we always work on R"), we consider instead Sg P (Q; R™) for which we can use the inclusion
proven in Proposition 3.1.25. We need the following well-known lemma from measure theory, see
e.g. [65, Exercise 3.4 (¢)].

Lemma 3.4.1. Let U C R" be open (not necessarily bounded) and u € L9 (U) for some 1 < g < oo then
we have

Jim Nuller ) = llullie=w).
where the limit could be infinite.

We can now present the I'-convergence result, which crucially relies on a generalized Jensen in-
equality, utilizing the theory of Young measures, see Section 1.1.6. The spirit and proof is similar to
[23, Theorem 3.1]. We say that (ux)xern isa S(C)l’p (€; R™)-gradient Young measure if there is a bounded

sequence (u;); C Sg’p (;R™) such that V¥u; m, .

Theorem 3.4.2. Let Q C R" be open and bounded and consider for p € [1, c0) the functional 1, p :
C(R™) - [0, o] defined as

/p _
( F(Veu)P dx) if u € C(QR™) N SEP(QR™),
Ia,p(”) = R”

00 otherwise,
with f : R™" — [0, o) a lower semicontinuous function. Assume that f satisfies for C,c > 0
clAl < f(A) < C|A| forall A e R™",

and the generalized Jensen inequality

f([ulx) < px-esssup f(A)  forallx € RY,
AeRmxn
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with (Lx)xern any Sg’p(Q; R™)-gradient Young measure forall p € [1, o). Then the sequence (14, p)p>1
I"-converges as p — 0o t0 Sy : C(;R™) — [0, 0] defined by

ess sup f(Vu(x)) ifueC(GR™ N So " (QR™),
Sao(u) = xer"
) otherwise,

with respect to the uniform convergence.

Proof. Foranyu € C (Q; R™) we have

limsup 7, (1) < S (u).

p—o
Indeed, if So (1) = oo it is clear, while if So (1) < co then we find that u € S3"%(€;R™) and hence,

ue Sg’p (;R™) for all p € [1, o) by Proposition 3.1.25. We deduce that 7, ,,(u) < C||[V®ul[, < o
so that we find by Lemma 3.4.1 that

Jim Top(u) = lim [LF(VEu)llp = [/ (VE0)lleo = Salu).

We conclude that the constant sequence is a recovery sequence. .
To prove the liminf-inequality, take any u € C(£;R™) and a sequence (i) pe[1,00) in C(£2; R™)
such that (u,,),, converges uniformly to u as p — oco. We need to establish that

liminf 7, ,(up) > So(u).
p—?OO

Without loss of generality we may assume that we have a M > 0 such that 7, ,(u,) < M for all
p € [1,00). We can also bound |||, < M by virtue of the uniform convergence. Then, for p > ¢

and R large enough we find by Corollary 3.1.26 that

”Va”p”q < |BR|1/q_1/p”V(lup||p + CR_a”up”p
1 _ _
< E|BR|1/q l/pfa,p(”p) +CR™ |lupllp (3.66)
1
<

~|BR|Y9"YP M + CR™ M.
C

We observe that (u,,) >4 is a bounded sequence in Sg’q (€;R™) (even uniformly in g) so that for any
1 < g < oo the sequence (up,), converges weakly to u in Sg’q(Q; R™) as p — oo. Therefore, the
sequence (Vup) pef1,00) generates (pix)yern whichisa Sg”7 (€; R™)-gradient Young measure for any
q € [1, ). This Young measure also satisfies

[t]x = V¥u(x) fora.e.x € R". (3.67)
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We can now calculate forany 1 < r < g
1/q
liminf 7, 4(u,) = lim inf (/ F(VPp,)? dx)
p—oo p— R

1/q
> ( / f(A)T duy(A) dX) (3.68)
n Rmxn

q/r\4
. ( / n ( » f(A)rdﬂx(A)) ) ,

with the first inequality being Theorem 1.1.21 (i7) (extended to R") and the second being the standard
Jensen inequality for convex functions. Since the left-hand side of (3.68) is finite by (3.66) we conclude
that the right-hand sides are as well, whence we may invoke Lemma 3.4.1 to let ¢ — oo and obtain

q—oo I

1/r
hmlnfhmmf]'aq(up) > ess sup (/ fA" d,ux(A)) .

Again, the left-hand side is finite by (3.66) so we may let » — oo to get

lim inf lim 1an(, q(up) > ess sup (ux €ss sup f(A))

g—o  p— xeRn AeRmxn (3.69)
> esssup f(VPu) =Sy (),
xeR?

with the first line following from a version of Lemma 3.4.1 for arbitrary measures and the second line
following from the generalized Jensen inequality and (3.67). We can also deduce an upper bound for
the left-hand side of (3.69) via the calculation

hqnl,lol.}fhpnl)mf]—“ q(up) = hm 1nf11m 1nf||f(V"up)||q
< llqlg)g}flﬂlorolﬂBRP/q YPY £ (VT up) e (Br o)) + | F (Yup) | La (B (0)¢)
< lipnl)iorc}f||f(V"up)||p + 1iqnliorolflipnli£fC||V"up||Lq(BR(o)c)
< lipnl)i;}fllf(Vaup)Hp + liqrrl)ior.}fliprrl)igf CR upllp
< lipni)iorgfllf(vaup)ﬂp +CR M.
The fourth line uses Corollary 3.1.26 again. Letting R — oo makes the last term vanish and thus, (3.69)

yields
So(u) < lminf|| f(V¥up)ll, =liminf 7, ,(u)).
p— p—o©

O

Remark 3.4.3. a) We note that if f is level-polyconvex (Definition 2.3.2), then it satisfies the generalized
Jensen inequality. Indeed, then we can write f = F o T with F level-convex and T the collection of
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minors (which are quasiaffine). By Proposition 3.1.30 (7), any S:’p (€2;R™)-gradient Young measure is
locally a W!-P -gradient Young measure. Hence, by Theorem 1.1.23 (iii) we find for a.e. x € R”

([ ) =n( [ rewanca)

< ux-esssup h(T(A)),
AeRmxn
with the last inequality following from a generalization of Lemma 2.1.5 to arbitrary probability mea-
sures. The precise connection between the generalized Jensen inequality and level-quasiconvexity is
not known.

b) One could use more general complementary-value conditions in Theorem 3.4.2 with e.g. g €
CZ (R R™). Then g € S®P(R™;R™) for all p € [1, 00] and we have that V¥g € Co(R"; R"™"),
cf. Section 3.1.1, which allows us to adapt the final computation in the proof. A

3.5 Applications

This final section is meant to highlight some applications of the fractional calculus of variations, which
we developed in this chapter. As the models involving the Riesz fractional gradient are quite new, they
have not yet been applied in specific areas in the literature. Therefore, we suggest possibly interesting
applications inspired by related fractional or classical models. The main effectiveness of the fractional
gradient is that it can incorporate long-range interactions and impose less regularity on the solutions
depending on the fractional parameter. We exhibit these properties in two applications, one of which
concerns hyperelastic materials in the branch of continuum mechanics, while the other is related to
imaging in the form of new regularization functionals.

Fractional hyperelasticity. Consider the hypothetical example of R? being a solid material, which
is deformed by a map u : R? — R3. We wish to model the way this material behaves in a domain
Q c R? by using a variational model. For this, we consider a bounded open set Q C R? and we
assume that all deformations are fixed outside Q and equal to g € S* P (R?; R?), see Figure 3.2.

Then, we can model the material by minimizing the elastic strain enforced upon the material. As
suggested in [15], by using the fractional gradient this can be translated to

minimize . W(x,u,V%)dx overu € Sg’p(Q; R?), (3.70)
R

where W : R? x R? x R¥3 — R is the stored-energy density of the deformable material. We note
that this model is not entirely realistic, since we are assuming that the material body is unbounded,
which is physically impossible. However, the model can serve as a basis for more realistic models,
where the fractional gradient is replaced by an object with a finite horizon. This means that we only
consider interactions between points whose distance is less than a fixed range, called the horizon, and
this makes the model applicable to bounded domains as well. We could, for instance, use the nonlocal
operators from [54], which are finite-horizon versions of the Riesz fractional gradient. The concept of
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SN g (Q)

Figure 3.2: A deformation u acting on a solid material with complementary-value g.

finite horizons has already been implemented in the area of peridynamics [53,70], and is readily applied
in the study of continuum mechanics.

We return to (3.70); The density W depends on the properties of the material and the size of
the expected deformations. In classical hyperelasticity, one can consider for example neo-Hookean,
Mooney-Rivlin or Ogden materials, with corresponding densities as in [64, Example 6.2-6.4). Note that
these densities are actually extended-value polyconvex integrands, making them suitable also in the
fractional case, cf. Remark 3.2.2 b). Alternatively, one could use densities W different from the classical
case to account for the change from a classical to fractional gradient.

The benefits of the fractional model compared to the classical one is that in (3.70) one can incorpo-
rate long-range interactions in the material. Furthermore, in classical hyperelasticity all functions are
continuous due to the necessary assumption of p > 3 for polyconvexity. This can be circumvented
in the fractional case by choosing the fractional parameter such that @p < 3. Indeed, in this case
discontinuous functions can be elements of Sg P (€;R?) as shown in [15, Lemma 2.5]. The model is
therefore compatible with fractures and cavitations in the material, which are interesting if one wants
to investigate under which conditions the material can fail.

When instead one is interested in the pointwise strain of the material, while keeping the nonlocal
nature, minimization problems of the form

minimize esssup W(x,u, V¥u) overu € S"° (& RY),
x€R3

can be considered. In this case, one studies the deformation that minimizes the pointwise strain, which
is useful in applications where one wants to avoid excessive forces on the material.

Fractional regularization. Nonlocal regularizers are currently an active area of research in both
imaging [9,40] and machine learning [5,43). In this example we focus on models and extensions related
to [5]. First of all, in the setting of inverse problems we have a forward operator, say K : L?(R") —
L?*(R"), and data d € L?*(R") such that d corresponds to the forward image Ku, of the ground
truth uo € L?(R") in addition to noise. One then aims to reconstruct uo from the data d, which is
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very difficult when K is not invertible or ill-posed, as it can magnify the noise in the data. To avoid
such problems, one often adds a regularization term R and tries to reconstruct #( by minimizing the
functional

||Ku — dllg + AR (u)

for some A > 0. The first term is the fidelity term, which forces the solution to fit the data, while the
regularization term tries to smooth the solution to make it less sensitive to the noise.

We propose using nonlocal regularizers depending on the Riesz fractional gradient. The simplest
model would be

1 A
minimize E||Ku - dlliz(RH) + > /Rnwauﬁ dx overallu e Sg,Z(Q), (3.71)

Here, we assume that our images have zero complementary-values. If K is a bounded linear opera-
tor from L?(R") to L?(R") then the first term is readily seen to be weakly lower semicontinuous on
S(‘)”Z(Q) from which we the obtain existence of minimizers to (3.71) via the direct method (Theorem
3.2.11). One can also derive the Euler-Lagrange equation of (3.71) as in Section 3.2.2, with some adapta-
tions for the forward operator K, to deduce that the solution weakly satisfies the linear equations
(-AN)%u+K*(Ku—-d)=0 in Q,
u=0 in Q°,
where K* is the adjoint of K. The advantage of this model is that the fractional parameter « controls
the regularity of functions inside S’ 2(Q). As such, we can tune a in order to get the desired amount
of regularization, trading off between insensitivity to noise and the preservation of sharp features of
Uup.
Benefiting from the same advantage, we can consider for p € (1, o) the more general reconstruc-
tion model A more general model that enjoys the same advantages is

1 A
minimize EHKM - d“iz(R”) + —/ [Veul? dx overallu € ;" (Q),
D Jrr
where p € (1, 00). If p # 2, this would introduce a nonlinear Euler-Lagrange equation of the form

—div¥(|Veu|P~2Veu) + K*(Ku —d) = 0 in Q,
u=0 in Q°,

which might be more versatile in certain applications. The parameter p can also be optimized to
enhance the quality of the reconstructions. As a last model we propose
1
minimize EHKM - d||2LZ(R,,) + Aesssup|V¥u| overallu € S5 (Q).
x€eR"
Regularization using the L*-norm of the gradient, otherwise known as Lipschitz regularization, has

been successfully used in e.g. [22, 36]. The extension to the fractional case is therefore natural and it
adds the possibility of varying the smoothness using the fractional parameter.
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Fractional regularizers have already proven effective in the literature. In [5], for example, the au-
thors consider the inverse problem of tomography, i.e. reconstructing an image from its Radon trans-
form, by using the L?-norm of the fractional Laplacian as a regularization, which is closely related to
(3.71). They implement a bilevel-optimization scheme involving a neural network in order to optimize
the parameters @ and A over training data, and obtain favorable results in comparison to the widely
used total variation regularization. Especially the fractional parameter a helps to impose varying levels
of smoothing, which is ideal for tuning the regularization term.
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