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Abstract

Evaluation of quantities in visual data remains one of the biggest challenges in the area of Visual
Inference. We explore a novel approach to reasoning about quantities in visual contexts using the
tools of Natural Language Inference, working with textual descriptions of visual scenes. Based on
a complete description of a simple geometrical scene, we try to predict if a quantified statement
about objects in this scene follows from the description. We test an LSTM-based neural network
architecture on this task and examine the generalization ability of the model.
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Chapter 1

Introduction

Modelling visual intelligence is a major subject of research in artificial intelligence. Visual rea-
soning, or the ability to accurately explain the content of visual scenes, is an essential skill of any
intelligent system. The complex dual nature of this problem that involves acquiring the ability to
understand visual data and also to produce correct descriptions in natural language puts it at the
nexus of computer vision and natural language processing. Visual Inference (VI) is a challenging
subtask of visual reasoning that consists in learning to detect whether a statement about the
content of an image follows from the image. As the goal of VI is modelling deep understanding
of visual data, an important step is designing models that can assess relations between sets of
objects in visual scenes. This is done through quantitative reasoning. Evaluating quantities in
visual contexts has largely been studied via counting objects in images in computer vision or
Visual Question Answering (VQA). Such research primarily focuses on numbers. Application
of diverse linguistic quantitative phenomena to visual scenes has not been sufficiently studied.
Automatically learning the logic that underlies varied quantification mechanisms is the subject
of this thesis.

Quantifiers, or generalized quantifiers (following the definition by Barwise and Cooper (Bar-
wise and Cooper, 1981)), include determiners like ‘many’, ’most’, ’all’, ’no’ and ’some’, numbers,
proportions and composite expressions like ’at least 3’. In natural language quantifiers can usu-
ally be seen alongside nouns. Combined with nouns, they form quantified noun phrases, such
as ’most people’. Quantifiers are studied in many different areas such as psychology, linguistics
and logic. There is a general consensus that a quantified statement like ”All triangles are blue”,
that can be described by the formula Q(A,B), where Q is ’all’, A is ’triangles’ and B is ’blue’,
captures information about a relation between sets A and B (Geurts et al., 2010).

Different quantification mechanisms differ in their logical properties as well as how they are
processed by humans. When it comes to studying quantification mechanisms, it is important
to recognize the difference between proficiency with numbers, or numeracy, the ability to assign
the correct non-numerical quantifier such as ’many’ or ’few’ to a scene, and the proportional
estimation skill. Research shows that children do not learn and estimate numerical and non-
numerical quantifiers the same way. Children learn numbers around the same age as they learn
the meaning of quantifiers like ’some’, however, they do not learn the correct interpretation of
such quantifiers until later (Hurewitz et al., 2006); the evaluation of proportions is the most
advanced skill that is learned much later (Hartnett and Gelman, 1998). These findings prove
that humans process different methods of quantification differently and provide the intuition for
modelling human quantitative reasoning.

While previous research has largely focused on generating sentences depicting the content of
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visual scenes based on images, we aim to investigate the potential value of using textual data
to learn to quantify objects in visual contexts. We will look at learning quantifiers through
the lens of Natural Language Inference (NLI), also known as Recognizing Textual Entailment
(RTE) (Dagan, Glickman, and Magnini, 2005). NLI is a challenging task that is concerned with
learning to detect if a premise sentence entails a hypothesis sentence. The general goal of NLI
is modelling deep understanding of sentences and logical relationships between them. There
have been many advances in NLI in the recent years (S. R. Bowman et al., 2015; A. P. Parikh
et al., 2016; Q. Chen et al., 2016). Few studies in NLI have focused on quantification, which
serves as motivation for our project. The objective of this project is to evaluate whether neural
networks can learn to be able to predict, given a complete description of a visual scene, whether
a statement about objects in the scene is true or false. In this way our task can be seen as a
potential second component of a Visual Inference framework, where the content of visual scenes
is first translated into textual form.

Research question. The goal of the thesis is to build a machine learning model that, given
a simple geometrical scene, is able to tell if a textual description of it is true or false (e.g.,
’Most circles are blue’.) More precisely, the model is supposed to predict if there is an inference
relationship between a full description of a scene and a statement about one type of objects
present in the scene. For example, if the initial description of an image containing 4 circles, 3 of
which are green and 1 of which is red, and 4 blue triangles, is: ’there are 3 green circles, there
is 1 red circle, there are 4 blue triangles’, then the model should be able to tell that ’4 objects
are circles’ is true. Complete image descriptions of this kind can be generated with the tools of
computer vision, which we describe in more detail in the next chapter.

To summarise, in this thesis we will try to answer the following research question:
Based on a complete description of a visual scene containing geometrical objects, are simple

neural networks able to learn to infer which quantified statements about the objects in the scene
are true and which are false?

Contribution. In this thesis to answer the research question we formulate the task of Quan-
tified Natural Language Inference for Visual Inference, propose a neural network model for the
task, present an experimental framework and generate datasets to conduct the experiments.
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Chapter 2

Background/Related work

2.1 Quantifiers

2.1.1 Generalized Quantifier theory

The study of quantifiers dates back to the foundations of logic and Aristotle who studied the
properties of the four basic quantifiers ’all’, ’no’, ’some’, ’not all’. ’Generalized quantifiers’
is a term that reflects the fact that quantifiers are a generalization of the logic quantifiers @
and D. Semantically quantifiers are analysed within Generalized Quantifier theory. Generalized
Quantifier theory was initially established by Mostowski (Mostowski, 1957) and was further
developed by Barwise & Cooper (Barwise and Cooper, 1981).

In order to judge if a quantified expression is true or not, it is necessary to define its truth con-
ditions. The first to ask the question of what makes a sentence formally correct was the logician
Alfred Tarski (Tarski, 1933). In model-theoretic semantics by Montague the truth of a statement
is assessed with respect to a model (Montague, 1973). A model M is a domain/universe, that is
denoted by DM , coupled with a function v¨wM that associates syntactic constituents with their
meaning, called a semantic value. The semantic value of complex expressions is defined based on
the semantic values of their atomic parts and rules for assigning semantic values to expressions
that contain them. It is possible to determine the truth value of sentences with quantifiers in
first order predicate logic, however, the syntax of predicate logic is so different from the syntax
of natural languages that it is hard to translate sentences in English to predicate logic. Because
of these challenges Generalized Quantifier theory emerged as a framework of analysing quanti-
fied statements. It was developed with the goal to bridge the gap between the predicate logic
approach to quantifiers semantics and the syntax of quantified noun phrases in natural language.
In Generalized Quantifier theory sentences with quantifiers express relations between sets. In
model-theoretic notation:
vAll objects are redwM “ True iff DM Ď vredwM
’All objects are red’ is true in the model M iff the set of objects in the model is a subset of

the set of red objects in the model.
vSome objects are redwM “ True iff DM X vredwM ‰ H

’Some objects are red’ is true in the model M iff the intersection of set of objects in the model
and the set of red objects in the model is not empty.
vNo objects are redwM “ True iff DM X vredwM “ H

’No objects are red’ is true in the model M iff the intersection of set of objects in the model
and the set of red objects in the model is empty.
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Quantified noun phrases define sets of sets:
vAll objectswM “ tX : DM Ď Xu
vSome objectswM “ tX : DM XX ‰ Hu

vNo objectswM “ tX : DM XX “ Hu

Predicates define sets. Therefore sentences with quantified noun phrases are interpreted in
the following way:
vNP PredwM “ True iff vPredwM P vNPwM
’Some objects are red’ is true in the model iff the set of red objects in the model belongs to

the set of sets for which their intersection with the domain of the model is not empty.
Now we can define the truth condition for entailment: a sentence ψ entails a sentence φ if φ

is true in all models in which ψ is true.
In our data premises serve as descriptions of the universe of a model. We consider only the

objects described in the premise to be present in the visual scene. The truth of the hypothesis
is established in the model with the universe described in the premise.

2.1.2 Types of quantifiers

Several types of generalized quantifiers can be distinguished. Some of them are:

1. Aristotelian. These are standard quantifiers ’no’, ’some’, ’all’, ’not all’.

2. Cardinal. Example of a cardinal quantifier is ’more than 2’. The applicability of this type
of quantifiers depends on the cardinality of sets.

3. Proportional. Examples of proportional quantifiers are ’most’, ’10%’. Whether this type
of quantifiers hold or not depends on the proportion of objects having a certain property.

4. Vague. Example of a vague quantifier is ’many’. This kind of quantifiers is different in
that a threshold needs to be defined in order to judge if these quantifiers hold.

2.1.3 Semantic complexity of quantifiers

Quantifiers vary in the number of operations required to perform to establish the truth value of
sentences containing them. Van Benthem proposed to classify quantifiers in terms of automata
that compute their truth value (Van Benthem et al., 1986).

1. Aristotelian quantifiers ’no’, ’some’, ’all’, ’not all’. The computation of the truth value
of these quantifiers requires checking a condition for all objects in the model. For example,
to evaluate the truth of the sentence ’All objects are red’ it is necessary to verify if each
object has the color red. For that we need a 2-state automaton that starts in the ’true’
state and stays in it until an object that is not red is discovered, in which case it goes
to the ’false’ state and then stays there no matter what color the remaining objects have.
This automaton is shown in Figure 2.1.

2. Cardinal quantifiers. To find the truth value of cardinal quantifiers like ’more than 3’,
’5’ we also need to check the color of each object in the model. To determine the truth
value of the sentence ’More than 3 objects are red’, we need to find at least 4 red objects.
We start in the ’false’ state and move to the next ’false’ state upon discovering a red object,
this happens 3 times. If the fourth red object is discovered, we move to the ’true’ state.
This automaton is shown in Figure 2.2.

6



Figure 2.1: The 2-state automaton characterizing Aristotelian quantifiers (Szymanik and Thorne,
2017)

Figure 2.2: The 5-state automaton for computing the truth value of the quantifier ’more than 3’
(Szymanik and Thorne, 2017)

3. Proportional quantifiers. The computation of the truth value of proportional quantifiers
like ’fewer than half’ requires comparing the size of the set of objects with the considered
property and the set of remaining objects. To accomplish this, a push down automaton
(with a stack) is necessary. To compute the truth value of the sentence ’Fewer than half
of objects are red’ we need to save information about the previously checked objects and
cancel out pairs of red and non-red objects. This automaton is shown in Figure 2.3.

Figure 2.3: The automaton for computing the truth value of the quantifier ’fewer than half’
(Szymanik and Thorne, 2017)

2.2 Learning the meaning of quantifiers in visual contexts

The interplay between visual and textual modalities is explored in numerous tasks, such as image
captioning (Hodosh, Young, and Hockenmaier, 2013), visual question answering (Antol et al.,
2015), visual reasoning (Andreas et al., 2016; Johnson et al., 2017), visual storytelling (T.-H.
Huang et al., 2016) and visual dialogue (De Vries et al., 2017). Another branch of research even
combines language and vision with sound (Aytar, Vondrick, and Torralba, 2017). Two of such
multimodal areas where reasoning about quantities is studied are computer vision and visual
question answering.
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In computer vision numerous models have been proposed for counting objects in an image
(Seguı, Pujol, and Vitria, 2015; C. Zhang et al., 2015; Arteta, Lempitsky, and Zisserman, 2016;
J. Zhang et al., 2015; Chattopadhyay et al., 2017). One study (Stoianov and Zorzi, 2012)
focused on modelling the Approximate Number Sense (ANS), the ability to gauge quantities
without counting, and showed that it appears as a statistical property of images in generative
neural networks. Relatively little attention has been given to the task of learning to assign an
appropriate non-cardinal quantifier to a scene. The work of I. Sorodoc et al. (2016) was the first
attempt to learn quantifiers ’none’, ’some’ and ’all’ from visual data. Pezzelle et al. (Pezzelle,
Marelli, and Bernardi, 2017) showed that learning quantifiers requires a vague estimation of the
number of target objects in a scene, while learning cardinals makes use of provided information
on the exact number of target objects. In (Pezzelle, I.-T. Sorodoc, and Bernardi, 2018) Pezzelle et
al. presented a model that acquires a wider range of quantification mechanisms: set comparison,
vague quantification and proportional estimation. (G. Chen, Deemter, and Lin, 2019) proposed
a method for generating quantified descriptions of simple visual scenes.

The issue of quantification is particularly relevant in VQA where it naturally emerges in
’how many’ questions. Numerical counting remains one of the biggest challenges in VQA (Chat-
topadhyay et al., 2017). Two typical approaches are inferring the count of objects from image
embeddings learned by a CNN network (Kafle and Kanan, 2016; Kafle and Kanan, 2017b; Kafle
and Kanan, 2017a) and identifying areas of the image containing relevant objects (Trott, Xiong,
and Socher, 2017; Y. Zhang, Hare, and Prügel-Bennett, 2018). Relational networks that learn
relationships between fragments of the image have also been used for counting (Santoro et al.,
2017; Acharya, Kafle, and Kanan, 2019). Recently Nguyen et al. (Nguyen, Goswami, and X.
Chen, 2020) presented a counting module that combines the query and the image locally and
demonstrates state-of-the-art performance on visual counting benchmarks.

2.3 Learning quantitative reasoning on textual data

As has been noted previously, we formulate our problem as a textual inference problem. Although
a few variants of inference tasks that combine textual and visual modalities have been proposed
(Xie et al., 2019; Vu et al., 2018; Lai, 2018), we will use the NLI approach, where both the
premise and the hypothesis are given in textual form.

The introduction of large datasets (Cooper et al., 1996; Marelli et al., 2014; S. R. Bowman
et al., 2015; Williams, Nangia, and S. R. Bowman, 2017) for NLI inspired the development of
multiple neural network models for this task (A. P. Parikh et al., 2016; Nie and Bansal, 2017;
Conneau et al., 2017; Balazs et al., 2017; Q. Chen et al., 2016; Radford et al., 2018; Devlin et
al., 2018). The importance of distinguishing quantitative reasoning as a subproblem that needs
to be separately explored in NLI has been highlighted in (Sammons, Vydiswaran, and Roth,
2010; Clark, 2018; Bentivogli et al., 2010). It has been estimated that 4% of errors made by
state-of-the-art models are caused by their insufficient understanding of numbers (Naik et al.,
2018). (De Marneffe, Rafferty, and Manning, 2008) argues that 29% of contradictions in a corpus
consisting of real-life contradictory pairs emerge from numeric discrepancies. Quantification is
a complex functional semantic phenomenon that is a focus area in formal literature on NLI
(Icard III and Moss, 2014). The only dataset obtained so far to evaluate models on quantitative
inferences is EQUATE (Evaluating Quantitative Understanding Aptitude in Textual Entailment)
(Ravichander et al., 2019).

A similar numerical task is arithmetic word problems (Hosseini et al., 2014; Mitra and Baral,
2016; Zhou, Dai, and L. Chen, 2015; Upadhyay et al., 2016; D. Huang et al., 2017; Ling et al.,
2017), although it requires substantially less lexical proficiency because of the restricted nature
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of the text (Hosseini et al., 2014). A linguistic phenomenon closely related to quantifiers that has
been explored in several studies in NLI is monotonicity (Mineshima et al., 2015; Abzianidze, 2015;
H. Hu et al., 2019; Yanaka, Mineshima, Bekki, Inui, Sekine, et al., 2019a; Yanaka, Mineshima,
Bekki, Inui, Sekine, et al., 2019b; Richardson et al., 2020; Yanaka, Mineshima, Bekki, and Inui,
2020). Quantifiers have two monotonicity directions: downward or upward entailment (Barwise
and Cooper, 1981; Ladusaw, 1980; Van der Wouden, 2002). Upward entailing quantifiers such
as ’more than’, ’at least’ and ’some’ allow to make inferences about supersets of the set in the
sentence that acts as a premise, while downward entailing quantifiers like ’less than’, ’at most’
and ’no’ entail statements about subsets. The issue of monotonicity will not be explored in this
project since we will work with premises that contain information about the exact number of
objects of different types in a scene.

Numerical reasoning has been given particular attention in NLU tasks. Ria et al. proposed a
framework that infers quantities from a given sentence (Roy, Vieira, and Roth, 2015). Wallace
et al. (Wallace et al., 2019) showed that the NAQANet question answering model by Dua et
al. (Dua et al., 2019) demonstrates high performance when answering questions that require
numerical reasoning and that pre-trained token embeddings capture the value of numbers. Geva
et al. (Geva, Gupta, and Berant, 2020) suggested pre-training BERT on synthetic numerical
and textual data to make the model learn numerical reasoning as the first stage of the training
process and then fine-tuning the model on a quantitative reasoning dataset. (Andor et al., 2019)
uses a set of executable programs to perform numerical operations. (Ran et al., 2019) proposed
a numerically-aware graph neural network to answer questions that require numerical reasoning.
(K. Chen et al., 2020) presented a model that combines an attention neural network with context
graph analysis for numerical reasoning over text.

Generalized quantifiers, however, are a relatively unexplored topic in NLI. Most models built
for processing inferences with quantifiers use a logical approach with automated theorem proving
(Tian, Miyao, and Matsuzaki, 2014; Dong, Tian, and Miyao, 2014; Mineshima et al., 2015;
Abzianidze, 2016; Haruta, Mineshima, and Bekki, 2020). Neural approaches for quantitative
reasoning in NLI have not been sufficiently investigated, which serves as motivation for our
project. Bowman et al. (S. Bowman, Potts, and Manning, 2015) showed that tree-structured
recursive neural network models perform well at learning to quantify on sentences generated based
on a simple artificial grammar. Some shortcomings of their work were identified in (Veldhoen and
Zuidema, 2017; Mul, 2018). Similar to our work is the study (Geiger et al., 2018), in which several
neural network architectures are tested on artificially generated NLI examples with quantifiers,
modifiers and negation.

Analysis of previous research related to our project suggests that quantified NLI is an essential
step to modelling human intelligence and few studies have focused on this task, achieving limited
progress. Some weak points of current neural models used for NLI have been highlighted in the
literature.

A shortcoming of standard neural network models is that they often rely on shallow heuristics
instead of learning the underlying general principles (J. Wang et al., 2017; Agrawal, Batra,
and D. Parikh, 2016). It has been shown that NLI models adopt syntactic heuristics, like
looking for lexical cues, such as correspondence of words (McCoy, Pavlick, and Linzen, 2019).
(Yanaka, Mineshima, Bekki, and Inui, 2020) note that if the vocabulary of the training set remains
unchanged in the test set but the syntactic structures are modified in relation to the training
set, then models lose their generalization ability. (Veldhoen and Zuidema, 2017) investigate the
findings of the study by Bowman et al. (S. Bowman, Potts, and Manning, 2015) and argue that
the experiments performed in the paper do not prove that the models have learned the meaning
of quantifiers, in fact, the models fail a more rigorous test.

Ravichandler et al. outlined several challenges for quantitative reasoning models for NLI:
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complex fusion of verbal and quantitaive comprehension, understanding of wide range of lexical
phenomena, such as hypernymy and hyponymy, and set comparison (Ravichander et al., 2019).
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Chapter 3

Methodology

3.1 Quantified NLI for VI

Our goal is to verify how well the model can distinguish quantified statements that are correct
given a complete description of a visual scene from quantified statements that are not. We view
the sentence containing the description of an image as a premise and the quantified statement
as a hypothesis in an inference relationship. Therefore our task is a classification task, where
for every premise-hypothesis pair we predict one of two classes: 1 (hypothesis follows from the
premise) and 0 (hypothesis does not follow from the premise).

The task Quantified NLI for VI can be defined more formally as follows: for a description
of a visual scene P and a quantified statement H we determine if H follows from P.

The second class includes examples for which we can definitely say that the hypothesis is
false given the premise, but also examples for which we cannot say if the hypothesis is true or
false given the premise. An example for the latter would be the premise ”there are 3 blue circles,
there are 2 red triangles, there are 5 blue triangles” and the hypothesis ”3 squares are red”. As
there are no squares of any kind in the premise, we cannot judge if any statement about squares
is true or false given the information provided in the premise.

3.2 Framework for answering the research question

Framework. We conduct experiments that allow us to verify how well a neural network can
learn to evaluate quantities based on provided complete descriptions of geometrical scenes.

In each stage of our experiments we explore a different group of quantifiers by following the
same process:

1. Generate training and test data

2. Evaluate models on this data

3. Analyse the results of the experiments

Data. To answer the research question, we generate data for our experiments in the following
way:

The dataset consists of premise-hypothesis pairs with a class label.
For simplicity we consider premises of the same structure that consist of 3 short statements

of the form: ’there are’/’there is’ + quantifier + color + type of object. Example: ’there are 4
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red circles, there are 5 blue squares, there are 3 yellow circles’. We restrict the scope of our study
to small domain size 3-27 keeping numbers in the premises between 1 and 9. Also for simplicity
we consider only 3 colors: red, blue and yellow, and 3 types of objects, or shapes: circles, squares
and triangles.

We generate a set of correct hypotheses and a set of incorrect hypotheses for every premise.
We distinguish single attributes (colors or shapes) and attribute pairs (color-shape combinations).
To obtain hypotheses we record the number of objects with single attributes and we record the
number of objects with an attribute pair in the premise. Based on this information from the
premise, we generate correct and incorrect hypotheses. The number of correct and the number
of incorrect hypotheses per premise remain constant for each premise.

Hypotheses are of two types:

1. Hypotheses with color-shape attribute pairs of the form: quantifier + shape + color. Ex-
ample: ’3 circles are yellow’

2. Hypotheses with either colors or shapes of the form: quantifier + color/shape. Example:
’7 objects are circles’

We obtain a dataset that consists of premises with the corresponding hypotheses and class
label (0 or 1) by sampling the chosen number of correct hypotheses from the list of correct
hypotheses and the chosen number of incorrect hypotheses from the list of incorrect hypotheses.

Description of experiments. For each group of quantifiers we first generate a dataset, then
we optimize hyperparameters of the model and test the model with the selected hyperparameters
on the test set. As a second experiment we investigate how the amount of negative and posi-
tive examples in the data influences the quality of prediction. Then we perform generalization
experiments.

In order to test the model’s ability to generalize, we designed experiments where we test the
model on data that is different in some aspect from the training data. Our main goal is to see
how well the model learns to understand quantifiers and their logical properties. Changing some
parameter of the data in the test set allows us to gauge what role this parameter plays in the
model’s prediction.

Understanding quantifiers implies being able to tell what quantifier is correct for a visual
scene with any objects of any colors or shapes. This motivates the first generalization experiment,
where for testing we generate a dataset with attributes that do not appear in the training set,
so the model is required to predict the class of examples with attributes it has not seen during
training. The new attributes are 3 new colors and 3 new shapes instead of the ones in the training
data: green, black, orange, spheres, cones, cubes. We train on data with old colors and shapes
(blue, red, yellow, circles, triangles, squares) and test on data with new colors and shapes.

Another important aspect is how the model handles different domain sizes, or the total
number of objects in the scene. In other words, the domain size is the sum of numbers in the
three parts of the premise. When we change the domain size of the premise, we change the
combinations of numbers in the premise. Smaller domain size means the numbers in the premise
will tend to be smaller and bigger domain size implies that the numbers in the premise will
tend to be bigger. Naturally the model will get accustomed to seeing certain numbers combined
with color-shape combinations and predicting if a quantified statement is true for this kind of
premises. To verify how the model handles data where numbers that appear most frequently are
not seen as frequently during training, we train on examples that have a different domain size
from examples in the test set. The numbers in premises are 1-9, so possible domain size is 3-27.
We split the array of possible domain size in the middle at 15 and put all examples with domain
size ă“ 15 in one set and all examples with domain size ą 15 in another set and use these sets
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as a training set and a test set respectively in the case a) and as a test set and training set in the
case b). In order to reason about the difference in prediction accuracy between the two cases,
we build plots for the number of occurrences of numbers in the examples in the training set and
the test set.

Having tried replacing the whole set of attributes, we also want to maintain the same set
of attributes and see how the model handles varying combinations of colors and shapes. We
train on data with one set of color-shape combinations and test on data with another set of
color-shape combinations. We make sure that all attributes are present both in the training set
and in the test set. We train on data with a bigger set of attribute combinations and test on
a smaller set of attribute combinations that is unseen during training. We train on data with
6 color-shape combinations and test on data with 3 color-shape combinations. We randomly
pick 3 combinations that contain all colors and all shapes and generate a dataset with these
combinations to use as a test set. The training set has 6 remaining combinations.

In the last generalization experiment we verify how well the model classifies examples with
a different form of premises. We change premises in the test set to a more natural form instead
of an enumeration of the same type of short statements. We train on data with premises of the
form ’there are n (color) (shape), there are m (color) (shape), there are k (color) (shape)’ (that
we considered previously) and testing on data with premises of the form ’there are n (color)
(shape), m (color) (shape) and k (color) (shape)’. The reasoning here is that in the first type
of premises numbers and attributes are always in a fixed position (3 last words in each of the 3
parts of the premise) and in the second type this is not the case.

First, we present the results of all generalization experiments, then for each experiment
individually we provide a brief description of the training set and the test set and perform
analysis of the results looking at one run of the experiment.

3.3 Model architecture

For our experiments we chose an LSTM based network architecture. LSTM networks are fre-
quently used in Natural Language Processing.

LSTM (Long Short-Term Memory) networks (Hochreiter and Schmidhuber, 1997) belong
to the class of recurrent neural networks (RNNs). RNNs have long been the preferred neural
network architecture in cases where the data is sequential, like text data. This is because RNNs
use the information about the previous inputs while processing the current input. RNNs do that
through loops that pass on the result of processing the previous step, called a hidden state, to
the current step. The scheme of an RNN can be seen in Figure 3.1.

Figure 3.1: Recurrent neural network (Varsamopoulos, Bertels, and Almudever, 2019)

RNNs have several advantages: they can be used with inputs of any length, the increase of
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input size does not influence the model size, the information from previous timesteps is preserved.
RNNs have found numerous applications: speech recognition, image captioning, translation,
language modeling and others. However, RNNs have some shortcomings. In back propagation
long-term gradients can either approach zero, which stops the learning of the model, or go to
infinity, which makes the model unstable. LSTMs were created as a way to overcome these
limitations. LSTMs use gates to control the information flow in the network. The structural
unit of a LSTM network is a LSTM cell. A LSTM cell has a forget gate, an input gate and
an output gate. The output of a LSTM network is the last hidden state which is a vector
representation of the sentence that carries information about all parts of the sequence.

Figure 3.2: LSTM cell (Varsamopoulos, Bertels, and Almudever, 2019)

The equations of a LSTM cell for a time step t “ 1, ..., T :

ft “ σpWfxt ` Ufht´1 ` bf q

it “ σpWixt ` Uiht´1 ` biq

ot “ σpWoxt ` Uoht´1 ` boq

c̃t “ tanhpWcxt ` Ucht´1 ` bcq

ct “ σpft d ct´1 ` it d c̃tq

ht “ ot d tanhpctq

where xt is the input vector of the cell, ft is the forget gate, it is the input gate, ot is the
output gate, ht is the hidden state vector, c̃t is the cell input, ct is the cell state, W and U are
weight matrices, b is the bias vector, σ is the sigmoid activation function, d denotes element-wise
product.

LSTM networks have been successfully used in NLI. Wang et al. proposed a modified LSTM
network for sequential matching of the premise and the hypothesis (S. Wang and Jiang, 2015).
Zhang et al. presented a model that uses sentence fusion modules on representations of the
premise and the hypothesis generated by the LSTM encoder (S. Zhang, S. Liu, and M. Liu,
2017). Chen et al. (Q. Chen et al., 2016) argue that LSTM networks often perform better than
more complex models and that they have unexplored potential for NLI.
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The choice of architecture was inspired by the paper by Bowman et al. that introduced the
SNLI corpus (S. R. Bowman et al., 2015) and the papers (B. Hu et al., 2014) and (Mou et al.,
2015). This is a so-called siamese architecture where vector representations of two sentences get
concatenated and then passed to the fully connected layers. Mueller et al. successfully used
a siamese LSTM architecture to evaluate semantic similarity between sentences (Mueller and
Thyagarajan, 2016). In (S. R. Bowman et al., 2015) Bowman et al. build a model with an LSTM
layer that encodes the premise and the hypothesis separately and several fully connected layers.
We implemented a very simple network with an LSTM layer, one fully connected hidden layer
and a fully connected output layer. The architecture of our neural network model is illustrated
in Figure 3.3.

Figure 3.3: Model architecture

3.4 Quantifiers covered in this project

In this thesis we explore the three following groups of quantifiers.

1. Numerical quantifiers. This type of quantifiers require counting, including associating
0 with absent attributes. The operations needed to correctly determine the truth value of
a hypothesis given a premise are addition of numbers from different parts of the premise,
if the attribute in the hypothesis appears in several parts of the premise, or just matching
the information in one part of the premise with the information in the hypothesis.

2. Quantifiers ’no’, ’some’, ’all’. These quantifiers were the subject of the visual quantifi-
cation study by Sorodoc et al. (I. Sorodoc et al., 2016). As was mentioned above, these
quantifiers are similar in terms of semantic complexity to numerical quantifiers in that
they can be computed by finite state automata. This type of quantifiers require learning
that ’no’ should be associated with absent attributes, ’some’ should be associated with
attributes present in the visual scene no matter the number in the premise and ’all’ should
be associated with the sizes of the sets A, B in all(A, B) being equal. To check if a hypoth-
esis with quantifiers ’no’, ’some’, ’all’ is true given a premise, it is necessary, similar to the
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previous case, to consider information in a single part of the premise (for ’some’ and ’no)
or possibly combine information from different parts of the premise (for ’all’).

3. Quantifiers ’more than n%’, n=0,...,99, ’less than n%’, n=1,...,100, and ’exactly
n%’, n=0,...,100. The truth value of this type of quantifiers cannot be computed by au-
tomata without using memory. These are more advanced quantifiers that require matching
percentage values in the hypothesis with numbers in the premise for ’exactly n%’ and also
comparison for quantifiers ’more than n%’ and ’less than n%’. For all of these quantifiers
to check if they apply to a visual scene, like numerical quantifiers, it is either necessary to
consider just one part of the premise or to combine information from different parts of the
premise.

We cover a wide range of quantifiers that would allow us to check different aspects of quan-
titative reasoning ability acquired by a machine learning model. Vague quantifiers like ’many’
were not considered because of difficulty of interpretation.

3.5 Applying the framework to different quantifiers

3.5.1 Numerical quantifiers

3.5.1.1 Data generation

Premises generation

There are 3 colors and 3 shapes, therefore there are in total 9 color-shape combinations. There
are 81 possible short descriptions with numbers 1-9, 3 colors and 3 shapes. Since premises
consist of 3 short descriptions and the combinations of colors and shapes should all be different
in a premise, there are 81 ˚ 72 ˚ 63{3! “ 61236 possible premises. For every premise out of this
list of premises we generate a set of correct and incorrect hypotheses.

Hypotheses generation

For every item in the list of all attributes present in the premise:

1. We generate correct hypotheses for single attributes and attribute pairs and add them to
a list of correct hypotheses for the premise.

2. We add a hypothesis with 0 to the set of incorrect hypotheses.

3. We generate incorrect hypotheses by randomly selecting a number that is different from the
number in the premise, an incorrect number, and add them to a list of incorrect hypotheses
for the premise. For single attributes the selected number can be from 1 to 27, for attribute
pairs the selected number can be from 1 to 9 because of how we build premises.

For every item in the list of all attributes not present in the premise:

4. We generate incorrect hypotheses for attribute pairs by going through the list of attributes
not present in the premise and randomly selecting an incorrect number and add the gen-
erated hypotheses to the list of incorrect hypotheses for the premise. If the shape does not
appear in the premise, then no statement with that shape follows from the premise, so the
hypotheses with this shape as a single attribute or with this shape as one of the attributes
in the attribute pair are all incorrect. Therefore in this case we select a random number

16



out of the set 0-9. If the shape appears in the premise, then we add a hypothesis with
0 to the set of correct hypotheses and generate incorrect hypotheses randomly selecting a
number out of the set 1-9 and add them to the set of incorrect hypotheses for the premise.

5. Because we can always make statements about what number of objects have a certain shape
or color, for single attributes not present in the premise we add a hypothesis with 0 to the
set of correct hypotheses and we add an incorrect hypothesis randomly selecting a number
out of the set 1-27 and add them to the set of incorrect hypotheses for the premise.

To summarize, the types of hypotheses are:
Correct hypotheses types:

1. Hypotheses with single attributes present in the premise

2. Hypotheses with attribute pairs present in the premise

3. 0-hypotheses with single attributes not present in the premise

4. 0-hypotheses with attribute pairs not present in the premise when the shape is in the
premise

Incorrect hypotheses types:

5. Hypotheses with single attributes present in the premise

6. Hypotheses with attribute pairs present in the premise

7. Hypotheses with single attributes not present in the premise

8. Hypotheses with attribute pairs not present in the premise

9. 0-hypotheses with single attributes present in the premise

10. 0-hypotheses with attribute pairs present in the premise

11. 0-hypotheses with attribute pairs not present in the premise when the shape is not in the
premise

The distribution of hypotheses among these 11 types can be seen in Figure 3.4.
In this part of experiments by design of our data there are a few principles that lead to a

correct prediction:

1. If the hypothesis is about single attributes, all numbers next to all occurrences of this
attribute in three parts of the premise should be added up.

2. If the hypothesis pertains to a pair of attributes, then the number in the part of the premise
that contains this attribute pair if it is present in the premise should be equal to the number
in the hypothesis. In other words, only one part of the premise should be considered when
judging if a hypothesis with an attribute pair follows from the premise.

3. If an attribute or an attribute pair is not in the premise, a hypothesis containing them with
0 is generally correct (except for the case when the shape in the color-shape pair is not in
the premise); the reverse is also true.
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Figure 3.4: Number of hypotheses of each type in the dataset

3.5.1.2 Research subquestions

In the first experiment we set out to answer the following subquestion:
RQ 1.1: based on a complete description of a visual scene containing geometrical objects, is

a simple LSTM-based neural network model able to learn to infer which statements containing
numerical quantifiers about the objects in the scene are true and which are false?

The second experiment allows to answer the following subquestion:
RQ 1.2: how does the quality of prediction of the model change with the decrease or increase

of positive/negative examples in the data with numerical quantifiers?
For the generalization experiments we formulate the following subquestions:
RQ 1.3: does the model generalize well to data with numerical quantifiers where attributes

are unseen during training?
RQ 1.4: does the model generalize well to data with numerical quantifiers where domain

size is unseen during training?
RQ 1.5: does the model generalize well to data with numerical quantifiers where attribute

combinations are unseen during training?
RQ 1.6: does the model generalize well to data with numerical quantifiers where the form

of premises is unseen during training?

3.5.2 Quantifiers ’no’, ’some’, ’all’

3.5.2.1 Data generation

Premises remain the same as in stage 1. Premises consist of 3 short statements of the form:
’there are’/’there is’ + quantifier + color + shape.

Hypotheses generation

For every item in the list of single attributes and attribute pairs (type-color) that are present in
a premise and their number of occurrences:

Case 1. The number of occurrences of a single attribute or an attribute pair in a premise is
equal to the total number of objects in that premise: we add to the set of correct hypotheses
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a statement with the quantifier ’all’, we also add to the set of correct hypotheses a statement
with the quantifier ’some’ and we add to the set of incorrect hypotheses a statement with the
quantifier ’no’. We consider any case where ’all’ is applicable a case where ’some’ is applicable
too.

Case 2. The number of occurrences of a single attribute or an attribute pair is less than the
total number of objects: we add to the set of correct hypotheses a statement with the quantifier
’some’ and we add to the set of incorrect hypotheses a statement with the quantifier ’no’ and a
statement with the quantifier ’all’.

For every item in the list of single attributes and attribute pairs that do not appear in a
premise:

We add to the set of correct hypotheses a statement with the quantifier ’no’ and we add to
the set of incorrect hypotheses a statement with the quantifier ’some’ and a statement with the
quantifier ’all’.

The logical relationship between the quantifiers ’no’, ’some’, ’all’:

1. all “ñ some

2. all‘ no

3. some “ñ all

4. some‘ no

There are 8 types of hypotheses:
Correct hypotheses types:

1. Hypotheses with single attributes present in the premise

2. Hypotheses with attribute pairs present in the premise

3. Hypotheses with single attributes not present in the premise

4. Hypotheses with attribute pairs not present in the premise

Incorrect hypotheses types:

5. Hypotheses with single attributes present in the premise

6. Hypotheses with attribute pairs present in the premise

7. Hypotheses with single attributes not present in the premise

8. Hypotheses with attribute pairs not present in the premise

3.5.2.2 Research subquestions

Analogously to numerical quantifiers, in the first experiment we set out to answer the following
subquestion:

RQ 2.1: based on a complete description of a visual scene containing geometrical objects, is
a simple LSTM-based neural network model able to learn to infer which statements containing
quantifiers ’no’, ’some’, ’all’ about the objects in the scene are true and which are false?

The second experiment allows to answer the following subquestion:
RQ 2.2: how does the quality of prediction of the model change with the decrease or increase

of positive/negative examples in the data with quantifiers ’no’, ’some’, ’all’?
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Figure 3.5: Number of hypotheses of each of the 8 types in the dataset

Figure 3.6: Distribution of quantifiers ’no’, ’some’, ’all’ in correct and incorrect hypotheses of
the generated dataset

For the generalization experiments we formulate the following subquestions:
RQ 2.3: does the model generalize well to data with quantifiers ’no’, ’some’, ’all’ where

attributes are unseen during training?
RQ 2.4: does the model generalize well to data with quantifiers ’no’, ’some’, ’all’ where

domain size is unseen during training?
RQ 2.5: does the model generalize well to data with quantifiers ’no’, ’some’, ’all’ where

attribute combinations are unseen during training?
RQ 2.6: does the model generalize well to data with quantifiers ’no’, ’some’, ’all’ where the

form of premises is unseen during training?

3.5.3 Quantifiers ’more than n%’, ’less than n%’, ’exactly n%’

3.5.3.1 Data generation

Premises remain the same as in stage 1. Premises consist of 3 short statements of the form:
’there are’/’there is’ + quantifier + color + shape.
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Hypotheses generation

For attributes/attribute pairs present in the premise:

1. If the number of objects with an attribute/attribute pair is equal to a percentage k of objects
of this shape for attribute pairs and of the total number of objects for single attributes,
where k is integer, then we add the corresponding hypothesis with ’exactly k%’ to the set
of correct hypotheses and a hypothesis with ’exactly n%’ with a randomly selected number
n “ 1, ..., k ´ 1, k ` 1, ..., 100 that is not correct to the set of incorrect hypotheses. If the
percentage k is not integer, we add a hypothesis with ’exactly n%’ with a randomly selected
number n “ 1, ..., 100 to the set of incorrect hypotheses. We also add a hypothesis with
’exactly 0%’ to the set of incorrect hypotheses.

2. If the percentage (of objects of this shape for attribute pairs and of the total number of
objects for single attributes) is k%, ’less than n%’ is true for any n “ m, ..., 100,m “ rks`1,
if k is a real number, m “ k ` 1, if k is an integer and ’less than n%’ is false for any
n “ 1, ...,m,m “ rks, if k is a real number, and m “ 1, ..., k, if k is integer; ’more than n%’
is true for any n “ 0, ...,m,m “ rks, if k is a real number, m “ k´1, if k is an integer, and
’more than n%’ is false for any n “ m, ..., 99,m “ rks ` 1, if k is a real number, m “ k, if
k is an integer.

For attributes/attribute pairs not present in the premise:

1. For attribute pairs that do not appear in the premise where the shape is in the premise we
add a hypothesis with ’less than n%’ where n is randomly selected from the set 1, ..., 100
and a hypothesis with ’exactly 0%’ to the set of correct hypotheses; we add a hypothesis
with ’more than n%’ where n is randomly selected from the set 0, ..., 99 and a hypothesis
with ’exactly n%’ where n is randomly selected from the set 1, ..., 100 to the set of incorrect
hypotheses. If the shape from the attribute pair is not in the premise, we add a hypothesis
with ’less than n%’ where n is randomly selected from the set 1, ..., 100, a hypothesis with
’more than n%’ where n is randomly selected from the set 0, ..., 99 and a hypothesis with
’exactly n%’ where n is randomly selected from the set 0, ..., 100 to the set of incorrect
hypotheses.

2. For single attributes that do not appear in the premise where the shape is in the premise
we add a hypothesis with ’less than n%’ where n is randomly selected from the set 1, ..., 100
and a hypothesis with ’exactly 0%’ to the set of correct hypotheses; we add a hypothesis
with ’more than n%’ where n is randomly selected from the set 0, ..., 99 and a hypothesis
with ’exactly n%’ where n is randomly selected from the set 1, ..., 100 to the set of incorrect
hypotheses.

The logical relationship between quantifiers ’less than n%’ and ’more than n%’ and ’exactly
n%’:

1. The attribute/attribute pair is not present in the premise “ñ ’exactly 0%’ is true and
therefore ’less than n%’ is true for any n “ 1, ..., 100.

The attribute/attribute pair is not present in the premise “ñ ’exactly 0%’ is true and
therefore ’more than n%’ is false for any n “ 0, ..., 99.

2. The attribute/attribute pair is present in the premise and ’exactly 100%’ is true “ñ ’less
than n%’ is false for any n “ 1, ..., 100.

The attribute/attribute pair is present in the premise and ’exactly 100%’ is true “ñ

’more than n%’ is true for any n “ 0, ..., 99.
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3. The attribute/attribute pair is present in the premise and ’exactly 100%’ is false, so the
correct percentage value k% is between 0 and 100: 0 ă k ă 100 “ñ ’less than n%’ is true
for any n “ m, ..., 100,m “ rks ` 1, if k is a real number, m “ k ` 1, if k is an integer and
’less than n%’ is false for any n “ 1, ...,m,m “ rks, if k is a real number, and m “ 1, ..., k,
if k is integer.

The attribute/attribute pair is present in the premise and ’exactly 100%’ is false, so the
correct percentage value k% is between 0 and 100: 0 ă k ă 100 “ñ ’more than n%’ is
true for any n “ 0, ...,m,m “ rks, if k is a real number, m “ k ´ 1, if k is an integer, and
’more than n%’ is false for any n “ m, ..., 99,m “ rks ` 1, if k is a real number, m “ k, if
k is an integer.

Therefore the hypotheses types are:
Correct hypotheses types:

1. Hypotheses with ’more than n%’ with single attributes present in the premise

2. Hypotheses with ’more than n%’ with attribute pairs present in the premise

3. Hypotheses with ’less than n%’ with single attributes present in the premise

4. Hypotheses with ’less than n%’ with attribute pairs present in the premise

5. Hypotheses with ’exactly n%’ with single attributes present in the premise

6. Hypotheses with ’exactly n%’ with attribute pairs present in the premise

7. Hypotheses with ’less than n%’ with single attributes not present in the premise

8. Hypotheses with ’less than n%’ with attribute pairs not present in the premise

9. Hypotheses with ’exactly 0%’ with single attributes not present in the premise

10. Hypotheses with ’exactly 0%’ with attribute pairs not present in the premise when the
shape is in the premise

Incorrect hypotheses types:

11. Hypotheses with ’more than n%’ with single attributes present in the premise

12. Hypotheses with ’more than n%’ with attribute pairs present in the premise

13. Hypotheses with ’less than n%’ with single attributes present in the premise

14. Hypotheses with ’less than n%’ with attribute pairs present in the premise

15. Hypotheses with ’exactly n%’ with single attributes present in the premise

16. Hypotheses with ’exactly n%’ with attribute pairs present in the premise

17. Hypotheses with ’exactly 0%’ with single attributes present in the premise

18. Hypotheses with ’exactly 0%’ with attribute pairs present in the premise

19. Hypotheses with ’more than n%’ with single attributes not present in the premise

20. Hypotheses with ’more than n%’ with attribute pairs not present in the premise
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21. Hypotheses with ’less than n%’ with attribute pairs not present in the premise when the
shape is not in the premise

22. Hypotheses with ’exactly n%’ with single attributes not present in the premise

23. Hypotheses with ’exactly n%’ with attribute pairs not present in the premise

Figure 3.7: Number of hypotheses of each type in the dataset

Figure 3.8: Distribution of quantifiers ’more than n%’, ’less than n%’, ’exactly n%’ in correct
and incorrect hypotheses of the generated dataset

3.5.3.2 Research subquestions

Analogously to previous parts of experiments, we define the following subquestions:
RQ 3.1: based on a complete description of a visual scene containing geometrical objects, is

a simple LSTM-based neural network model able to learn to infer which statements containing
quantifiers ’more than n%’, ’less than n%’, ’exactly n%’ about the objects in the scene are true
and which are false?

RQ 3.2: how does the quality of prediction of the model change with the decrease or increase
of positive/negative examples in the data with quantifiers ’more than n%’, ’less than n%’, ’exactly
n%’?
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RQ 3.3: does the model generalize well to data with quantifiers ’more than n%’, ’less than
n%’, ’exactly n%’ where attributes are unseen during training?

RQ 3.4: does the model generalize well to data with quantifiers ’more than n%’, ’less than
n%’, ’exactly n%’ where domain size is unseen during training?

RQ 3.5: does the model generalize well to data with quantifiers ’more than n%’, ’less than
n%’, ’exactly n%’ where attribute combinations are unseen during training?

RQ 3.6: does the model generalize well to data with quantifiers ’more than n%’, ’less than
n%’, ’exactly n%’ where the form of premises is unseen during training?
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Chapter 4

Experiments

4.1 Experiment settings

The network consists of an input layer, a trainable embedding layer that creates 100 dimensional
embeddings, an LSTM layer that encodes the premise and the hypothesis separately, a fully
connected layer with ReLU activation and a fully connected softmax output layer. We use a
Keras embedding layer that turns indexes from the vocabulary into vectors, so the embeddings
do not capture the context of words. Gaussian noise with standard deviation 0.1 is added to
LSTM encodings of the premise and the hypothesis, they are concatenated together with the
result of their element-wise multiplication and subtraction and passed to the dense layer. The
last layer is a 2-class softmax classifier. We did not experiment with different types of word
embeddings as we did not set out to obtain the best performing model. We have tried several
regularization methods to improve generalization of the network and the best performing one
was adding Gaussian noise to LSTM encodings of the premise and the hypothesis. Since the
goal of our study was to see how well a simple neural network learns to understand quantities,
we did not set out to build the best performing model and therefore we did not experiment with
the architecture by varying the number of layers and other parameters of the network.

In each stage of experiments the network hyperparameters (the number of nodes in the LSTM
layer, the number of nodes in the fully connected layer and the learning rate) are optimized using
Bayesian optimization with training set of size 64297, validation set of size 27557, test set of size
30618.

We use accuracy, precision, recall and F1 score as performance measures. The performance
measures are averaged over 10 runs of the same experiment.

4.2 Numerical quantifiers

4.2.1 Main experiment

The best hyperparameter values found as a result of optimization are: 100 LSTM units, 200
dense units, learning rate: 0.00348541342823731.

The network with the selected values of hyperparameters was tested on the testing set:
Error analysis. As we can see recall is higher than precision, so most of the mistakes are

due to false positives. 77.6% of incorrect predictions are false positives (857 out of 1104).
The plot in Figure 4.1 shows how many hypotheses that are incorrect but were predicted to
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Accuracy Precision Recall F1 score
96.39 94.57 98.37 96.43

Table 4.1: Performance measures for the model with the best hyperparameter values

Figure 4.1: Difference between numbers in the hypotheses labelled true incorrectly and correct
numbers

be correct have a certain value of difference between the incorrect number in the hypothesis and
the correct number. It is evident that the model struggles with numbers close to the correct
one in its predictions: the amount of incorrectly classified examples steadily decreases as the
difference increases. Most examples that led to false positive predictions had difference of 1 from
the correct number.

We also build a plot for accuracy for different value of difference between numbers in the
incorrect hypotheses and correct numbers. This plot can be seen in Figure 4.2.

Figure 4.2: Accuracy for different values of difference between numbers in the incorrect hypothe-
ses and correct numbers
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Looking at the plot, we can conclude that the model does not handle well small discrepan-
cies in the false examples (tends to label more such negative examples as true), but learns to
predict well for cases when the difference between the true number and the incorrect number is
substantial.

58% of false positives are with attribute pairs and 42% are with single attributes. It looks like
the model struggles more with assigning an appropriate number to a color-shape combination
which requires only repeating information from one of the three parts of the premise and deals
better with reasoning about single attributes, color or shapes, although this sometimes requires
to accumulate information from several parts of the premise. This might be explained by the
fact that hypotheses with incorrect numbers with attribute pairs not present in the premise are
more frequent in the dataset than hypotheses with attribute pairs present in the premise. We
build the plot in Figure 4.3 to see how many incorrect predictions occur for examples where it
is necessary to combine information about colors/shapes from different parts of the premise. It
seems that again the model struggles slightly more when handling information in one part of the
premise than in two parts of the premise, although, interestingly enough, there are almost no
examples where a single attribute appeared in all three parts of the premise that were classified
as positive incorrectly.

Figure 4.3: Number of occurrences of the attribute from the hypothesis in the premise for
hypotheses of type quantifier + color/shape

By looking at the results, we can answer research subquestion 1.1: based on a complete
description of a visual scene, our model can indeed learn to infer which statements with numerical
quantifiers are true and which are false.

4.2.2 Exploring the influence of the amount of positive and negative
examples

In the second experiment we try to see how the amount of positive and negative examples in
the training data influences the quality of prediction. We train on data with different values
of the number of correct and incorrect hypotheses per premise to see how it affects quality of
prediction. We generate datasets for different values of the number of correct and incorrect
hypotheses per premise: 122472 examples generated in total with 1 correct and 1 incorrect
hypothesis per premise; 183708 examples with 1 correct and 2 incorrect hypotheses per premise;
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the same number of examples with 2 correct and 1 incorrect hypotheses per premise; 244944
examples with 1 correct and 3 incorrect hypotheses per premise; the same number of examples
with 3 correct and 1 incorrect hypotheses per premise.

In all cases data with 1 correct and 1 incorrect hypothesis per premise was used as a test set.
In each case 61236 examples were sampled from the dataset with certain value of the number of
correct and incorrect hypotheses per premise and were used as a training set and 61236 examples
were sampled from the dataset with 1 correct and 1 incorrect hypothesis per premise and used
as a test set.

Num of cor. and incor. hyp. per pr. Accuracy Precision Recall F1 score
3,1 74.42˘ 3.01 66.72˘ 2.88 98.01˘ 0.43 79.36˘ 1.98
2,1 82.33˘ 5.71 75.77˘ 6.69 96.63˘ 1.70 84.76˘ 4.17
1,1 87.79˘ 4.54 85.41˘ 5.08 91.34˘ 3.64 88.25˘ 4.26
1,2 87.57˘ 3.82 90.48˘ 2.75 83.87˘ 5.67 87.01˘ 4.22
1,3 81.46˘ 7.28 91.38˘ 1.89 69.22˘ 15.13 77.81˘ 11.72

Table 4.2: Results of experiment 2

Figure 4.4: Accuracy depending on the number of correct and incorrect hypotheses per premise

Answering research subquestion 1.2, accuracy peaks when the number of both correct and
incorrect hypotheses per premise in the data is 1 and then drops with the increase of the amount
of correct and incorrect hypotheses in the data. Increasing the number of incorrect hypotheses
that the model sees during training makes the data biased towards negative examples which
means that the model is not exposed to enough of positive examples to be able to accurately
predict one of two classes and the reverse is true for increasing the number of correct hypotheses.
Recall significantly decreases with the increase of the number of negative examples and precision
decreases with the increase of the number of positive examples.

4.2.3 Generalization experiments

1. Attributes in the test set unseen during training.

As the training set 61236 randomly selected examples with old attributes were used. An
example of a premise-hypothesis pair from the training set: ’there are 3 blue circles, there
are 8 yellow circles, there are 3 red squares’, ’8 objects are triangles’, class: 0 (false). The
model was tested on 61236 randomly selected examples with new attributes. An example
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Num. Aspect Accuracy Precision Recall F1 score
1 Attributes 68.21˘ 4.47 71.84˘ 2.96 60.03˘ 12.42 64.78˘ 7.45
2a Domain size 85.07˘ 2.71 86.84˘ 3.36 82.78˘ 2.70 84.73˘ 2.69
2b Domain size 80.94˘ 3.83 85.07˘ 4.78 75.25˘ 4.40 79.79˘ 4.01
3 Attribute combinations 60.97˘ 1.44 63.97˘ 2.14 50.48˘ 3.78 56.33˘ 2.41
4 Form of premises 86.16˘ 3.47 85.30˘ 4.24 87.59˘ 3.55 86.38˘ 3.32

Table 4.3: Results of generalization experiments with numerical quantifiers

of a premise-hypothesis pair from the test set: ’there are 3 green cubes, there are 5 black
cones, there are 6 green cones’, ’11 objects are cones’, class: 1 (true).

Error analysis. We verify what leads to mistakes in predictions on data with unseen
attributes on one run of the experiment.

Accuracy Precision Recall F1 score
67.75 71.77 58.82 64.65

Table 4.4: Performance measures for a run of experiment 1

We can see that precision is higher than recall, which means that most mistakes are due
to false negatives, they constitute 64% of the wrong predictions. Out of false negatives
76% (9568 out of 12644) of examples have hypotheses with 0. 63% of those examples with
0-hypotheses have 0-hypotheses with attribute pairs and 37% of those 0-hypotheses contain
single attributes. This means that the model mostly struggles to learn that when a pair
of a color and a shape does not appear together in one part of the premise, the example
should be classified as positive, and to a lesser degree that when a color or a shape does
not appear in the premise, the example with a hypothesis with 0 containing this color or
shape should be classified as positive.

80% of false positives have non-0 hypotheses. In 64% of those examples hypotheses are
about pairs of colors and shapes, so again the model deals worse with attribute pair hy-
potheses.

To summarise, in this experiment both false negative and false positive predictions occur
for examples with hypotheses containing attribute pairs, which means that the model does
not handle well reasoning about a single part of the premise containing new attributes and
associating either 0 or an appropriate number to the premise.

Answering research subquestion 1.3, when predicting on data with numerical quantifiers
with unseen attributes, accuracy drops significantly, but the model still demonstrates an
ability to distinguish whether a hypothesis is true or false given a premise with moderate
accuracy.

2. Domain size in the test set unseen during training.

a) As the training set 50000 randomly selected examples with domain size ă“ 15 were
used. An example of a premise-hypothesis pair from the training set: ’there are 3 blue
circles, there are 8 yellow circles, there are 3 red squares’, ’8 objects are triangles’, class:
0 (false). The model was tested on 50000 randomly selected examples with domain size
ą 15. An example of a premise-hypothesis pair from the test set: ’there are 8 blue circles,
there are 8 yellow circles, there are 8 red squares’, ’16 objects are circles’, class: 1 (true).
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Figure 4.5: Frequency of numbers in premises and hypotheses in the training set and the test
set for experiment 2a

Error analysis. We take one run of the experiment and explore the mistakes made in the
predictions.

Accuracy Precision Recall F1 score
86.31 89.04 82.83 85.82

Table 4.5: Performance measures for a run of experiment 2a

There are almost twice as many false negatives as false positives - 4297 versus 2550. 79%
of hypotheses in examples wrongly classified as negative have numbers higher than 5. Out
of the false positives 53% have hypotheses with 0 and 28% have hypotheses with numbers
higher than 5. Those are values that the model saw less of during training as can be seen
in Figure 4.5, so it is not able to make correct predictions for hypotheses with these type
of numbers.

b) As the training set 50000 randomly selected examples with domain size ą 15 were used.
An example of a premise-hypothesis pair from the training set: ’there are 8 blue circles,
there are 8 yellow circles, there are 8 red squares’, ’16 objects are circles’, class: 1 (true).
The model was tested on 50000 randomly selected examples with domain size ă“ 15. An
example of a premise-hypothesis pair from the test set: ’there are 3 blue circles, there are
8 yellow circles, there are 3 red squares’, ’8 objects are triangles’, class: 0 (false).

Error analysis.

Accuracy Precision Recall F1 score
83.53 88.04 77.72 82.56

Table 4.6: Performance measures for a run of experiment 2b

Again there are almost twice as many false negatives as false positives. 71% of hypotheses
in examples wrongly classified as negative have numbers lower than 5, but not 0. Out of the
false positives 42% have hypotheses with 0 and 44% have hypotheses with numbers higher
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Figure 4.6: Frequency of numbers in premises and hypotheses in the training set and the test
set for experiment 2b

than 5. The latter can likely be explained by the fact that hypotheses with larger numbers
appeared in the positive examples during training, as in training we used examples with
domain size higher than 15. Like in the previous case, incorrect predictions stem from the
difference in values seen during training and values in test data.

Based on the results of both parts of the experiments, we can answer research subques-
tion 1.4 and say that the model definitely generalizes well to data with domain size unseen
during training with limited decrease in accuracy.

3. Attribute combinations in the test set unseen during training.

As the training set 29160 examples with old color-shape combinations were used. An
example of a premise-hypothesis pair from the training set: ’there are 3 blue triangles,
there are 8 red circles, there are 3 yellow squares’, ’8 objects are triangles’, class: 0 (false).
The model was tested on 1458 examples with new color-shape combinations. An example
of a premise-hypothesis pair from the test set: ’there are 3 blue circles, there are 8 red
squares, there are 3 yellow triangles’, ’8 objects are triangles’, class: 0 (false).

Error analysis.

Accuracy Precision Recall F1 score
62.35 67.24 48.15 56.12

Table 4.7: Performance measures for a run of experiment 3

There are more than twice as many false negatives as there are false positives. 52% of
false negatives contain hypotheses with 0 and all of them are with attribute pairs. 48% of
false negatives contain hypotheses with attribute pairs. This means that the model cannot
reason about the combinations of colors and shapes it has not seen during training and will
incorrectly classify the examples as negative because hypotheses with these color-shape
combinations were likely in negative examples in the training set as those combinations
were not present in the premise.
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Results of the experiment allow us to answer research subquestion 1.5: the model is
still able to infer what quantified statements with numerical quantifiers are true and which
are false given a description of a scene, but with a substantial decrease in accuracy.

4. Premises in the test set of the form unseen during training.

As the training set 61236 randomly selected examples with the old shape of premises were
used. An example of a premise-hypothesis pair from the training set: ’there are 3 blue
circles, there are 8 red squares, there are 3 yellow triangles’, ’8 objects are triangles’, class:
0 (false). The model was tested on 61236 randomly selected examples with the new shape
of premises. An example of a premise-hypothesis pair from the test set: ’there are 8 red
squares, 8 red circles and 3 blue squares’, ’16 objects are red’, class: 1 (true).

Error analysis.

Accuracy Precision Recall F1 score
84.79 83.63 86.51 85.05

Table 4.8: Performance measures for a run of experiment 4

Overall the model adapts quite well to the change in the form of premises if compared to
the first part of experiment 2 with the initial dataset in a similar setting. Recall is higher
than precision. 51% of examples wrongly classified as positive contain hypotheses with 0
and most of them are with attribute pairs present in the premise. 51% of examples wrongly
classified as positive contain non-0 hypotheses with attribute pairs with either an incorrect
number corresponding to an attribute pair present in the premise or an incorrect positive
number corresponding to an attribute pair that is not in the premise.

Answering research subquestion 1.6, we can definitely say that the model generalizes
well to data with unseen type of premises.

4.2.4 Discussion

To summarize, the network successfully learns to correctly identify whether a quantified state-
ment with a numerical quantifier is true or false given the complete description of a scene with
accuracy of 96.4%, when the test data comes from the same distribution as the training data.
Experiments show, however, that the network struggles to generalize beyond the data seen during
training and the accuracy on data that differs from training data in some experiments drops quite
significantly. The change of domain size between training set and test set only slightly affects the
accuracy, as does the change in the form of the premises. The situation is very different when we
change the attributes (attributes themselves like in experiment 1 or attribute combinations like in
experiment 3). Predicting for color-shape combinations unseen during training was the hardest
for the model. It seems like most mistakes stem from the model not being able to judge if a state-
ment about one of the parts of the premise is true or false, which requires matching the number
and the color-shape pair from the premise with those in the hypotheses or learning that 0 in the
hypothesis with an attribute pair present in the premise makes the hypothesis incorrect. This is
likely the reason why the model does not adapt to new attributes well, especially new attribute
combinations, because it does not learn successfully those principles of processing information
about attribute combinations, which does not depend on the combinations themselves.
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4.3 Quantifiers ’no’, ’some’, ’all’

In the second stage of experiments we look at a different group of quantifiers, ’no’, ’some’ and
’all’. To correctly apply a quantifier to a scene in this setting, a different kind of reasoning from
the case of numerical quantifiers has to be applied: it is necessary not only to judge how many
objects have certain properties, but also how the number of objects that have certain properties
relates to the total number of objects in a scene.

4.3.1 Main experiment

Values of hyperparameters selected during hyperparameter optimization: 30 LSTM units, 500
dense units, learning rate: 0.0023358024087867363.

The network hyperparameters were optimized using Bayesian optimization (with training set
of size 64297, validation set of size 27557, test set of size 30618).

Evaluating on the test set:

Accuracy Precision Recall F1 score
97.71 96.63 98.87 97.73

Table 4.9: Performance measures for selected hyperparameter values

Error analysis. Like in the first part of the experiments, precision is higher than recall,
so most of the wrong predictions (75%) are due to false positives. 41% of examples that were
incorrectly classified as positive have hypotheses with ’no’ and all but 2 of those are about
attribute pairs. Therefore the model does not recognize that the color-shape pair is present
in the premise and because of the hypothesis with ’no’ with this color-shape pair the example
should be classified as negative. 23% of false positives have ’all’ in the hypotheses, 87% of those
examples are also about attribute pairs. The rest, 36% of false positives, have hypotheses with
’some’, the overwhelming majority of them (95%) are attribute pair hypotheses.

There are only 173 false negatives. 14% have hypotheses with ’some’, 22% have hypotheses
with ’all’, 64% have hypotheses with ’no’.

Overall the most problematic type of hypotheses were hypotheses with ’no’ with attribute
pairs where either the attribute pair was present in the premise and the hypothesis was therefore
wrong, either the attribute pair was not in the premise but the shape was in the premise, and
the hypothesis was true.

By looking at the results, we can answer research subquestion 2.1: the model can indeed
learn to infer which statements with quantifiers ’no’, ’some’, ’all’ are true and which are false
given a complete description of a visual scene.

4.3.2 Exploring the influence of the amount of positive and negative
examples

Answering research subquestion 2.2, accuracy peaks when the number of correct and incorrect
hypotheses per premise in the training data data is 1. Precision increases with the increase of
the number of incorrect hypotheses per premise and decreases with the increase of the number of
correct hypotheses per premise. The reverse is true for recall: recall decreases with the increase
of the number of incorrect hypotheses per premise and increases with the increase of the number
of correct hypotheses per premise.
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Num. of cor. and incor. hyp. per pr. Accuracy Precision Recall F1 score
3,1 82.16˘ 6.09 74.70˘ 6.83 98.81˘ 1.14 84.93˘ 4.58
2,1 81.31˘ 6.48 74.75˘ 7.20 96.20˘ 2.74 83.95˘ 4.92
1,1 85.37˘ 4.13 82.8˘ 4.08 89.46˘ 4.67 85.96˘ 3.90
1,2 85.02˘ 6.19 90.41˘ 3.72 78.08˘ 9.63 83.66˘ 7.03
1,3 84.59˘ 5.46 93.41˘ 3.12 74.31˘ 9.87 82.5˘ 6.73

Table 4.10: Results of experiment 2

Figure 4.7: Accuracy depending on the number of correct and incorrect hypotheses per premise

4.3.3 Generalization experiments

Num. Aspect Accuracy Precision Recall F1 score
1 Attributes 66.53˘ 2.02 68.25˘ 3.68 63.92˘ 13.69 64.83˘ 6.65
2a Domain size 86.06˘ 5.2 84.23˘ 5.95 89.04˘ 4.74 86.51˘ 4.95
2b Domain size 82.92˘ 3.69 81.63˘ 3.40 85.15˘ 6.11 83.24˘ 3.79
3 Attribute combinations 56.04˘ 1.85 57.63˘ 2.31 45.50˘ 2.77 50.83˘ 2.51
4 Form of premises 83.87˘ 3.65 82.82˘ 2.55 85.36˘ 5.52 84.04˘ 3.87

Table 4.11: Results of generalization experiments with quantifiers ’no’, ’some’, ’all’

1. Attributes in the test set unseen during training.

As the training set 61236 randomly selected examples with old attributes were used. An
example of a premise-hypothesis pair from the training set: ’there are 3 blue circles, there
are 8 yellow circles, there are 3 red squares’, ’some objects are triangles’, class: 0 (false).
The model was tested on 61236 randomly selected examples with new attributes. An
example of a premise-hypothesis pair from the test set: ’there are 3 green cones, there are
5 black cones, there are 6 green cones’, ’all objects are cones’, class: 1 (true).

Error analysis.

Accuracy Precision Recall F1 score
68.07 72.96 57.14 64.09

Table 4.12: Performance measures for a run of experiment 1
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Precision is higher than recall. There are twice as many false negatives as there are false
positives. 24% of false negatives are examples with hypotheses with ’no’ and all of them
are single attribute hypotheses. These hypotheses contain a shape or a color that is not
present in the premise and capture the information that no objects in the scene have this
color or shape. 50% of false negatives are examples with hypotheses with ’some’, all of
them contain attribute pairs. This means that with new unseen attributes the model does
not recognize that an example where a premise is paired with a hypothesis with ’some’
and a color-shape combination from one of the parts of this premise (indicating that this
color-shape combination is present in the premise), then the example should be classified
as correct. 26% of false negatives are examples with hypotheses with ’all’, 95% of those are
hypotheses with attribute pairs. In most of these examples, 90%, the shape appears in the
premise once, so the hypothesis contains information only about one part of the premise,
which means that in this case judging if a hypothesis with ’all’ is true does not require
combining information from different parts of the premise. In this situation judging if a
hypothesis with ’all’ is true or not is equivalent to evaluating a hypothesis with ’some’.

22% of false positives are examples with hypotheses with ’some’, with single attributes. So
examples with hypotheses stating that there are objects in the scene that have a certain
color or shape while that is not true given the premise are incorrectly classified as true. 78%
of false positives are examples with hypotheses with ’no’ and all of them are with attribute
pairs. These are hypotheses stating that a color-shape combination that is present in the
premise is not present in the scene. None of the examples containing hypotheses with ’all’
were incorrectly classified as positive.

The model struggles to process combinations of new unseen attributes and therefore does
not learn to identify examples where attribute pairs present in the premise are in the hy-
potheses with quantifiers ’some’ and ’all’ as true; examples where single attributes not
present in the premise are in the hypotheses with the quantifier ’no’ as true; and exam-
ples where attribute combinations present in the premise are in the hypotheses with the
quantifier ’no’ as incorrect.

Based on the results, we can answer research subquestion 2.3. Similarly to the numerical
quantifiers case, when predicting on data with quantifiers ’no’, ’some’, ’all’ with attributes
unseen during training, the model demonstrates sufficient performance but there is a no-
ticeable decrease in accuracy.

2. Domain size in the test set unseen during training.

a) As the training set 50000 randomly selected examples with domain size ă“ 15 were
used. An example of a premise-hypothesis pair from the training set: ’there are 3 blue
circles, there are 8 yellow circles, there are 3 red squares’, ’some objects are triangles’,
class: 0 (false). The model was tested on 50000 randomly selected examples with domain
size ą 15. An example of a premise-hypothesis pair from the test set: ’there are 8 blue
circles, there are 8 yellow circles, there are 8 red squares’, ’all objects are circles’, class: 0
(false).

Error analysis.

Accuracy Precision Recall F1 score
86.25 82.08 92.71 87.07

Table 4.13: Performance measures for a run of experiment 2a
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Figure 4.8: Frequency of numbers in premises in the training set and the test set for experiment
2a

In this experiment, contrary to the numerical quantifiers case, recall is higher than precision.
There are twice more false positives than false negatives. 37% of false positives have
hypotheses with ’no’, 89% of those hypotheses are with attribute pairs. 98% of those
attribute pair hypotheses contain color-shape combinations that are present in the premise,
so in this case only reasoning about one of the parts of the premise is required, 67% of the
attribute pairs have numbers higher than 5. 11% of the ’no’ hypotheses are with single
attributes, so again the model incorrectly considers ’no’ hypotheses with attributes present
in the premise as following from the premise. 36% of false positives have hypotheses with
’some’ and 76% of those hypotheses are with attribute pairs, that are not present in the
premise. 69% of those examples have premises where the shape is present and the numbers
are higher than 5. The rest of false positives, 27%, have hypotheses with ’all’, all with
attribute pairs. In 67% of those examples the color and the shape in the hypothesis both
appear in the premise, but not together, in 19% only the shape appears once in the premise.
Again, the numbers associated with the shape or the color occurrence in the premise tend
to be higher than 5, so this is a possible reason of wrong predictions.

As for false negatives, in 25% hypotheses are with ’all’, mostly with attribute pairs 92%,
most numbers next to the attribute pair are higher than 5. 41% hypotheses contain the
quantifier ’some’, all of them with attribute pairs. These examples again tend to have
higher value numbers next to the attribute pairs in the premise. 34% hypotheses contain
the quantifier ’no’, 74% of those are with single attributes.

Overall the model struggles to identify if shapes and colors are present together in one of
the parts of the premise when the numbers associated with those attributes are of higher
value, as the model was not sufficiently exposed to this kind of numbers during training.

b) As the training set 50000 randomly selected examples with domain size ą 15 were used.
An example of a premise-hypothesis pair from the training set: ’there are 8 blue circles,
there are 8 yellow circles, there are 8 red squares’, ’all objects are circles’, class: 0 (false).
The model was tested on 50000 randomly selected examples with domain size ă“ 15. An
example of a premise-hypothesis pair from the test set: ’there are 3 blue circles, there are
8 yellow circles, there are 3 red squares’, ’some objects are triangles’, class: 0 (false).
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Figure 4.9: Frequency of numbers in premises in the training set and the test set for experiment
2b

Error analysis.

Accuracy Precision Recall F1 score
80.88 79.26 83.47 81.31

Table 4.14: Performance measures for a run of experiment 2b

There are slightly more false positives than false negatives. 42% of false positives have
hypotheses with ’no’, all with attribute pairs. 47% of those attribute pairs are associated
with a number lower than 5. 42% of false positives have hypotheses with ’some’, 74% of
which are with attribute pairs. These are hypotheses with attribute pairs not present in
the premise, where the color and the shape appear in the premise, but separately, or only
the shape appears in the premise, and attributes tend to be associated with lower value
numbers that were not frequent in the training set. In 39% of those examples both the
shape and the color appear in the premise, in 25% of those examples only the shape appears
in the premise and in 14% of those examples the shape does not appear in the premise.
The rest of false positives, 16%, are with ’all’ hypotheses, all with attribute pairs that also
are not in the premise. The shapes and colors out of theses attribute pairs appear in the
premise separately mostly with numbers lower than 5.

36% of false negatives have hypotheses with ’all’, 97% of which are with attribute pairs. In
46% of those examples the attribute pairs from the hypothesis are combined with a number
lower than 5 in the premise. 33% of false negatives have hypotheses with ’no’, 85% of them
are with single attributes, that are not present in the premise and therefore the hypotheses
are correct given the premises. 31% of false negatives have hypotheses with ’some’, all of
them with attribute pairs, again the numbers associated with the attribute pairs in the
premise tend to be lower than 5.

When training on data in which numbers bigger than 5 are more frequent than numbers
lower than 5 and testing on data for which the reverse is true, we see a similar pattern: most
of the incorrect predictions are due to the model incorrectly handling attribute combina-
tions when they are associated with numbers different from those that appeared frequently
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in the training set.

Based on the results of both parts of the experiment, we can answer research subquestion
2.4: the model generalizes well to data with quantifiers ’no’, ’some’, ’all’ where domain
size is unseen during training.

3. Attribute combinations in the test set unseen during training.

As the training set 29160 examples with old color-shape combinations were used. An
example of a premise-hypothesis pair from the training set: ’there are 3 blue triangles,
there are 8 red circles, there are 3 yellow squares’, ’no objects are triangles’, class: 0
(false). The model was tested on 1458 examples with new color-shape combinations. An
example of a premise-hypothesis pair from the test set: ’there are 3 blue circles, there are
8 red squares, there are 3 yellow triangles’, ’some objects are red’, class: 1 (true).

Error analysis.

Accuracy Precision Recall F1 score
58.23 61.03 45.54 52.16

Table 4.15: Performance measures for a run of experiment 3

There are twice as many false negatives as there are false positives. Most false positives,
39%, are with the quantifier ’no’, all but 3 with attribute pairs. Those are examples where
the hypotheses state that an attribute combination is not present in the premise, while
the premises do in fact contain those attribute combinations. 30% of false positives have
hypotheses that are with the quantifier ’some’, all with attribute pairs not present in the
premise. In 87% of those examples both the color and the shape appear in the premise in
different parts. 31% of false positives have hypotheses that are with the quantifier ’some’,
all also with attribute pairs not present in the premise.

42% of false negatives are with the quantifier ’no’, all with attribute pairs. Those attribute
pairs do not appear in the premise, but in 88% of those examples the shape and the color
appear in the premise separately, in different parts of the premise. 28% of false negatives
are with the quantifier ’some’, 99% with attribute pairs, so it is not recognized by the model
that hypotheses stating that those attribute pairs are present in the premise are true. 30%
of false negatives are with the quantifier ’all’, again all with attribute pairs.

We can see that, when predicting on data with attribute combinations unseen during
training, the model fails to properly distinguish when colors and shapes appear together
in the premise and when not and when a quantifier out of the set ’all’, ’no’ and ’some’
is appropriate. It is noteworthy that we almost do not see false positive or false negative
predictions for examples with hypotheses with single attributes, which means that with
attribute combinations unseen during training the model has the ability to discern what
shapes or colors are present or not present in the premise and what quantifier in the
hypothesis applies to the situation.

Answering research subquestion 2.5, the accuracy is still higher than 50% but it is quite
low, so the model struggles to generalize to data with quantifiers ’no’, ’some’, ’all’ where
attribute combinations are unseen during training.

4. Premises in the test set of the form unseen during training.

As the training set 61236 randomly selected examples with the old shape of premises were
used. An example of a premise-hypothesis pair from the training set: ’there are 3 blue
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circles, there are 8 red squares, there are 3 yellow triangles’, ’all objects are triangles’,
class: 0 (false). The model was tested on 61236 randomly selected examples with the new
shape of premises. An example of a premise-hypothesis pair from the test set: ’there are 8
red squares, 8 red circles and 3 blue squares’, ’some objects are red’, class: 1 (true).

Error analysis.

Accuracy Precision Recall F1 score
86.21 84.87 88.27 86.53

Table 4.16: Performance measures for a run of experiment 4

Recall is higher than precision, so most of the wrong predictions are due to false positives.
44% of false positives have hypotheses with ’no’, with attribute combinations that are
present in the premise. 42% of false positives have hypotheses with ’some’, 71% with
attribute combinations that are not present in the premise. 14% of false positives have
hypotheses with ’all’, 98% with attribute pairs, either with the attribute combination not
present in the premise, either with not all objects having the shape from the color-shape
pair having this color, according to the premise.

45% of false negatives have hypotheses with ’no’. 57% of them have attribute combinations
that are not present in the premise, 43% are with colors or shapes not present in the premise.
21% of false negatives have hypotheses with ’some’, 85% with attribute combinations that
are present in the premise. 34% of false negatives have hypotheses with ’all’.

We can see that there are two groups of examples that were classified incorrectly with
attribute combinations from the hypothesis present in the premise: false negatives with
hypotheses with ’some’ and false positives with hypotheses with ’no’. To analyse if the
position of attribute pairs in the premise influences the prediction, we build plots for these
two groups.

Figure 4.10: Number of examples with the attribute pair from the hypothesis present in a certain
position in the premise for false negatives with hypotheses with ’some’ and false positives with
hypotheses with ’no’

It is evident that in both cases the highest number of the selected incorrectly classified
examples contains the attribute pair that is in the hypothesis in the first position. This
means that the model struggles to detect the existence of attribute pairs the most when
they are placed in the first position, which is surprising given that between the training
and test set it is the position of the second and the third attribute pair that changes.
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Based on the results of the experiment, we can answer research subquestion 2.6: the
model generalizes well to data with quantifiers ’no’, ’some’, ’all’ where the form of premises
is unseen during training.

4.3.4 Discussion

We can see that accuracy in the second part of experiments is very similar to accuracy in the
first part of experiments involving numerical quantifiers when we look at all the experiments.
The model again struggles with predicting on attributes unseen during training, with the lowest
accuracy obtained in experiment 3, when color-shape combinations in the test data are different
from the ones in the training data. Predicting on examples with domain size different from the
domain size of training examples does not influence accuracy much, as well as predicting on data
with the changed type of premises. We can see that the nature of prediction errors is slightly
different between experiments 1 and 3: in experiment 3 there are almost no wrong predictions
for examples that include single attribute hypotheses, so when the attributes themselves are
completely changed between the training set and the test set, the model makes wrong predictions
for both single attribute hypotheses and attribute pair hypotheses, but when the attribute set
remains constant and only the attribute combinations change, the model makes wrong predictions
only for attribute pair hypotheses. The comparison between experiment 1 and experiment 3 is
not completely fair due to the limitations of the small test set in experiment 3, so we cannot
make general conclusions based on these results.
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4.4 Quantifiers ’more than n%’, ’less than n%’, ’exactly n%’

In the third stage of experiments we look at a wider range of quantifiers, quantifiers that reflect
the proportion of objects having a certain property. The difference with the previous group of
quantifiers is that in this part of experiments we explore proportional estimation more deeply
with quantifiers ’exactly n%’, with the addition of comparison reasoning in quantifiers ’more
than n%’, ’less than n%’. In the previous group of quantifiers the proportional estimation was
only required to apply the quantifier ’all’, that is now included in the form of ’exactly 100%’.
Quantifiers ’some’ and ’no’ capturing the meaning of existence or non existence of objects having
some attributes are also implicitly included in the new group of quantifiers: ’exactly 0%’ = ’no’,
’more than 0%’ = ’some’. Important proportional quantifier ’most’ can be seen as equivalent to
’more than 50%’.

4.4.1 Main experiment

Hyperparameter values selected during hyperparameter optimization: 100 LSTM units, 500 dense
units, learning rate: 0.008401271006413085.

We then test the model with the selected hyperparameter values on the test set:

Accuracy Precision Recall F1 score
86.76 86.48 86.94 86.71

Table 4.17: Performance measures for selected hyperparameter values

Error analysis.
Recall is slightly higher than precision, so more of the false predictions are false positives

than false negatives. 33% of false positives have hypotheses with ’more than n%’, 62% of those
hypotheses are with attribute pairs. Hypotheses in these examples are either with an attribute
pair that is present in the premise and the wrong percentage value, or with an attribute pair that
is not present in the premise which makes the hypothesis incorrect (hypotheses with quantifiers
’more than n%’ with all numbers n “ 0, ..., 99 are incorrect for absent attributes). 35% of
false positives have hypotheses with ’less than n%’, 54% of those hypotheses are with attribute
pairs. 65% of those hypotheses contain attribute pairs that are present in the premise and the
percentage value is incorrect. 32% of false positives have hypotheses with ’exactly n%’, 70%
with single attributes. 72% of those hypotheses are with ’exactly 0%’ with attributes present in
the premise. 70% of hypotheses with attribute pairs are also with ’exactly 0%’ with attributes
present in the premise.

33% of false negatives have hypotheses with ’more than n%’, 62% of those hypotheses are
with attribute pairs. All of those attribute pairs are present in the premise with the correct
percentage value. 35% of false negatives have hypotheses with ’less than n%’, 54% of which are
with attribute pairs. 70% of those hypotheses contain attribute pairs that are not present in
the premise, which makes any ’less than’ hypothesis correct. 60% of single attribute hypotheses
with ’less than’ contain attributes present in the premise with the correct percentage value. 32%
of false negatives have hypotheses with ’exactly n%’, 71% with single attributes. 73% of those
hypotheses are with 0% and contain attributes not present in the premise.

Most false predictions occurred when the hypothesis contained a wrong percentage value or
when it was not correctly identified if attributes were present in the premise.

Answering research subquestion 3.1, the model can indeed learn to infer which statements
with quantifiers ’more than n%’, ’less than n%’, ’exactly n%’ are true and which are false, but
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Figure 4.11: Number of examples with ’exactly n%’ that were incorrectly classified as positive
with different values of difference between the percentage value in the hypothesis and the true
percentage value where k ´ 10 ă n ă“ k, n ‰ 0 for k “ 10, ..., 100

with lower accuracy than for numerical quantifiers and quantifiers ’no’, ’some’, ’all’.

4.4.2 Exploring the influence of the amount of positive and negative
examples

Num. of cor. and incor. hyp. Accuracy Precision Recall F1 score
3,1 76.15˘ 2.53 68.55˘ 2.60 96.96˘ 0.80 80.28˘ 1.66
2,1 79.25˘ 2.45 73.47˘ 3.18 92.13˘ 3.03 81.67˘ 1.80
1,1 81.07˘ 1.15 80.76˘ 2.29 81.86˘ 4.05 81.20˘ 1.44
1,2 79.87˘ 2.80 85.47˘ 2.70 72.18˘ 7.23 78.0˘ 4.23
1,3 74.40˘ 3.89 89.19˘ 2.98 55.93˘ 10.68 67.97˘ 7.46

Table 4.18: Results of experiment 2

Looking at the results, we can answer research subquestion 3.2. Like in the previous cases,
accuracy peaks when the number of correct and incorrect hypotheses per premise is 1. Again
precision is the highest when the number of incorrect hypotheses per premise is the highest and
recall is the highest when the number of correct hypotheses per premise is the highest.

4.4.3 Generalization experiments

1. Attributes in the test set unseen during training.

As the training set 61236 randomly selected examples with old attributes were used. An
example of a premise-hypothesis pair from the training set: ’there are 3 blue circles, there
are 8 yellow circles, there are 3 red squares’, ’exactly 35% of objects are triangles’, class: 0
(false). The model was tested on 61236 randomly selected examples with new attributes.
An example of a premise-hypothesis pair from the test set: ’there are 3 green cones, there
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Figure 4.12: Accuracy depending on the number of correct and incorrect hypotheses per premise

Num. Aspect Accuracy Precision Recall F1 score
1 Attributes 75.65˘ 1.02 75.73˘ 0.98 75.59˘ 4.16 75.58˘ 1.84
2a Domain size 82.92˘ 2.38 81.52˘ 2.73 85.31˘ 3.90 83.31˘ 2.42
2b Domain size 83.58˘ 2.34 83.19˘ 2.32 84.33˘ 5.49 83.63˘ 2.77
3 Attribute combinations 64.47˘ 2.37 67.36˘ 2.29 56.08˘ 5.11 61.10˘ 3.71
4 Form of premises 80.35˘ 2.40 79.02˘ 3.24 82.90˘ 4.76 80.78˘ 2.52

Table 4.19: Results of generalization experiments with quantifiers ’more than n%’, ’less than
n%’, ’exactly n%’

are 5 black cones, there are 6 green cones’, ’more than 90% of objects are cones’, class: 1
(true).

Error analysis.

Accuracy Precision Recall F1 score
76.53 75.57 78.35 76.94

Table 4.20: Performance measures for a run of experiment 2

Precision is lower than recall, there are two times more false positives than there are false
negatives. 37% of false positives have hypotheses with ’less than n%’, 78% of them are with
attribute pairs. In 54% of them the attribute pair from the hypothesis is present in the
premise and the percentage value in the hypothesis is not correct, in the rest the attribute
pair is not present in the premise and the shape is not combined with a different color in the
premise, so because of this the statement about this shape is not correct. In all hypotheses
with single attributes the attribute is present in the premise and the percentage value in the
hypothesis is not correct. 30% of false positives have hypotheses with ’more than n%’, 63%
of them are with attribute pairs. In 97% of them the attribute pair from the hypothesis is
not present in the premise, which makes any ’more than’ hypothesis incorrect. In 59% of
the hypotheses with single attributes the attribute is not present in the premise. The rest,
33%, of hypotheses in false positives are with ’exactly n%’, 87% of them with attribute
pairs. In 91% of ’exactly’ hypotheses with attribute pairs the color-shape combination
from the hypothesis is present in the premise and the percentage value is incorrect. 89%
of those hypotheses are with ’exactly 0%’. The number of examples incorrectly classified
as positive with ’exactly n%’ hypotheses, where n ‰ 0, with different values of difference
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between the true value and the value in the hypothesis can be seen in Figure 4.13. There
are more examples that have smaller difference between the correct value and the value in
the hypothesis than examples that have bigger difference.

Figure 4.13: Number of examples with ’exactly n%’ that were incorrectly classified as positive
with different values of difference between the percentage value in the hypothesis and the true
percentage value where k ´ 10 ă n ă“ k, n ‰ 0 for k “ 10, ..., 100

31% of false negatives have hypotheses with ’less than n%’, 53% of them are with attribute
pairs. In 97% of them the attribute pair from the hypothesis is not present in the premise.
34% of false negatives have hypotheses with ’more than n%’, 70% of them are with attribute
pairs. In all of them the attribute pair from the hypothesis appears in the premise and the
percentage value is correct. 35% of hypotheses in false negatives are with ’exactly n%’,
89% of them with single attributes. 84% of those ’exactly’ hypotheses are with ’0%’ with
absent attributes.

Prediction errors here seem to be similar to prediction errors in the main experiment. The
model especially struggles with ’exactly 0%’ hypotheses.

Answering research subquestion 3.3, the model generalizes quite well to data with
quantifiers ’more than n%’, ’less than n%’, ’exactly n%’ where attributes are unseen during
training.

2. Domain size in the test set unseen during training.

a) As the training set 50000 randomly selected examples with domain size ă“ 15 were
used. An example of a premise-hypothesis pair from the training set: ’there are 3 blue
circles, there are 8 yellow circles, there are 3 red squares’, ’more than 80% of objects are
triangles’, class: 0 (false). The model was tested on 50000 randomly selected examples with
domain size ą 15. An example of a premise-hypothesis pair from the test set: ’there are
8 blue circles, there are 8 yellow circles, there are 8 red squares’, ’exactly 100% of objects
are circles’, class: 0 (false).

Error analysis.

Precision is lower than recall, so there are more false positives than false negatives. 35%
of false positives have hypotheses with ’less than n%’, 67% of them are with attribute
pairs. In 56% of them attribute pairs are present in the premise and the percentage value
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Figure 4.14: Frequency of numbers in premises in the training set and the test set for experiment
3a

Accuracy Precision Recall F1 score
82.73 81.42 84.81 83.08

Table 4.21: Performance measures for a run of experiment 3a

is not correct, for 70% the attribute pair is associated with a number higher than 5. In the
remaining 44% of examples the attribute pair does not appear in the premise and the shape
is not in the premise, so any ’less than’ hypothesis is incorrect. 34% of false positives have
hypotheses with ’more than n%’, 61% of them are with attribute pairs. In 74% of those
hypotheses with attribute pairs the attribute pairs are not present in the premise, which
makes any ’more than’ hypothesis wrong. 31% of false positives have hypotheses with
’exactly n%’, 61% of them are with attribute pairs, 88% of them present in the premise.
Most of those attributes are combined with a high value number in the premise.

41% of false negatives have hypotheses with ’less than n%’, 66% of them are with attribute
pairs. In 72% of them attribute pairs are not present in the premise, so the hypothesis
with ’less’ is correct not depending on the numbers in the premise. In 67% of the examples
with hypotheses with attribute pairs that are present in the premise, the attribute pair was
associated with a number higher than 5. 27% of false negatives have hypotheses with ’more
than n%’, 71% of them are with attribute pairs. All of those attribute pairs are present
in the premise, so the percentage value is correct. In 69% of those examples the attribute
pair was associated with a number higher than 5. 32% of false negatives have hypotheses
with ’exactly n%’, 54% of them are with single attributes, 68% of them are with ’exactly
0%’ with attributes not present in the premise. 85% of ’exactly’ hypotheses with attribute
pairs in the examples incorrectly classified as negative are with ’exactly 0%’ with attribute
pairs not present in the premise.

In general, we can see that mistakes in predictions are mostly due to the model not being
able to handle numbers that were less frequent in the training data than in the test data
(numbers higher than 5) and incorrectly identify when an attribute pair is present or not
in the premise.
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b) As the training set 50000 randomly selected examples with domain size ą 15 were used.
An example of a premise-hypothesis pair from the training set: ’there are 8 blue circles,
there are 8 yellow circles, there are 8 red squares’, ’exactly 100% of objects are circles’,
class: 0 (false). The model was tested on 50000 randomly selected examples with domain
size ă“ 15. An example of a premise-hypothesis pair from the test set: ’there are 3 blue
circles, there are 8 yellow circles, there are 3 red squares’, ’more than 80% of objects are
triangles’, class: 0 (false).

Figure 4.15: Frequency of numbers in premises in the training set and the test set for experiment
3b

Error analysis.

Accuracy Precision Recall F1 score
82.61 80.76 85.63 83.12

Table 4.22: Performance measures for a run of experiment 3b

Precision is lower than recall, so there are more false positives than false negatives. 35% of
false positives have hypotheses with ’less than n%’, 60% of them are with attribute pairs.
In 96% of them attribute pairs are present in the premise and the percentage value is not
correct. For 53% the attribute pair is associated with a number lower than 5. 25% of false
positives have hypotheses with ’more than n%’, 66% of them are with attribute pairs. In
78% of those hypotheses the attribute pair is not present in the premise which makes any
’more’ hypothesis incorrect. 40% of false positives have hypotheses with ’exactly n%’, 67%
of them are with attribute pairs, 96% of them present in the premise and the hypothesis
is with ’exactly 0%’. Most of those attributes are combined with a lower value number in
the premise.

42% of false negatives have hypotheses with ’more than n%’, 55% of them are with attribute
pairs. In all of them attribute pairs are present in the premise, so the percentage value
in the hypothesis is correct. In 48% of the examples with hypotheses with attribute pairs
that are present in the premise, the attribute pair was associated with a number lower than
5. 88% of the single attribute hypotheses in false negatives with ’more than n%’ contain
attributes present in the premise and the percentage values is also not correct. 31% of false
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negatives have hypotheses with ’less than n%’, 68% of them are with attribute pairs. 94%
of those attribute pairs are not present in the premise, so a hypothesis with ’less’ is always
correct in this case. 27% of false negatives have hypotheses with ’exactly n%’, 58% of them
are with single attributes, 55% of them are present in the premise. The remaining 45% of
those single attribute hypotheses are with ’exactly 0%’.

The influence of numbers in the premises that are less frequent in the test data than in
the training data in this experiment is less evident than in the previous one. Most of
the prediction mistakes can be attributed to failure in determining presence or absence of
attributes from the hypothesis in the premise.

Based on the results of both parts of the experiment, we can answer research subquestion
3.4: the model generalizes well to data with quantifiers ’more than n%’, ’less than n%’,
’exactly n%’ where domain size is unseen during training.

3. Attribute combinations in the test set unseen during training.

As the training set 29160 examples with old color-shape combinations were used. An
example of a premise-hypothesis pair from the training set: ’there are 3 blue triangles,
there are 8 red circles, there are 3 yellow squares’, ’more than 50% of objects are triangles’,
class: 0 (false). The model was tested on 1458 examples with new color-shape combinations.
An example of a premise-hypothesis pair from the test set: ’there are 3 blue circles, there
are 8 red squares, there are 3 yellow triangles’, ’less than 60% of objects are red’, class: 1
(true).

Error analysis.

Accuracy Precision Recall F1 score
63.17 64.41 58.85 61.51

Table 4.23: Performance measures for a run of experiment 4

Precision is higher than recall, so there are more false negatives than false positives. 37%
of false negatives have hypotheses with ’more than n%’, 78% of them are with attribute
pairs. In all of them attribute pairs are present in the premise, so the percentage value
in the hypothesis is correct. 31% of false negatives have hypotheses with ’less than n%’,
94% of them are with attribute pairs. All of those attribute pairs are not present in the
premise, so a hypothesis with ’less’ is always correct in this case. 32% of false negatives
have hypotheses with ’exactly n%’, 95% of them are with attribute pairs, 84% of them are
not present in the premise and the hypothesis is with ’exactly 0%’.

35% of false positives have hypotheses with ’less than n%’, 56% of them are with attribute
pairs. All of those attribute pairs are present in the premise and any ’less’ hypothesis is
incorrect, because, since there are only 3 color-shape combinations in the test data, the
shape can only appear in the premise together with the color from the hypothesis and the
correct percentage value is always 100%. For 92% of single attribute hypotheses in false
positives the attribute is present in the premise and the percentage value is incorrect. 28%
of false positives have hypotheses with ’more than n%’, 57% of them are with attribute
pairs. In all of those hypotheses the attribute pair is not present in the premise, which
makes any ’more’ hypothesis incorrect. 37% of false positives have hypotheses with ’exactly
n%’, 65% of them are with attribute pairs, in 93% of them attribute pairs are present in
the premise, so the percentage value is incorrect.
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Most prediction errors seem to come from the model being unable to detect attribute
combinations that are unseen during training.

Answering research subquestion 3.5, the model’s performance is sufficient but accuracy
is quite low when testing on data with quantifiers ’more than n%’, ’less than n%’, ’exactly
n%’ where attribute combinations are unseen during training.

4. Premises in the test set of the form unseen during training.

As the training set 61236 randomly selected examples with the old shape of premises were
used. An example of a premise-hypothesis pair from the training set: ’there are 3 blue
circles, there are 8 red squares, there are 3 yellow triangles’, ’less than 60% of triangles
are yellow’, class: 0 (false). The model was tested on 61236 randomly selected examples
with the new shape of premises. An example of a premise-hypothesis pair from the test
set: ’there are 8 red squares, 8 red circles and 3 blue squares’, ’more than 25% of objects
are red’, class: 1 (true).

Error analysis

Accuracy Precision Recall F1 score
80.53 77.48 86.0 81.52

Table 4.24: Performance measures for a run of experiment 5

Precision is lower than recall, so there are more false positives than false negatives. 31%
of false positives have hypotheses with ’less than n%’, 59% of them are with attribute
pairs. 99.9% of those attribute pairs are present in the premise and the percentage value
is not correct. 95% of the hypotheses with single attributes contain attributes that are
present in the premise and the percentage value is also not correct. 29% of false positives
have hypotheses with ’more than n%’, 57% of them are with attribute pairs. In 85% of
those hypotheses the attribute pair is not present in the premise which makes any ’more’
hypothesis incorrect. 40% of false positives have hypotheses with ’exactly n%’, 72% of
them are with attribute pairs, 95% of them present in the premise and the percentage
value is incorrect. 89% of those hypotheses are with ’exactly 0%’. The number of examples
incorrectly classified as positive with ’exactly n%’ hypotheses, where n ‰ 0, with different
values of difference between the true value and the value in the hypothesis can be seen in
Figure 4.16.

40% of false negatives have hypotheses with ’more than n%’, 67% of them are with attribute
pairs. In all of them attribute pairs are present in the premise, so the percentage value
in the hypothesis is correct. 32% of false negatives have hypotheses with ’less than n%’,
59% of them are with attribute pairs. 94% of those attribute pairs are not present in the
premise, so a hypothesis with ’less’ is always correct in this case. 28% of false negatives
have hypotheses with ’exactly n%’, 80% of them are with single attributes, 74% of them
are present in the premise.

Looking at the results of the experiment, we can answer research subquestion 3.6: the
model generalizes well to data with quantifiers ’more than n%’, ’less than n%’, ’exactly
n%’ where the form of premises is unseen during training.

4.4.4 Discussion

Accuracy in the main experiment is lower than in part 1 and 2 of the experiments. This is
not unexpected, as the group of quantifiers is now more challenging and requires proportional
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Figure 4.16: Number of examples with ’exactly n%’ that were incorrectly classified as positive
with different values of difference between the percentage value in the hypothesis and the true
percentage value where k ´ 10 ă n ă“ k, n ‰ 0 for k “ 10, ..., 100

estimation and comparison. However, accuracy in generalization experiments 1 and 3 is higher
than accuracy in the same experiments in part 1 and 2. This might mean that the model was
able to adapt to unseen attributes better.

Accuracy in all other experiments is similar to accuracy in the same experiments in previous
parts. It is noteworthy that the model struggles specifically with hypotheses containing the
quantifier ’exactly 0%’, so it does not learn to associate it with absent attributes. Prediction
errors show that one source of errors is the fact that attributes from the hypothesis are present
or missing in the premise is often not correctly identified by the model and another source of
errors is incorrect handling of percentage values: classifying an example with a hypothesis that
contains a wrong percentage value as positive or classifying an example with a hypothesis that
contains a correct percentage value as negative.
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Chapter 5

Conclusion

In all three parts of our experiments we see the same pattern: the model performs well in the
first experiment on the initial dataset and the performance drops in experiments evaluating
generalization ability of the model. The performance on the initial dataset is quite remarkable
given the simple architecture of the model. Accuracy in all generalization experiments with
the exception of the experiment with testing on data with unseen color-shape combinations
remains quite high and serves as an indication that the model learns some underlying principles
of associating different types of quantifiers with descriptions of visual scenes. Testing on data
with attributes or attribute combinations that did not appear in the training data notably leads
to lower accuracy than testing on data with descriptions of scenes having a different domain size
or data with a changed form of premises. This shows that the quality of prediction of the model
depends more on being exposed to attributes or attribute combinations similar to the ones in the
test data during training as opposed to being exposed to combinations of numbers in premises
similar to the ones in the test data during training or the structure of premises being similar.

The first two groups of quantifiers that we explored, numerical quantifiers and quantifiers
’all’, ’some’, ’no’ were of similar semantic complexity. These groups were of similar semantic
complexity and did not require proportional estimation. The first group required just counting
but the second one already required some analysis to establish if all, some or no objects from
a set have a certain property. The last group of quantifiers was more advanced and required
proportional estimation along with comparison.

It is noteworthy that the performance of the model is quite similar for all three groups of
quantifiers that we explored in this project, if we consider the variety of their semantic and
logical properties. It is easier to tell if the quantifier ’some’ applies to a situation than to tell
if the quantifier ’more than 35%’ holds. Results of part 1 and part 2 are very close with the
difference in accuracy for all experiments being around 2-3 percentage points, with the exception
of generalization experiment 3, where the difference is 5 percentage points. In the third part of
experiments we see a little different picture: accuracy on the initial experiment is lower than in
part 1 and 2, as is accuracy in the last experiment, with testing on data with an unseen type
of premises. The performance in the two part experiment with testing on data with a domain
size that is different from the domain size values in the training data is similar to part 1 and 2.
However, the performance in the two most challenging experiments, generalization experiment
1 with testing on data with a new set of attributes unseen during training and experiment 3
with testing on data with a new set of attribute combinations unseen during training, is the best
out of all three groups of quantifiers. A possible explanation for this is the complexity of the
last group of quantifiers. It is the most varied group that encapsulates the meaning of a bigger
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array of quantifiers, so possibly training the model on data containing more diverse linguistic
constructs makes it more likely to make correct predictions.

Based on the results of our experiments, we can conclude that, given a complete description
of a visual scene, simple neural networks are in fact able to learn to tell whether a quantified
statement about the objects in the scene is true or false. This also answers another question that
we posed about the applicability of our approach to Visual Inference. Our model can be used
a second component of a Visual Inference system with the first component producing textual
descriptions of the visual data. This approach might yield interesting new results for the Visual
Inference task.

We have to note, however, that our research has some shortcomings. These points can serve
as inspiration for further research in the area.

1. First and foremost, to investigate if simple neural networks can exhibit true understanding
of logical aspects of quantification instead of relying on shallow heuristics, interpretability
research is a necessary next step.

2. We did not investigate the influence of the distribution of the hypotheses in the generated
datasets among different types on the performance of the model. We did not try to balance
out the amount of hypotheses with a certain quantifier that follow from the premise with
the amount of hypotheses with the same quantifier that do not follow from the premise. A
possible direction of further research would be to explore this deeper.

3. We did not experiment with different word embeddings. It would be interesting to try
embeddings that capture numeracy in further research.

4. In general it would be interesting to explore quantification on more varied data and also
explore more types of quantifiers.
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