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Abstract

Region based memory management, a compile-time alternative to garbage col-
lection, splits the heap into a stack of lexically scoped regions. Most of the work
for region based memory management can be done at compile time by inferring the
placement and bounds of regions. A region bound represents the size of a region.
Regions with finite bounds, can be stack allocated, otherwise they must be heap
allocated.

In this thesis we design a higher ranked region bound analysis to infer the bounds
of regions. The focus of this thesis lies on the implementation within the Helium
Haskell compiler, opposed to proving metatheory. We show that the analysis infers a
high percentage of finite bounds whilst having minimal impact on compilation time.
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Introduction

Before we get into the details of the analysis, we will cover some of the background
material that will aid in the understanding of the analysis. In this introductory chapter
we will look at memory management systems and how a region based approach would
work.

1.1 Memory

Programs require computer memory to run. Programs allocate memory by claiming a
part of the available system memory. Program memory is often divided into two sections:
the stack and the heap.

1.1.1 The stack

The stack is a fixed-size chunk of memory. The stack is built up out of stack frames.
A stack pointer points to the end of the stack. For each function call we push a new
stack frame. A stack frame contains data that is local to the function, i.e. (pointers to)
parameters and /or local variables. Whenever we exit a function we pop a stack frame by
moving the stack pointer back to the end of the previous stack frame. Because the stack
frames are ordered in the order that we call functions, we say the stack is lexicographically
ordered. The memory for the stack is allocated when the program is initialized, the size of
the stack cannot be extended. Stack allocation is preferred because there is less memory
fragmentation (everything is stored in a continuous memory frame) and better cache
locality (the stack behaves predictably) [1].

1.1.2 The heap

The heap is an extendable chunk of memory. This means we can claim more system
memory to extend the heap whenever we need. The heap is used for data that either
cannot be stored on the stack or that we do not want to store on the stack. Objects can
be allocated anywhere we want in the heap, we say the heap is unordered. Objects can
also be deallocated in any order, which may cause memory fragmentation. Fragmented
memory has unreserved bytes between allocated bytes of memory. Fragmented memory
is not one continuous block of allocated memory.
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1.2 Memory management

Computers do not have unlimited memory. To reduce the memory usage of programs
we can deallocate parts of the memory that are no longer used. In this section we will
explore two methods for deallocating memory at runtime.

1.2.1 Garbage Collection

Many modern compilers use Garbage Collection (GC). The garbage collector scans the
reserved memory for objects that will not be used in the future. When it finds such an
object it can be deallocated. The memory of such objects can be used for new allocations.

A popular GC technique is called generational garbage collection (GGC) [2]. Objects
that are alive for a long time are likely to live even longer, while new objects are more
likely to be deallocated soon. The runtime uses this premise by grouping objects by age
in so-called generations. Objects that have survived for a certain amount of time are
moved into an older generation. The older the generation, the less often those objects are
checked for deallocation.

The garbage collector is part of the runtime and runs as a process parallel to a program.
This process uses computation time to decide what memory can be deallocated, which
could otherwise be used to execute program code [3].

1.2.2 Region based memory

An alternative to garbage collection is region based memory management (RBMM).
RBMM splits the heap into a lexicographic stack of regions. Opposed to garbage col-
lection, RBMM is done at compile time with region constructs either explicitly written
by the user in the program code or automatically inferred by the compiler. This means
that for some programs there will be no need for a garbage collection process at runtime,
which in turn means that more computation time is left for running the program code.
To make RBMM explicit, we introduce the following constructs.

letregion p in e

eatp

The first expression allows a region variable p to be used in the expression e. It allocates
the space required for the region on the stack or the heap. The second expression puts
the value of e into the region p. It puts the bytes of in the object in the allocated space
of the region.

It is possible to derive an upper bound on the number of allocations. If the bound is
finite the region is called bounded. If we are unable to derive a finite bound on the number
of allocations we call the region unbounded. In some cases this is due to inaccuracy in the
analysis, in other cases the number of allocations to a region might be unknown or truly
infinite, e.g. a region that is repeatedly allocated to in infinite recursion.

Stack allocation

We can allocate bounded regions on the stack. Memory in a stack frame has to be reserved
in advance, which is why an upper bound on the region must be known beforehand. Stack
space is limited, thus it might still preferred to allocate on the heap if the bound is large.
As mentioned before, the region bound is only an upper bound, a lot of stack space could
be wasted if we allocate a region with a large bound on the stack.
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Heap allocation

Unbounded regions can always grow out of their allotted space when allocated on the
stack. This means that a region of unbounded size must be allocated on the heap. A
representation of heap allocated regions can be found in Figure 1.1.

Unbounded regions are allocated in fixed-size region pages. Each unbounded region is
represented as a linked list of region pages. If a region page is full another region page is
appended to the back of the linked list. A region allocated on the heap has a pointer to
the start of the list, the first free position and the end of the last region page.

When a region is deallocated, its region pages are appended to the end of the free list.
The free list is a doubly linked list of the deallocated pages on the heap. Deallocation
can be done in constant time, because the linked list of the to-be deallocated region can
simply be appended to the end of the free list. If a new region page is needed, it can be
allocated from the free list.

Unbounded regions cause issues for RBMM. These heap allocated regions cause mem-
ory fragmentation and there is no good answer to what the size of a region page should
be [4]. For this reason RBMM could be combined with GC, where GC handles the un-
bounded regions and RBMM handles the bounded regions.

<
<

A

A

A

Figure 1.1: Unbounded regions on the heap

Region bounds

The bound of the region decides where the value is stored. As discussed before, putting
a finite region on the stack is better than putting it on the heap. More finite bounds can
make the program run faster (due to cache locality) and wastes less memory (see region
waste in Section 3.2.1). This is why finding bounds on the size of a region is important.
Inferring these bounds is the focus of this thesis.



Background

In this chapter we will cover some of the theoretical background required to understand
the analysis. We will cover lambda calculi, lattices, fixpoints and type & effect systems.

2.1 The lambda calculus

The lambda calculus is a Turing-complete set of expressions. The basic lambda calculus
can be seen in Figure 2.1. This simple language is able to encode many other features
by combining expressions. Booleans and the if-then-else expression can be encoded using
lambdas as can be seen in Equation 2.1. The definition of true returns the first argument,
false returns the second argument and the if-then-else applies its branches to the boolean
parameter, which picks the first if it is true and the second if it is false. Any abstract
datatype can be encoded in such a manner, this is called the Church encoding of that
datatype.

true ~ \x.\y.x false ~ Az \y.y if-then-else ~ Az \y. Xz.x y z (2.1)

We define a lambda-calculus because it is easier to reason with than a more complex
programming language. Many languages can also be seen as an extension of the lambda
calculus. A lambda calculus can be used to prove properties of programs and define
analyses. These proofs can then be transferred over to an actual programming language.
The proofs will still hold on that programming language as long as the constructs of such
a language can be expressed in the lambda calculus, like the encoding of the if-then-else.

Even though a language with only lambdas is already Turing complete, most analyses
are designed on a larger set of expressions in the lambda calculus or with other constructs
like datatypes. This allows one to handle each expression/construct in a distinct way.
One might want to handle application in a different manner than an if-then-else. Adding
more constructs to a lambda calculus allows for a more precise analysis.

en= (Variable)
| Az.e (Abstraction)
| €1 eo (Application)

Figure 2.1: A simple lambda calculus
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2.2 Lattices

A lattice £ = (L, C) is defined as a set L with a partial order ‘C’. An example of a lattice
is the subset relation over the powerset of I. Take I = {1,2, 3}, which gives us 8 possible
subsets. If we would draw the lattice of £ = (P(I),C) as a so-called Hasse diagram we
would get Figure 2.2. We can see that for any two elements that are connected with a line
that the subset relation holds bottom-to-top. The relation is transitive, which means the
relation also holds for any bottom-to-top path in the diagram. There are many definitions
for lattices, we choose to follow the definitions from the Davey & Priestley book [5].

{1,2,3}

[(L2y ] 3] [ 23]

L [ JL3]

L2 |

Figure 2.2: Hasse diagram of £ = (P(I), Q)
2.2.1 Lower bound & upper bound

The lower bound set of some element x € L are the elements y € L for which « C y holds.
The upper bound set of some element = € L are the elements y € L for which y J x holds.
Looking at our subset example the upper bound set of {1} is {{1}, {1,2},{1,3},{1,2,3}}
and the lower bound set of {1} is {0, {1}}.

The greatest element of some set S is the element z € S for which y 3 z holds for all
elements y € S. The least element of some set S is the element z € S for which y C 2
holds for all elements y € S. Note that a greatest element or least element does not
always exist.

2.2.2 Join and meet

On a lattice we can define the join ‘L)’ and meet T1’. For elements x,y € L the join of
x and y, denoted by z Uy, is the least element of the intersection of the upper bound
sets of x and y. The meet is the greatest element of the intersection of the lower bound
sets. In our running example we have that {1} U {2} = {1,2} and {1} 1 {2} = (. Note
that in this example the join is actually the union operator (L = U) and the meet is the
intersection operator (M = N), but this is not always the case.

2.2.3 Bounded lattice

A bounded lattice has a single top element (T) and a single bottom element (L) for which
the following must hold:

(i) For all z € L we have that T Uz = T.
(ii) For all x € L we have that L Ma = L.

In the subset-lattice example, top is {1,2,3} and bottom is 0.
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2.2.4 Fixpoints & iteration

On a lattice £ = (L,C), we can define a function f that given an element of L returns
another element of L. The function f is called monotone if x C y implies f x C f y for
all x,y € L. If for a function f we have f x = x, then z is called a fixpoint. A fixpoint
does not change no matter how many times we apply f.

Repeatedly applying monotone function f : L — L to its own result is called fizpoint
iteration. In Equation 2.2 we can see that we reach a fixpoint after n steps. We use [
to denote f applied to its own output n times. The number of steps n is not finite for all
lattices. In other words: fixpoint iteration does not terminate on all lattices.

[ xo = " x (2.2)

Ascending chain condition

A useful property for analyses is the ascending chain condition (ACC). The ACC assures
that fixed point iteration terminates within a finite number of iterations. In Equation 2.2
the ACC would assure that n is finite.

Having a top element is not enough to make sure fix point iteration terminates. Fix-
point iteration could occur on an infinite path towards top. Take for instance the set
N U oo, where T = oco. If we would start at any number and our fixpoint iteration would
increase said number by one each iteration, we would never reach top.

Any lattice of finite size is guaranteed to have an ascending chain condition, because
we can only do as many fixpoint iterations as the longest bottom-to-top path in a lattice.
We know the lattice is finite, which means the longest bottom-to-top path must also be
finite.

2.3 Type & effect systems

Types are properties of values, for instance the number 0 is of type int, because it is an
integer. Besides the types of a program we can also infer a so-called effect. Effects are
properties of evaluation, for example with call tracking analysis (CTA) we want to know
the set of lambdas which may be called during evaluation. We give all lambdas a unique
label, for example A\, such that we can identity them. The effect of ‘(Apz.z+1) 2’ would
be ‘{{F'}’, because the lambda labeled F is called during evaluation. The effect is often
denoted as an annotation language on the types.

Effects can for example be denoted as sets of atomic effects. The symbol 7 in Figure 2.3
denotes an atomic effect, ¢ and v are sets of effects. The effect annotations can be put
wherever they are needed, for instance on the function arrow or on the base types. An
effect on an arrow indicates that the effect may occur when the function is applied.

¢ n={m} | pUY | 0
7= int(Y) | bool(y)| ... | 71 L %

Figure 2.3: A simple type annotation language

In the case of CTA the atomic effect would be a unique identifier for a lambda (e.g. ‘F”).
The effects would then only be placed on the arrow, as we are only interested in which
functions are executed.

Type & effect analyses are often an approximation. The input of a program is unknown
at compile-time, which means that we do not know which program path an execution will
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take. It is also impossible to inspect all program paths, as there might be an infinite
number of them. This means that we might have to overestimate the effects. It is
important that the approximation is sound. We will often have to resort to a suboptimal
result to make sure that the result is sound. For a more complete overview on type &
effect systems we recommend reading the book by Nielson & Nielson [6].

2.3.1 Poisoning

A common problem in type and effect systems is called poisoning. Poisoning occurs when
the usage of a variable in one place affects its annotated type for other usages of that
variable. Lets take a look at how this could happen in CTA for the program in Figure 2.4.

let f=Apz.z+1

in let g = A\gy. y*2

in let h = Agz.if 2z =0 then f else g
in f1

Figure 2.4: Poisoning of f

In a naive implementation, f would need to have the same type at all of its usages.
First we see that f and g should at least have {F} and {G} on the arrow respectively,

because those lambdas are called when evaluating that function. So we guess that the

G
types of f and g are ‘Int ﬂ) Int’ and ‘Int Q Int’ respectively.

In the branches of the if-then-else the types of f and g must be the same, however

G .
they are not. So we change our guess of the types of f and g to be ‘Int Q Int’, which

contains the identifiers for both of the lambdas.
The problem is that this step affects the type of f on the last line. The call of f on
the final line gives us the set {F, G}, which indicates that both lambdas labeled F' and G

are evaluated. This is an overestimation, as the definition of f only contains the lambda

F. We would like f to have the type ‘Int ﬂ> Int’, but it does not due its usage in h.

We say that the usage of f in h poisons the annotation of f. Subeffecting and subtyping
aim to resolve this problem.

2.3.2 Subeffecting and Subtyping

With subeffecting we allow the enlarging of effects as seen in Equation 2.3, where ¢ would
be the effect of a subexpression (e.g. a branch of an if-then-else) and ¢’ would be the
effect derived for the encapsulating expression (e.g. the if-then-else). For our example in

Section 2.3.1 this means that we can now unify the branches in h without poisoning f

and g. In h we can give the if-then-else the type ‘Int ﬂ) Int’, because {F'} C {F,G}

and {G} C {F,G}, while f and g keep the types ‘Int U It and Int <Gy o
respectively. The sets on the arrow of f and g are subeffects of the set on the arrow of
the if-then-else type.

(2.3)
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Subtyping, as the name suggests, allows weakening of the types. With subtyping we
define a partial order over the annotated types. Note that the types in Equation 2.4
are annotated types. Subtyping can often be done at a later point than subeffecting.
This makes subtyping stronger, but a bit more logic is required to implement it. Both
subtyping and subeffecting can be generalized for elements i) and v’ of a lattice £ with
order C to ¢ C /.

>

IN

>
L=
>
A
>

N

5 e

. W
| —

2

(2.4)

2

>

N~

<7

IN

2.3.3 Polyvariance

Another technique for improving analysis accuracy is polyvariance. With polyvariance we
allow polymorphism in the annotations. This means we extend our annotation language
with annotation variables and quantification, as seen in Figure 2.5.

B € AnnVar

¢ =g {r}] ...
Fu=VEF | int(y) | ...

Figure 2.5: A polyvariant type and effect system

The set AnnVar contains all annotation variables and f is such a variable. Polyvariance
especially increases accuracy for functions like ‘id’. In the CTA example we could then
give a function ‘idF::(a -> a) -> (a -> a)’ the annotated type in Equation 2.5. Ap-
plying idF to some function does not change the annotation of that function, which is
reflected in the annotated type.

{IDF}

idF V8. (a 2 a) (aLs a) (2.5)
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2.4 Going higher ranked

Higher ranked polymorphism allows polymorphism anywhere in a type, not just on the
top level. If we only allow quantification at the top level in a type it is called rank-1
polymorphism. Type inference of Rank-N programs (with N > 2) is undecidable [7], so
user annotations are required for type inference.

Consider the function £ from Equation 2.6 for which the quantifications for b and c
on the top level are implicit.

f :: (forall a .a ->a) ->b ->c -> (b, ¢)

(2.6)
fhxy=<(x, hy)

The quantification on the function parameter cannot be moved to the outer scope without
changing the meaning of the type. If we would move the ‘forall a’outside of the function
would not type check anymore, because we can instantiate the type variable a with Int
and b with Char, which would make the application of x to h ill-typed. If we do not
change the position of the ‘forall a.’, then h is forced to be polymorphic in a: it must
accept any type.

Higher ranked polyvariance allows type annotations to be higher ranked. Depending
on the analysis a higher-ranked analysis can be decidable. Basically, this is because the
types are already determined. That information can be used to supplement the higher-
ranked analysis [8, 9, 10]. We will discuss a framework for higher-ranked analysis in
Section 3.1.
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Related work

3.1 Higher-ranked type & effect systems

In his master thesis, Thorand described a higher-ranked type and effect framework to
perform dependency analysis [10]. Thorand introduces an annotation language A\~ as
seen in Figure 3.1. Note that the annotations become a lambda calculus in themselves.
This includes rules for evaluating annotations, types and typing rules for the annotations,
which are called sorts and sorting rules. The framework is defined over some lattice L.

tel (Lattice)
g € AnnVar (Annotation variable)
£€e AnnTm =0 (Variable)
| A\3.€ (Abstraction)
| &1 & (Application)
| & U (Lattice join)
| £ (Lattice value)

Figure 3.1: The A" calculus

This annotation language can be embedded in the terms by expanding the language with
abstraction and application of annotations (Figure 3.2). This allows for applications in
the terms to be reflected in the annotations. The annotated types are the same as the
polyvariant type and effect system from Section 2.3.3, but without effects on the arrow.
These are no longer required due to the embedding in the terms.

N —

teTm == ...
| AB.t  (Annotation abstraction)
| £&)  (Annotation application)

Figure 3.2: Annotation abstraction and application in terms
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If we take a look at the id function we can see how the type level polyvariance (not
polymorphism) is reflected in the term by a lambda ‘A’ in the definition. The function id
is not a higher-order function, so we do not yet gain extra precision. From the annotated
type we can clearly see that the resulting  must have the same effect as the input.

When the polyvariant effect variable g is instantiated with some effect ¢, then S is
instantiated in the type and in the expression. In the expression we see that parameter
x gets annotated with the type int and effect ¢». The annotated type becomes ‘int (1) —
int(1y)’. This z is returned by the lambda, with the same type and effect.

id :: VA.int(8) — int(s3)
id = AB.(A\z :int & 5. x)

If we come back to the CTA example from Section 2.3 we can see why the effect on the
arrow is no longer required. The effect of the body is now reflected by the terms. The
effect set 3 is extended with the evaluated lambda ID.

id :: VB.int(8) — int(8 U {ID})
id = Aﬂ()\[p&? sint & pU {ID} ac)

3.1.1 Higher ranked polyvariance

The type annotations for higher order functions get quite large even for rather simple
functions. Take ($) for instance as seen below. Note that even though ($) is not higher
ranked, the derived annotated type does contain higher ranked polyvariance. The parts
referring to the higher order argument are written in grey.

The important concept to take away from this annotation is all the way at the end:
f{Bs) x. At this point we apply the inferred effects of = (53) to the polyvariant argument

B of f.

% :: V\j)],32.(V\3.illt<.)’> — illt<32 7)>)<f]>) — (Vﬂg.iﬁt(ﬂg) — int<ﬂ2 (ﬁg, U ﬂ1)>)
($) = ABLAB S : (VA.nt(B) — int(Bs B)). ABsAx : Ba.f(Bs) @

This localized application prevents poisoning in a function like ‘both :: (a — b) —
(a,a) — (b,b)’ because the polyvariant argument is applied separately for each of the
tuple elements. For a derivation of the annotations of both we suggest reading Section
5.3 of Thorands thesis [10].

3.1.2 Fixpoints

A problem with higher ranked analyses is deriving annotations for recursive functions.
When a function is recursive its corresponding annotation becomes recursive as well.
Thorands [10] and Wolffs [11] theses aim to solve this problem using fixpoint iteration.
To do this we must define a lattice over our annotation language. One can rewrite a
recursive annotation as the fixpoint of a function y : 8 — §. This function can be used for
fixpoint iteration, starting with ‘u L’ where ‘L’ is the bottom on the annotation lattice.
The main problem is deciding if a fixpoint has been reached. To check if we have
reached a fixpoint, one has to verify if two lambda terms are equal. This is difficult for
higher order functions, because the annotation of such a function contains an abstraction.
Thorand solves this by checking all possible inputs for the annotation functions and
comparing the output. This approach becomes rather expensive if the domain of inputs is
large. The set of inputs is finite in Thorands thesis, because underlying language does not
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have polymorphism. However, if we introduce polymorphism the set of possible inputs
becomes infinite.

De Wolffs thesis constructs an analysis on a calculus with polymorphism. To solve
higher order fixpoints De Wolff delays solving of fixpoints until the higher order arguments
of a function are supplied. This does not work in all cases, which means that widening
might still be required.

3.2 Region Based Memory

The concept of region based memory management is quite old [12]. Initially region man-
agement had to be done by the programmer. Influential work was done on the ML Kit
compiler for which Tofte and Birkedal created a region inference system [4]. The work
done on ML Kit inspired many other implementations for memory-safe C dialects [13, 14,
15], logic languages like Prolog [16] and Mercury [17], and Real-Time Java [18§].

3.2.1 Standard ML

The MLKit compiler [19] has an implementation with region based memory management
that has been worked on extensively [4]. The implementation has automatic region in-
ference and region size inference. The region inference automatically finds good positions
to insert letregion expressions. The analysis also annotates expressions with get(p) and
put(p) effects, these are the atomic effects. get(p) denotes that there will be read from p
and put(p) denotes that some value will be put into p. A multiplicity analysis then uses
those atomic effects to infer the size of those regions. Recently the implementation has
been extended to be combined with a garbage collector [20]. Hallenberg implemented a
profiler to get more insight into how regions behaved [21].

Multiplicity analysis

To infer the size of regions Vejlstrup designed and implemented a region size inference [22].
The region size inference takes in the annotated types from the region inference. Multi-
plicities are a finite set of numbers {0,1,..., K} U {oo} where K is a parameter of the
analysis. Basically, the analysis infers the number of times values are written to each re-
gion. If the analysis finds a multiplicity larger than K, the multiplicity is set to co. This
guarantees termination of the analysis, because the region sizes cannot grow infinitely (the
lattice is finite, which implies the ascending chain condition). Vejlstrup concludes that
K =1 is sufficient as bounded regions with a size other than 0 or 1 are extremely rare.
Veljstrup implemented a custom refinement method for effect sets, because the annota-
tions are always evaluated completely for subexpressions, which causes loss of precision
in some cases.

Performance

The RBMM implementation in the MLKit works well. It is capable of handling the
vast majority of memory management in typical standard ML programs. Around 90%
of regions had an inferred size of 1 for the inspected programs [22]. Unbounded regions
are problematic as there is no natural size for a region page. If we pick a large page size,
then memory is wasted for unbounded regions that only have a small number of values
stored in them. This leaves most of the region page empty. The unused space is called
region waste and it can be as high as 20% of the total memory usage [4]. Picking a small
page size requires a lot of region page allocations for regions that grow (e.g. constructing
a list).



Chapter 3. Related work 13

Some caution is required when writing code for a compiler that uses region inference.
The authors wrote a guidebook for programmers to understand how to write code in
a region-friendly manner [23]. Regions that are not managed well by RBMM could be
handled by a garbage collector [20].

3.2.2 Haskell

The current industry standard Haskell compiler, the Glasgow Haskell Compiler, uses
generational garbage collection. The new backend [24] of the Helium compiler does not
yet have a memory management system. However, recently work has started on a region
based approach. So far a higher-ranked region inference analysis has been implemented
by De Wolff [11]. This thesis introduces higher ranked region size inference.

The region inference is implemented in the new backend of Helium. This backend
first desugares Haskell into Heliums Core language. The Core language is a simplified
Haskell-like language. The Core code is optimized with a set of analyses, after which it
is translated into Iridium. Iridium is a strict imperative language with explicit memory
management. The region analysis is implemented on Iridium.

Haskell versus ML

ML and Haskell are quite similar. Bot languages for instance have a Hindley-Milner type
system and support for higher order functions. There are also a couple of key differences
between ML and Haskell.

Laziness: Haskell is lazy and ML is strict. This means that ML will always immediately
evaluate an expression and Haskell will not until it has to know the result.

Referential transparency: Haskell has referential transparency while ML does not.
Referential transparency means that for any assignment ‘x = expr’ we can substi-
tute x for expr (and vice versa) without changing the result of an expression.

Side effects: Haskell does not have side effects (outside the IO monad) while ML does.
For any function in Haskell that does not use the IO monad you are guaranteed the
same results for the same parameters.

3.2.3 General issues

In general region based memory management faces some issues. The first issue is the
region waste of unbounded regions, for which there is still no good solution. The second
issue has to do with tail recursion which we will discuss in Section 3.3
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3.3 Region lifetime

Tail recursive functions can be optimized into loops, this is called tail call optimization.
A tail recursive functions only calls itself in the return positions of said function (e.g.
3.1). Because the function is called in a tail position, all local variables fall out of scope,
which means we can reuse this space by turning the function into loop. This reduces the
size of the stack.

fax=if £ >0 then f (z—1) else x (3.1)

When we introduce regions into the language we run into a dilemma. Do we infer regions
before or after tail call optimization? If we introduce regions before tail call optimization
functions calls are no longer in the return positions. The function is no longer tail recursive
and thus not tail call optimizable. If we infer regions after tail call optimization, the local
variables are assigned in a loop, which means they are assigned to a possibly infinite
number of times. This makes the regions unbounded.

If we could reset regions in loops, we can derive finite bounds on region variables in
loops. This problem is more general than just tail call recursion. The ability to reset
and reuse regions allows us to give regions a shorter lifetime, which gives better memory
bounds. Some proposals have been made to solve this issue, we discuss these in the next
section.

3.3.1 Region lifetime analyses

To allow resetting regions Tofte and Birkedal designed and implemented storage mode
analysis in the ML Kit. The analysis replaces the at-expression with attop and atbot [25].
An attop acts the same as an at. An atbot resets a region and adds the value to the start
(bottom) of a region. However, the authors admit that the analysis was very complex
and vulnerable to small program changes [4].

An approach by Crary et al. uses a uniqueness analysis [26]. In this paper Crary
defines rules over the operational semantics of a lambda-style calculus with low level
memory constructs. A set of region variables C' is maintained throughout these rules, this
is called the set of capabilities. Note that these regions do not have a lexical scope. The
expression ‘newrgn p,z’ allocates a region with name p at memory location =z and adds
the region to C. If some region variable p is in C' it is allocated and can be used. Region
variables are removed from C with a ‘freergn v’ where v points to the location of the
region. Problems arise with a function definition like 3.2.

V[p1,p2](int at p;,int at p2) { ...} (3.2)

If some variable y of type int allocated in a region called p3 is passed as both arguments
to the function it will be aliased by p2 and p;. Thus Crary assigns a multiplicity to each
capability in the form of pl or p. p means that region variable p, has more than one
alias (multiplicity ‘+’). Deallocation of p, is only allowed if p. occurs in C, in other
words, if p,, does not have another alias. Subeffecting is used to enlarge C' in a function
call. Uniqueness can be maintained in a function call as described in 3.2 by defining a
constraint between the parameter region variables and the capabilities. Crary does not
present any performance results.

Aiken et al. deals with the alias problem in a different way [27]. Each region is given
a color. Any alias of such a region is given the same color. An execution order is decided
upon and constraints are generated based on when regions are written to and read from.
These constraints are solved such that regions can be allocated and deallocated at safe
locations, while minimizing region lifetime. This constraint based approach beats storage
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modes in every test. An issue with the analysis is that a part of it runs in worst-case
exponential time, however in practice the complexity seemed to be similar to the storage
modes solution. The authors were unable to deduce whether that is the case in general.
The global nature of the algorithm also makes separate compilation difficult.

An approach by Henglein et al. keeps count of the number of references to some
region [28]. They embed an imperative sublanguage into a lambda-style calculus. The
embedded language has the following four operations:

e [new p]: Allocate a new region with reference count 1.

e [release p]: Decrement the reference count of the region assigned to p by 1.

e [p/ :=alias p]: Assign the region of p to p’ and increase the reference count by 1.
e [p' :=p]: Equivalent to [p’ := alias p] [release p].

If the number of references to any region drops to 0 it is deallocated. The operations
of the embedded language can be put before or after any expression. A region inference
system was constructed using backwards abstract interpretation

3.4 Static resource analysis

Another branch of research is aimed at the static determination of amortized resource
bounds. It has been shown that one can deduce linear [29], polynomial [30] and multi-
variate bounds [31] from a program. The analyzed resource can for instance be memory
usage or execution time. All papers take a similar approach. The goal is to put a bound
on the potential of a program. The potential has to be non-negative during the entire exe-
cution. They collect a set of resource constraints with an annotated operational semantic,
for example the rule for a constant integer value n in Equation 3.3 from the paper on
linear bounds [29]. The important part is the annotations on the turnstile. The potential
has to be at least ‘KmkInt’ before allocating an integer. A total of m’ potential remains.

neZ €¢dom(H)

VM [ g A (int, )]

(0P Const Int) (3.3)

The constraints will make sure that the potential at the start of the program is the total
potential of the program. In other words, the potential at the start of the program is
equal to the total cost of executing the program. The analyses are generic in the sense
that different types of resource bounds can be inferred by altering the constant cost for
certain operations. For instance, the constant ‘KmkInt’, the cost for making an integer,
would be 1 in the calculation for stack space, but 0 for heap space. In this manner bounds
were presented on the number of procedure calls, stack space, heap space and time.

The estimated bounds for memory are good, however sometimes linear bounds were
estimated while constant bounds were measured. Time bounds were much less consistent
than the other analyses. Time bounds were overestimated by up to 30%.

Static resource analyses is most useful for unbounded regions in RBMM. We could
alter the behavior of heap allocation based on the computed bounds. If a bound is linear
we could for instance allocate smaller region pages than in the case of a polynomial bound.
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Research questions

We formulate the following research questions.
Question 4.1. Can region bound inference be made higher ranked?

We must verify if we can make the region bound inference higher ranked or if the problem
becomes undecidable. We must also verify if going higher ranked yields more precision in
a real world language such as Haskell.

Question 4.2. Does RBMM have a significant impact on compilation speed?

What is the overhead that RBMM creates when compiling a program? We can compare
the speed of compiling programs without memory management, with region inference and
with region inference and region bound inference.

Question 4.3. Does RBMM have a significant impact on program speed?

What is the overhead that RBMM creates when running a program? We can compare the
speed of Helium-compiled programs without memory management, with region inference
and with region inference and region bound inference.
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Source language

We define a lambda calculus as the source language for our analysis. We make use of
System F,,, which is System F [32] extended with datatypes. System F has explicit
quantification and instantiation of types in the terms, which is why they are also part of
this calculus.

The calculus includes the letregion and at constructs. A letregion defines a region
and an at puts a value in that region. The positions for these constructs have been
inferred by the analysis of De Wolff [11].

An abstraction brings regions p and a variable z of type 7 in scope for use within
the abstraction. These region variables are called the return regions for that lambda. A
recursive abstraction does the same, but f is in scope in the body. An application must
also pass the region variables p.

Datatypes can be constructed with constructors and destructed by a case. If the value
of x of type D is matched to the i-th constructor of D, then the fields of said value are
bound to a list of variables Z; which are in scope in the corresponding expression e;. We
assume there is a match for all constructors of the provided datatype.

e ==z (variable)
| n (integer)
| A[plz: 7. e (abstraction)
| wf:7m Aplz:T. e (recursive abstraction)
| e1[p] e2 (application)
| Ve (quantification)
| e {7} (type application)
| if ¢ then e; else e (if-then-else) (5.1)
|let z=cin e (let)
[, () - (tupling with arity N >1)
| mi(e) (projection)
| letregion p in ¢ (let-region)
| e at p (at)
| D (constructor)

| case . : D of Dy g1 — e15...5Dy, Jp — €y (case)
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The let, if-then-else, quantification, instantiation, tupling and projection constructs all
behave as one would expect. The calculus uses lazy semantics.

5.1 Types

We will now introduce the type system of our calculus. The type system has N-tuples and
polymorphism through type variables and quantification. There are strict types (!7) which
indicate that the computation of a value will be strict. Datatypes may be polymorphic
(e.g. lists). The polymorphic arguments of datatypes are instantiated by a list of types.
The language supports higher order polymorphism.

T u=1Int (integer)
| (=) (function type)
| I (strict type)
| 77 (type application)
[(,) 10, - (tuple of arity N >1) (5.2)
| () (unit, tuple of arity 0)
| (type variable)
| Vo T (quantified type)
| D (constructor)

5.2 Datatypes

Datatypes are defined as a sum-of-products. They are defined separately from expressions
and types. Datatypes can have type arguments and they can be (mutually) recursive. We
leave out the syntax of datatype declarations, as they are equivalent to Haskell’s algebraic
datatypes. A simple example of a datatype definition can be found in Figure 5.1.

Figure 5.1: Example datatype definitions

data MaybeInt = Nothing
| Just Int

data List a = Nil
| Cons a (List a)
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Region variables

The goal of the region bound analysis is to produce a mapping from each region to its
size. In this chapter we define this mapping. We also define operators to manipulate such
mappings and a partial order relation and a lattice.

p n=p (region)

| (Avﬁvn«) (tup[e) (61)

6.1 Regions

In a method annotation there are two kinds of regions: local regions and region variables.
Local regions only exist in the method body; they are allocated and deallocated in the
same scope. Region variables are bound by an abstraction and must be passed to the
method; their lifetime outlives the method scope.

There are two special regions: pgiobar @0d Ppottom- The region pgiopq is the region that
exists for the entire duration of the program. The region ppottom is never allocated and
can be used to discard or ignore allocations.

6.2 Constraint set

A constraint set is a mapping from regions to bounds. The notation for constraint sets can
be found in Equation 6.2. The letter p denotes some region and n € {0,1,2,3..., K}U{co}
the bound. K is an analysis parameter, denoting the maximum size of a region before it
is set to 0o, where oo denotes that no bound could be derived on said region. All regions
are implicitly mapped to zero.

{p"n} (6.2)

Because regions could be supplied as a tree of tuples we need to introduce projection
to allow for a bound on specific sub trees or regions. The notation for projection is
presented in Equation 6.3. Note that p in the example must be a region variable, as we
cannot project on a local region.

pri=p"ilp (6.3)
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6.2.1 Constraint set operators

The bound of some region p can be retrieved by applying the region to the constraint set.
From now on we will call this ‘indexing the constraint set’ and we will use the notation
‘¢lp]’ to indicate that we index the constraint set ¢ with the region p. If p — n € ¢
the indexing operation ¢[p] will return n. If the mapping ¢ does not contain an explicit
bound for p, indexing the mapping will return the implicit bound of zero.

The set of all possible mappings over some domain A will be denoted as L4. The
domain A will be used to represent all regions in scope.

The @-operator is defined as the addition of two constraint sets. The operator adds
up the bounds of identical regions. Formally, for any two constraint sets ¢, 1 € L4 the
addition is defined as seen in Equation 6.4.

pDaty={p—=dlpl +¢[p] | pe A} (6.4)

The \-operator is defined to remove the bound on a region p from a mapping . This
operation is used to reset the region bound in case such a region is in a loop. Formally,
for any constraint set ¢ € L4 the restrict operation is defined as seen in Equation 6.5.

C\api={pm Clol | p# piup € A} (6.5)

6.3 Lattice

As before L4 denotes the set of all possible constraint sets over some domain A. We will
now define the partial order relation < 4.

Definition 6.3.1. For any two constraint sets ¢p,v € L4 the relation ¢ <4 1 holds iff
for all p € A it holds that ¢[p] < ¥[p].

We say ¢ and v are incomparable if neither ¢ <4 ¥ or ¥ <4 ¢ holds. With this
definition we can define the lattice over constraint sets L4 = (L4, <4).

The ‘L4 ’-operator is the join operator and is defined over any two constraint sets
¢, € Ly. The join takes the highest bound of identical regions. Intuitively the join
can be seen as the maximum of two constraint sets. The formal definition is presented in
Equation 6.6.

¢Uat={ pr—maz(dlp],lpl) | p€ A} (6.6)

6.3.1 Top & bottom

Bottom is equivalent to the empty constraint set as the lower bound of zero is implicit.
Because of this equivalence it is not required to define bottom over the domain A as
presented in Equation 6.7. Top, however, does require the domain and maps all regions
in A to an unbounded size as presented in Equation 6.8

La={p—=0fped} ={}=1 (6.7)
Ta={p—oo|peA} (6.8)
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Using these definitions we can prove the following lemmas.
Lemma 6.3.1. Bottom is the identity of join: ¥ LU 1L = .

Proof. For bottom L[p] = 0 for all p holds, because bottom does not put any bound on
any region. For every region p we have that ‘¢»[p] = n’ where n € NU {oo}, which implies
‘max(n,0) = n’. Thus for any constraint set ¢, L will not make the constraints any
stricter, which implies ¢ U 1 = 1. O

Lemma 6.3.2. For any set ¢ € L4 it holds that Y U T4 =T4.

Proof. The proof is dual to the proof of bottom. No bound is greater than co, thus for any
bound that 1) puts on regions from the domain A, the bound of T 4 will be greater. [

6.4 Domain and scope

As mentioned before the domain A is used to represent all regions in scope. This set
changes dynamically throughout the analysis of a program as regions are brought in and
out of scope. For ease of readability we will omit the subscript A from the addition,
restrict, partial order and join operators. In any case where the domain A is omitted one
can assume that it is equal to all regions in scope.
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Annotation sorts

Before we present our annotation language (Chapter 8), we will first present the type
system for the annotation language. For this purpose we follow the terminology used by
Thorand [10] and De Wolff [11] and we will call the types of our annotation language
sorts.

There is a function, quantification, unit and tuple sort as there are with the type
system of the source language. Note that quantifications provide a type variable «, not
a sort variable. These type variables are used in polymorphic regions (P{a 7)) and
polymorphic sorts (U(« 7)) which we will elaborate on in Section 7.1. Constraint sets are
of sort C' and regions of sort P.

s =8>S (function)
0 (unit)
| (s,8) ] (s,8,8) ] ... (tuple)
| C (constraint jset) (71)
| P (region)
| Ve s (quantification)
| Pla T) (polymorphic region sort)

| U{a T) (polymorphic sort)



Chapter 7. Annotation sorts 23

7.1 Sort assignment

As discussed in the introduction, higher ranked type inference is undecidable. The terms
of the source language are annotated with types, which make it possible to derive a higher
ranked type. Deriving higher ranked sorts from annotations is undecidable as well, so we
must convert the type annotations from the source language into sort annotations in the
annotated language. For this purpose we define the region and sort assignment functions.

7.1.1 Region assignment

We define the function Pr : 7 — s to assign regions to a type. The sort s defines the
regions required to store some data with type 7. The function is also supplied with a
datatype environment I', which contains the sorts for the datatypes. How I is created
will be discussed in Section 7.3.

A type requires two regions: a place to store the thunk and a place to store the
computed value. Strict types (I7) do not create a thunk, which means we can omit that
region. Some types require nested regions, which are assigned by the function P : 7 — s.

Pr(l7) = (P, PR(7))

Pe(r) = (P, P, B3 (7)) (7.2

Whenever we want to store a value in multiple parts we use the nested regions. Inte-
gers and units exist out of only one part, which means no nested regions are required.
An abstraction does not store any data, storing the result is discussed in Section 7.1.2.
Tuples require nested regions for the thunks and values of the nested types. The region
assignment is equivalent to the one presented by De Wolff [11].

Pg(Int) = ()
Pr((0) =0
Pr(r — 72) = ()
Pr((70y...,m0)) = (P, P, PR (70),..., P, P, PR(1,))
)
7)

(7.3)

Pr(ozﬁ . Th Plat ... )
PR(D

The regions assigned to datatype D 7 in I’

7.1.2 Sort assignment

We define a function ®r : 7 — s to assign a sort to a type. Abstractions are special,
as they also need to store the effect of the computation. The effect of a computation is
represented as a constraint set C. We abstract over this effect with a region variable of
sort Pr(m2). We refer to this region as the return region of a function.

(I)F(Tl — Tg) = q)p(Tl) — PF(TQ) — (@1’\(7’2),0) (74)

The other sort assignments are trivial. Base types get the unit sort, tuples stay tuples and
polymorphic types get polymorphic sorts. A strict type has the same sort as a non-strict

type.
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7.2 Type instantiation

Type instantiation is computed by a syntactic substitution presented in Equation 7.6.
The rules for polymorphic (region) sorts instantiate the type variable if it matches the
one of the substitution, after which ®r and Pr are used to further assign the sort.

Cla:=1]=C
Pla:=71]=P
Ola:=7]=0)
(81— s2)[a:= 7] = s1[a := 7] = s2[a := 7]
(81, sn)a:=7] = (s1]la:=7],..., spla:=7])
(Vo'.8)[a := 7] = Va.(s[a := 7]) (7.6)
o T Ve e ] — a=do Op(rnla:=7],...,mla:=71])
Vol .l ] {a;éa’ V(o T :=1],..., o :=T])
Blo Ve e ] — a=d ]?p(TTl[a:=T],...,Tn[a::7'])
Plo/ . oml ] {a#a’ P{d mfa:=7],...,mp]a:=T])

7.3 Datatypes

When analyzing datatypes we devise three categories: simple datatypes, simple recursive
datatypes and complex datatypes (e.g. the finger tree datatype by Hinze and Pater-
son [33]). Type class dictionaries are desugared into datatypes and analyzed with the
same rules as datatypes.

7.3.1 Simple datatypes

Simple datatypes are non recursive and only exist out of product and sum types. When
assigning a sort to a simple datatype a tuple is created with an annotation for each field
(not constructor) in the datatype. For the simple datatype seen in Equation 7.7 a tuple
would be created with region and sort assignments as seen in Equation 7.8.

data Fooabc= Bar ab
| Baz ¢ (7.7)
| Quz b

®r(Foo a b c) =Va,b,c.®r(((a,d), (c), (b))
Pr(Foo abc)=Va,b,c.Pr(((a,b),(c), (b))

We define Equation 7.9 for assigning sorts to non-recursive datatypes and Equa-
tion 7.10 for assigning regions to non-recursive datatypes.

(7.8)

<I>p(data Doy...a,=D1 74 | | D, fn) :Val....Van.q)p((ﬁ,...,?n)) (79)
Pr(data D ay...an=D1 71| ... | Dy Tn) =Voq... Yoo, .Pr((71,...,7))  (7.10)
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7.3.2 Simple recursive datatypes

Simple recursive datatypes are non-mutually recursive and assign their recursive polymor-
phic arguments the same way. Recursive datatypes pose a problem for sort assignment,
as the sort of the datatype would be required to instantiate the sort of said datatype.
To solve this the unit sort is passed as the sort of the datatype during sort assignment.
These recursive positions also get a unit annotation.

Pf p.o(data D oy ...ap =1) (7.11)

The sort assignment for a list datatype data List a = Cons a (List a) | Nil is an-
alyzed to the sort Vo.(®r{a),()). Note that simple datatypes do not include datatypes
that are recursive through the contravariant position of functions.

7.3.3 Complex datatypes

We define complex datatypes as the class of datatypes that does not match the other two
categories. This includes datatypes with mutual recursion, datatypes that assign their
recursive argument with a different type and datatypes recursive in the contravariant
position of a function.

Due to time constraints we have decided that complex recursive datatypes are out of
scope for this thesis. This decision is motivated by the fact that analyzing such complex
structures is unlikely to give an interesting result. The region analysis currently does not
support these datatypes either.

We assign the unit sort to these datatypes. Whenever we construct such a datatype
it will have a unit sort. When we destruct the datatype we will create a top annotation
for each of the fields. Such a datatype will also be assigned one nested region to store any
results.
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Annotation language

The annotation language is presented in Equation 8.1. Just like the source language, the
annotation language is a lambda calculus too. We will now go through all the elements of
the language. Note that the language is essentially an extended version of the annotation
language presented in Section 3.1.

An abstraction brings a variable 1 of sort s in scope. A variable ¥ may be an anno-
tation or a region variable. Local regions are represented by p. Note that constraint sets
can now map variables to bounds.

The restrict, add and join operator are defined over annotations. Between two con-
straint set annotation they behave the same as the constraint set operators presented in
Section 6.2.1.

Type quantification quantifies over type variables in polymorphic sorts. Instantiation
substitutes a type variable a with the type 7. Top is annotated with constraint set C' and
a sort s. Bottom is only annotated with a sort s, because it does not put constraints on
regions. The fixpoint is annotated with a list of sorts and a list of annotations.

a u=1 (variable)
| p (local region)
| {¢p — n} (constraint set)0
| Ay :s.a (abstraction)
| a{a) (application)
| Vo a (type quantification)
| a {7} (type instantiation)
1 0 (@mt} (8.1)
NONRCTI RIS (tupling)
| mi[a] (projection)
|a®a (add)
[a\p (restrict)
| T[C - §] (top)
| Ls] (bottom)
|ala (join)

| fiz:s. a (fixpoint)
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8.1 Sorting rules

Just as there are typing rules for the source language, there are sorting rules for the
annotation language. As the types of our annotation language are called sorts, typing
rules for the annotation language are called the sorting rules. The notation ‘I' g a : s’ is
used to denote that the annotation a is well sorted under sort environment I'.

8.1.1 Sort environment

We define a sort environment I' to keep track of the sort of variables in scope. The sort
environment can extended with a variable v with sort s as presented in Equation 8.2.
The initial environment is empty: I' = {}.

F={}|T,¢:s (8.2)

8.1.2 Variables

The sort of a variable is stored in the sort environment I.

Tp:sk:s

8.1.3 Abstraction and application

In an abstraction (8.4) the environment is extended sort of the variable that is brought
into scope. The sort of the abstraction body is derived with this extended environment.
The final sort is a sort lambda from the argument sort to the result sort.

Lo:sgbsacs,
by AY. a:sq— s,

(8.4)

In an application (8.5) the result sort is returned, given that the argument sort of the
argument x is equal to the expected argument sort. Note that we allow the application of
a monomorphic region variable to a polymorphic region variable sort, but not the other
way around.

T'bs fisq— s, I'kyx: s,

Tk flx): s, (8:5)

8.1.4 Quantification and instantiation

A quantification is reflected in the sort « (8.6). Instantiations (8.7) are sorted by per-
forming the substitution on the sort. Note that the sort of the sub-annotation must start
with a quantification. This may require to do sort/region assignment on the instantiated

type(s).

I'ksa:s
' Va.a : Va.s (8.6)

I'kga:Va.
sa:Va.s (8.7)

Fksa{r}:sla:=71]
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8.1.5 Tuples

The sorting rules for tuples are straightforward. For a tuple of n elements (8.8) each
element is sorted separately. The sort of the tuple is a sort tuple of the resulting sorts.
With projection (8.9) the k-th sort is taken from the n-tuple, given that k < n. An
annotation unit ‘()’ is a zero-tuple, thus the sort of a unit is also a unit.

Fl—s ap - SQy - - ,Fl—s Ap—1 + Sp—1
Ths (ag, -y an-1): (S05---s8n—1)

(8.8)

Fhsa:(soy. ) Sn—-1) 0<k<n
It mr(a) @ sk

8.1.6 Join, top & bottom

An annotation is only well sorted if the join operands are of the same sort. The sort of
the join is the same sort as its operands. The top and bottom annotation are annotated
with their sort.

I'kyar:s I'kyag:s

1
I'kFsaiUag s (8.10)
Pky Lfs]:s (811
Py T[C = 8]t s (8.12)

8.1.7 Fixpoint

The sort of a fixpoint can be derived by constructing a lambda with a annotation variable
with the sort s and the body a. A fixpoint is well sorted if and only if the sort of the
argument is equal to the sort of the body. Not that the fixpoint must have a sort from s
to s.

T'FsA¢p:s.a:s—s
Phs (fiz:s.a): s s

(8.13)

8.1.8 Add

Both operands of the operator must be of the constraint set sort C, because addition is
only defined over constraint sets. The result of the addition operator is also of sort C.
I'kgay: C Il'kgas: C
I FS a; Dag : C

(8.14)
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8.2 Lattice

In Section 6.3 we defined a lattice over constraint sets. We will now define a lattice over
annotations A; = (As, C;). The set A is the set of all annotations of sort s and ‘C,’ a
partial order between its elements. Two annotations of different sorts are incomparable,
as they are not even on the same lattice.

8.2.1 Top & bottom

The annotation language provides a top and bottom annotation. In fixpoint iteration the
recursive argument is initialized with bottom. Fixpoint iteration can take very long and
will never terminate in some cases. In either case we can decide to give up and default to
top. Top is also used for destructing datatypes that we are unable to analyze.

Bottom is annotated with a sort, such that the sorting rules can still derive a sort for
the annotation. Bottom is the least annotation in the lattice, such that for any annotation
Itsa:sit follows that L[s] C a.

Top is annotated with a sort and a constraint set. The sort is required for the sorting
rules. The constraint set contains the effect of top, which maps all local variables and
region variables in scope to co. Top is the greatest annotation in the lattice, such that
for any annotation I' F a : s it follows that a C T[C : s|, where C' must contain at least
all variables and regions from a mapped to unbounded.

8.2.2 Partial order

We will now extend the partial order over the entire annotation language. For any two
annotation terms a; and as of equal sort s we say that a; is at least as precise as as
(a1 Cs ag) if and only if one of the following conditions holds:

Unit s = (): The only annotation with sort ‘()" is unit. So a; = a2 = () and thus
a1 Cg as holds.

Constraint set s = C: We have a1 C; ao if and only if it holds on the constraint set
lattice: a1 = as.

Tuple s = (sg,...,8,): We have a a; Cg as if and only if for all indexes 0 < k < n we
have 7 (a1) Cs,, 7 (az).

Quantification s = Va.s;: We have a1 Ty as if and only if for all types 7 we have
ar{7} Cygry a2{7}.

Lambda s = s; +— s3: We have a; T as if and only if for all annotations as of sort sy
we have a1 (a3) Cs, az{as).

Lemma 8.2.1. The set Ay is infinite.

Proof. For all sorts s we have at least one annotation: L [s]. For any annotation T F; a : s,
we can generate an infinite number of annotations of equal sort by simply wrapping the
annotation with a lambda and an application, for example ‘(¢ : ().a)(())’. This maintains
the sort and we can do this an infinite number of times. Thus any set A, has an infinite
number of elements. O
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8.3 Evaluation rules

For the evaluation of our annotations a relation ‘—’ is defined that is reflexive (8.15)
and transitive (8.16). The notation a; — az indicates that a well sorted annotation a,
evaluates to as.

1
a—a (8.15)

ap — as as — as

(8.16)
ay — as

8.3.1 Sub-evaluations

Sub-annotations may have to be evaluated before the encapsulating annotations can be
evaluated. Another reason to do sub-evaluations first is performance related, i.e. eval-
uation the argument of an application prevents having to evaluate it twice in case it is
duplicated.

a—a
- 8.17
Ap.a — AY.d/ ( )
ay — a} ag — a (8.18)
a1{az) — aj(ay) '
ay — a} ag — ah (8.19)
(ala a2) — (alla a/2) .
a—a
- 8.20
mi(a) — mi(a) (8.20)
a—a
- 8.21
Va.a — Va.a’ ( )
/
—— (8.22)

a{r} —d {7}

8.3.2 Application

Applications as performed by a syntactic substitution on the annotation. The definition
of the entire syntactic substitution can be found in Appendix A.

(Aw.a1)<a2> — al[d) = QQ} (823)
Extra caution must be taken when a variable is substituted in a constraint set. Constraint
set substitutions are not always a simple syntactic substitution. Each substitution is
handled separately and added back to the constraint set as presented in Equations 8.24
and 8.24. We discern two cases: the annotation is a tree of regions or it is some other
annotation.

(CU{Y = n[W=p] — C[ = p| ® {& = n}) = (8.24)

¢l

Clp=a — C (8:25)
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The annotation is a tree of regions

The simplest case is where a single variable is substituted for a single region as seen in
Equation 8.26.

(8.26)

{ = n}l = {p)] —{p—n}
Projection is handled by projecting on the tuple. Note that a single variable may project
on a tree more than once (e.g. {¢.1.2.1 — n}). Also note that each element of the tuple
(A1, .., Pn) may be a tree of regions in itself as well.

1<k<n
{.k—=n}y:=(P1,...,0n)] — { = n} = gk
It may occur that a variable is substituted with a tree that does not project on said tree.

By using the function collect the tuple is converted into a constraint set with the same
bound n as the variable is mapped to.

(8.27)

{ = n} = (p1,...,0n)] — collect((p1, ..., pn),n) (8.28)

collect(p,n) = {p+— n} (8.29)
collect((p1y ..., pn),n) = collect(pi,n) ® - -- @ collect(py,n) '

The annotation is something else

If the annotation is not a simple tree of regions, it may contain any construct from
our annotation language. To retrieve the regions we need, we define a function called
gatherConstraintsTuple. This function retrieves all unique regions from an annotations
(local regions, externally bound variables and the regions from constraint sets) and returns
them as a tuple. The exact implementation of this function can be found in the analysis
implementation. The output of gatherConstraintsTuple is a tuple of regions, which we
know how to handle. The code for this method can be found in the implementation [34].

{v = n}y = a] — {¢ = n}[Y = gatherConstraintsTuple(a)] (8.30)

8.3.3 Instantiation

At an instantiation the type argument « is substituted for 7. If the type variable « is
instantiated in a polymorphic region sort or polymorphic sort, then Pr and ®r are used
to instantiate the sort.

Va.a {1} — ala:=7] (8:31)

8.3.4 Projection

When the sub-annotation in the projection evaluates to a n-tuple, the targeted value can
be projected out.

0<i1<n

8.32
Wi((CLOa'”va’L'a"'van—l)) — a4 ( )
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8.3.5 Addition
The rule for addition simply uses the definition of ‘@®’. It is assumed that the addition

operator only occurs between annotations of sort C.
Cr@®Cy=0Cs

CidCy — Cs (8:33)

8.3.6 Top & bottom

Top can in some cases be evaluated and broken down. Note that when an abstraction is
broken down, the variable is captured in the constraint set of top.

Tle: s1 5 s3] — Mp i s1.T[c® {1 — 0o} : s3] (8.34)
Tle: (51eeev8n)] — (T[c:81]y.-0s Tle: 50)) (8.35)
Tle: Va.s] — V. T[c : o] (8.36)
Tle: Cl — ¢ (8.37)
Tle: 0] — () (8.38)

Bottom can be broken apart in a similar manner.
L[s1 > s2] — M : s1.L[s9] (8.39)
L(s1,- -5 80)] — (Lfsal, -, Llsal) (8.40)
L[Va.s] — Vo L]s] (8.41)
11— 4 (8.42)
101—0 (8.43)

8.3.7 Join

The join over two constraint sets uses the definition of join from section 8.2.2. If it not
possible to derive the least element then the join is not evaluated. The join operator is
symmetric, so for any rule in the form of a; Llas — a3 the symmetric case aslla; — ag
holds as well.

CiuCy =0Cs

—_— 44
Cl L 02 — 03 (8 )
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Atp.ar UAY.az — Av.(ay Uay) (8.45)

Va.a; UVa.az — Va.(a; Uay) (8.46)
ar{r}Ua{r} — (a1 Uas) {r} (8.47)
(a1, e an) U b1y bp) — (a1 Ubi, .. an Uby) (8.48)
Oua—0 (8.49)

(a1 @ a2) U (a3 ® as) — (a1 U az) ® (az L as) (8.50)
(a1 \ p)U(az\ p) — (a1 Uaz) \ p (8.51)
Lsjua—ra (8:52)

(8.53)

Tler : ClUT[e2: C] — Tlep Uea = 8]

If an annotation is joined with top, we must absorb the information from said annota-
tion into top. For this purpose we use a method called gatherConstraints, which converts
the annotation into a constraint set with all regions from the annotation a mapped to
unbounded. This function is similar to gatherConstraintsTuple from Section 8.3.2. The
code for these methods can be found in the implementation [34].

8.54
Tle: s]Ua — T[cU gatherConstraints(a) : s] (8:54)

A projection on a join of tuples is moved outward.

Ut — mla U m) (8:55)
The reason for normalizing projections in this manner is that taking the join of two
projections may form an ill-sorted annotation, for example ‘A¢ : ((), ()).mo[o]Umo[((), {p —
1})] would be evaluated to ‘A¢ : ((), ()).mo[oU((), {p — 1})]’. This annotation is ill-sorted
according to sorting rule 8.10. Evaluating the annotation this way makes sure we only
have joins of projections, not the other way around. This is important for fixpoints.

An application on a join is also moved outward, because taking the join of applications
requires either the body or argument to be equal. Checking this may be an expensive
operation.

(a1 L a2)<a3> — aq <a3> L ag(a3> (856)
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Region Bound Inference

We now present the inference rules after which we will show some example derivations.

9.1 Higher ranked type and effect

The inferred annotations can be higher ranked. This however is somewhat masked as we
do not embed our annotations in the terms of the underlying lambda language as Thorand
does. Because the annotations are separate from the terms we will refer to them as term
level and annotation level as presented in Figure 9.1. Note that sort assignment is required
to deal with higher ranked annotations, because higher ranked type/sort derivation is
undecidable [7].

Term level Annotation level

Region bound inference

' Terms T ; Annotations .
i . ' <) '
: g : : 3 :
! S ' 1 3 .
| o 1 1 (S} '
; g ‘ ; s '
: 5} : | g !
: | Sort assignment i |
: Types  |— ~—>[ " Sorts :

Figure 9.1: A representation of the analysis structure

9.2 Inference rules

For inferring the annotation of an expression we create the following inference rules. The
notation ‘A;P;T'F e — a & +’ denotes ‘Under effect environment A, region environment
P and datatype environment I' the expression e has the annotation a and the effect +’,
where ‘a & 7’ is syntactic sugar for ‘(a,v)’. Even though the effect will always be of the
constraint set sort C' it can still contain all of the annotation constructs.

The effect environment maps term variables to annotation variables. The region en-
vironment maps regions to region variables or local regions. The region environment is
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required because region variables are bound to annotation level abstractions, while local
regions are defined by a letregion.

Integers Values are stored in a region by an ‘at’ expression, not by the constant itself.
This means that an integer value has the unit annotation and no effect. Note that in a
practical scenario integers will not be assigned to regions, as they are stack allocated by
default.

neN
A;PiTEn— () &L

(integer)

Variable The annotations of variables are stored in the environment. Reading from a
variable has no effect.

r—a€A
NPT —a& L

(variable)

Abstraction For an abstraction Ax : 7,.e with the type 7, — 7., we extend the en-
vironments with an annotation variable ¢ and a region variable ¢. The annotation and
effect of the body are stored in a tuple, which is wrapped in the abstractions for the
annotation variable and region variable. Sort and region assignment is used to assign the
sort for the annotation variable and return regions.

Az—;Pp—g;T'Fe—a&ky
A;P;TEApla: 7p. € = A : Op(72).A¢ 2 Pr(r).(a,y) & L

(abstraction)

Application For application it is first determined what the annotation and effect of
the function f and the argument x are. The function annotation is an annotation level
lambda, which when given the return region and annotation of the argument returns a
tuple of the annotation and effect of the result.

NPT Ef—ar&y APiTRrz—a &y (arny) =ap{a)(p) p—deP
AP T E flpl{x) = ar & 75 @92 © e

(application)

If-then-else The ITE takes the join of the annotations of the branches. The join of the
effects of the branches is sound because only one of the two branches will be executed.
This join represents subtyping, because either branch can have an annotation that is less
restrictive than the annotation of the ITE.

A;PiTEa = ac & ve AP Eep = ar & n A;PiTEey—afp & vy
A;P;T Hif x then ey else e — a;Uay & v ® (7 U~y)

(if-then-else)

Let For a let-expression it is first determined what the annotation and effect of the
defined variable x are. The annotation of z is added to the environment to determine the
type of the subexpression.

AP T'Fep = ay & vz Az ag;Pe; Ty ap & v
A;P;Thlet x =e, in ey, — ap & V2 D

(let)
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Letregion The region environment is extended with the local region p. At a letregion
the local region is removed from the constraint set using the restrict operation. Note that
the bound on this region should be stored somewhere at this point, but this is left as an
implementation detail.

APop—=plFe—a&ky A =7\p
A;P;T F letregion p in e — a & ~/

(letregion)

At The region that is allocated to may be a region variable, so it is looked up in the
region environment. Note that the region environment may return a local region as well.
The subexpression is evaluated and the bound on the size of p is increased by one.

A;P;TFe—=a & vy p=>oeP
A;PiTRHeat p—a& {p— 1} Dy

(at)

Tupling & projection The tupling and projection rules are straightforward as well.
The annotations are tupled in the tupling rule and projected out in the projection rule.
The effects of all the elements of the N-tuple are combined with the addition operator.

AP T Fxg—ap & vo,..., 0P Ty = an & vy
A;P;TE (20, .o yn) <= (G0, -y 0n) &0 D DY

(tupling)

A;P:T'Fe—=a & vy
AP T Fmi(e) = mi(a) & v

(projection)

Quantification and instantiation Quantifications and instantiations are mirrored in
the annotation language.

AP TFe—=a & vy

tificati
A;P; T EVYae = Va.a & v (quantification)

A;PiTRFe—a &y
A;PiTRe{r} —a{r} &~y

(instantiaton)

9.3 Example derivations

We will now do some example derivations to demonstrate the derivation rules.

Derivation of ‘id’ The derivation of id is quite simple. The resulting annotation
clearly shows that the annotation of the parameter ¢ is returned. The effect of the
function is ‘1’. Both annotation and effect are correct, because id does not have any
effect.

x> e {x— Y}
{z—=yYh{p— o THz =Y & L returntype = «
{L{LETF APz s o = Ay : Op(a).Ad: Pr(a).(v, L) & L

{h{}h T FYadplz: a. = VoA : Op(a).Aé: Pr(a).(v, L) & L

VAR

ABS

QNT
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Derivation of ‘4> The annotations (and derivations) grow quite quickly as can be seen
with the derivation of ($). Because the derivation tree is quite large, it can be found in
Appendix B. The derived annotation of ($) is presented in Equation 9.1.

Ya.Vp.
Ay @p(a — B).A¢y : Pr(a— B).
(A, : Op(a).Ads - Pr(B).
(mo[th5(¥2){(¢a)]

s[5 (V) (D2)])
7J_)

If id is applied to ($) it will evaluate to the annotation and effect seen in 9.2, which is
equivalent to id. This is exactly the annotation that is expected from ($) id.

Va.Ay : Or(a).A¢ : Pr(a).(v, L) (9.2)

9.3.1 Versus ML Kit

We will now compare our analysis with some examples presented in Vejlstrups work [22].
In a chapter about the incompleteness of his algorithm Vejlstrup presents two cases where
his algorithm delivers suboptimal results.

For the program (9.3), Vejlstrup derives a bound of two on the return region of the
function argument. Using our inference rules we can define a bound of one on that same
region. This might seem like a small difference, however, Vejlstrup advises to use K =1,
which would make the region unbounded in his analysis and bounded in ours.

Ap1lf- let x = if true then 1 else f[p1] 1

9.3
in (if true then (A[p2]y.1 at py) else f) (9:3)

For the program (9.4), Vejlstrup derives that the return region of the function argument
must be unbounded (due to cyclic arrow effects), regardless of which value the parameter
K is set to. Note Our inference rules can derive that the bound must be two on said
region, which makes the region bounded.

(Alpalf. let g = A[pa]y.flpa] y

in (if true then g else f)) (A[ps]x.1 at p3) (0.4)
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9.4 Fixpoints

For recursive abstractions a recursive annotation is derived as well. For some recursive
function f the effect environment is extended with an annotation variable . After
deriving the annotation of f, 1y may occur in the body of the annotation of f. The type
of f is used to assign the sort to the fixpoint. Note that the sort of the derived annotation
a is equal to the sort assigned by ®r(7y).

A f=vYpPiTENplz i1 e > a &y
AP T pf crpMple : 7. e = fix Or(7y) . a

(recursive abs.)

An example of recursive annotation can be seen in Equation 9.5. Note that a may
contain the variable 1 ;,, which is bound to the fixpoint.

fix s. a (9.5)

To compute the annotation of f we must do fixpoint iteration. The initial state of the
fixpoint iteration is pg = L[s]. The next state can be computed by transforming the
fixpoint into an abstraction and passing the state to it.

pivr = (Mpig : 5. a) p (9.6)

Fixpoint iteration continues until p;17 = p; holds. It is unknown how many iterations
are required, so we introduce a second analysis parameter F', where F' is some positive
integer. If ppy1 # pp iteration is halted and the top annotation T|c : s] is returned. In
this case fixpoint iteration has failed. The constraint set ¢ maps all variables in scope to
unbounded. The sort s is the sort from the fixpoint.

Example

Say the annotation seen in Equation 9.7 is derived from some program.

fiz (() = P ((),C). A2 ().A¢ : P(() Umo[Ypia(a) ()], {¢ = 1}) (9.7)

The fixpoint iteration with | annotated with the fixpoint sort. The next state is deter-
mined by Equation 9.6. After two iterations we have that ps = p1, which means that we
can terminate the fixpoint iteration.

po = L[() = P = ((),C)]
i = (Agia- A AG.(() Um0t pia (a) (9)], {¢ = 11)) (LI = P = ((), O)])

= Ap.Ad.((),{d — 1}) (9-8)
p2 = (M pie AP AG.(() U o[ piae (Va) (D)) {d — 11)) (A A0.((), {¢ — 1}))

= Ap.A.((),{¢ — 1})

9.4.1 Top

If fixpoint iteration does not terminate within F' steps we must fall back to top. We
use the method gatherConstraints to retrieve all variables used in ¢ and map them to
unbounded. Note that both region variables as well as annotation variables are captured
in the resulting constraint set.

fix s. a (9.9)
TlgatherConstraints(a) : s] ’
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9.5 Datatypes

We now return to datatypes. As one may have noticed, there are no datatypes in the
annotation language. This is because datatypes are converted to tuples of their fields.
The constructors and destructors are converted to annotations before analyzing a module.
These annotations are put in the datatype environment I'. The example datatype Foo
presented in Figure 9.2 will be used repeatedly throughout the examples.

Figure 9.2: Simple datatype

data Foo a b = Bar a b

| Baz a

9.5.1 Constructors

Constructors in Haskell are similar to functions. A constructor of n fields takes n ar-
guments. A datatype constructor can be converted to a tuple of the fields wrapped in
abstractions and quantifications.

For the tuple of fields we follow a similar procedure to assigning sorts as in Section 7.3.
Each constructor becomes a tuple of its fields, each datatype a tuple of its constructors.
All the fields that are not part of the constructor are set to L[s], where s is the sort of
the corresponding field. All the fields that are part of the constructor are bound to an
abstraction. Finally, the constructor is wrapped in quantifications for the type arguments
of the datatype.

During analysis the constructor can simply be looked up in the datatype environment
I'. The (type) arguments are applied by type instantiation and applications in the term.

A;P;THFDw—a€el
A;P;TED —a

(9.10)

Example

In the example datatype seen in Figure 9.2 there are two constructors. Using the rules
as described the constructors are mapped to the annotations in Equation 9.11.

Bar — Ya.¥8.Aa : U(a).Ab: U8 []).((a,b), (L[T(a)]))

Baz — Va.VB.Aa : V{a).((L[P{(a)], L[T(B ])]), (a)) (9.11)

When we derive the annotation for some term that contains the constructor Bar, it is
looked up in the environment I'. In Equation 9.12 the type arguments are initialized with
Int and an integer and a variable are passed, which results in the annotation on the right
hand side of the arrow.

Ac: ().Bar {Int}{Int} 5 c— Ac:().((0),c), LIO]) (9.12)

9.5.2 Case & destructors

At a case expression the fields of the datatype have to be bound to variable. A datatype
is broken apart using destructors. A destructor is the inverse operation of a constructor.
Destructors project out the fields from the datatype and bind them to the corresponding
variables.
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Destructors are generated for every field of every constructor of every datatype. A
destructor for the j-th field in the i-th constructor is the j-th element of the i-th element
of the datatype tuple. Note that k; represents the number of fields of the constructor,
which may vary per constructor in a datatype.

A yin = i1 (We)s s Yiky = Yik, (V) P T B gy Vi.0<i<n
Az Yy PsIEcasex : D of Dy gy — e1;...;Dpn Y — € = a1 LU---Uay,

(9.13)

;.5 = The destructor for the j-th field in the i-th constructor

of datatype D in datatype environment T’

Example

The destructors for the example datatype seen in Figure 9.2 are presented in Equa-
tion 9.14. Note that the argument a has the sort of the datatype. Each field is projected
out of the datatype tuple.

Bar z y— {z — YaVi.Aa : (T{«]]), ¥
y = VYaVB.Aa : ((T{af]), ¥
Baz z = {z = VaVB.Aa : (T{a[]), ¥

N :
(B0)), (Wlal)))).mi[mola]]} (9.14)

9.5.3 Simple recursive datatypes

We currently do not support this class of datatypes, however we did implement constructor
and destructor annotations for lists by hand. The datatypes not supported in this category
are handled in the same manner as in Section 9.5.4.

The by hand created constructor annotation for (:) produces an annotation for the
new element as with simple non recursive datatypes. We then take the join of this anno-
tation with the list argument (Equation 9.15). The destructor for (:) projects out the
element of the list and returns the entire annotation as the recursive list (Equation 9.16).
The join makes sure that the value with the highest constraints in the list is always
projected out by the destructor.

() »Va.Az: Op(a).Azs : s.((), (=, () Uzs (9.15)

() z s = { = VYa.Aa : s. mo[mi[mo[al]],
xs — Va.Aa: s. s} (9.16)

s = ((0, (®r(a),0))))

9.5.4 Complex datatypes

We are unable to analyze some datatypes. Every datatype that we cannot analyze will
simply have the unit sort. The constructor will return an annotation unit. The destructor
will create a top annotation with the sort of the matched field. Note that in case of
recursive datatypes the sort of the recursive position is also a unit. These datatypes are
also assigned a single nested region to put the bounds on from the fields.
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The Helium Compiler

The Helium compiler is focused primarily on learning Haskell [35]. It does so by gen-
erating precise type error messages, for instance by either leaving out more complicated
details (e.g. overloading) or suggesting fixes. The compiler is built and maintained at the
University of Utrecht.

Recently work has started on a region based memory management system [11]. Our
work will extend upon the region inference system to infer the sizes of the inferred regions.

10.1 The pipeline

The new Helium backend[24] compiles Haskell into Core, Core into Iridium and Iridium
into LLVM. Each intermediate language runs its own analyses and has its own strengths.

10.2 Core

Core is a typed lambda language. The Core language is a simplified version of Haskell,
which makes it easier to create analyses for.

10.2.1 Analyses

There are currently 9 unique passes on the Core language. Some passes are run more
than once. The passes are run in the order of appearance.

Rename Make all variable names unique.

Saturate Saturates all calls to constructors and external calls, for example, ‘(:) 1’ will
be saturated and be turned into ‘Ax.(:) 1 x’.

LetSort Sort recursive and non recursive bindings. The goal is to reduce the number of
binding in a single let-expression by splitting let bindings that do not depend on
each other.

LetInline Inlines let binds into the body if the variable is only used once (the result of
the thunk is not shared). Removes unused let bindings. The analysis is run twice
in a row to increase the accuracy.
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Normalize Add let declarations for non-trivial sub expressions, e.g. ‘f (g x)’ becomes
‘let y = g x in f y’.

Strictness Propagates strictness information and changes lazy let bindings to strict let
bindings. The analysis is run twice in a row to increase the accuracy.

RemoveAliases Removes aliases of variables, e.g. let x = y in f x becomes ‘f y’.
Removes strict let bindings if y is already evaluated strictly. The pass also flattens
match constructs that match repeatedly on the same variable.

ReduceThunks Reduce the number of thunks that will be created. It does so by evaluat-
ing cheap expressions strictly, for example constructors and literals can be evaluated
strictly without changing the semantics.

Lift Lift lambdas and non-strict let declarations to top level.

Strictness Strictness is run again as a final pass to propagate the strictness information
again as it might have changed in the previous set of passes.

10.3 Iridium

Iridium is a language with a functional type system, but an imperative flow. Memory
management is explicit, which makes it better suited for lower level analyses (i.e. re-
gion(size) inference). Laziness is also explicit. Thunks are created and evaluated by
instructions in the Iridium language. There are things which are not represented in Core
(e.g. thunk allocation) that do require memory management.

10.3.1 Modules

Just like in Haskell, code in Iridium is divided into modules. Each module has its own
file. Modules can import other modules (or parts of those modules). Module imports
cannot be recursive.

Compilation is done on a module-by-module basis. If we want to transfer an annota-
tion between modules it must be written to the Iridium file. Parsing only happens when
recompiling a subset of the modules of a program, otherwise the data is read from a cache.

Binding groups

Methods and datatypes can be put into binding groups. A binding group represents a
group of methods/datatypes that depend on each other. The set of all binding groups in a
module form a tree of dependencies which can be traversed topologically during analysis.

10.3.2 Methods

Methods behave similarly to as functions do in Haskell (and Core). An method can be
partially applied, passed around and/or returned as an argument. A method header for
Helium Prelude’s id [36] can be found in Equation 10.1.

A method is annotated with a unique identifier (@id/@Prelude.id) followed by its
type (forall a. a -> a). Method do not have to be exported, in which case the
export_as [name] is eluded. After the dollar sign follows the list of arguments annotated
with their types. After the colon follows the return type.

A method is also annotated with the regions inferred by the region inference pass [11].
After the return type follows an at-sign and the return regions. A method may also require
additional regions, which is a flat tuple that can occur before the list of arguments.
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Finally the method is annotated with analysis annotations. These annotations are
required to do partial recompilation. The annotations from these analyses are put between
square brackets and flagged with the analysis name.

Figure 10.1: Iridium method header

export_as @id define G@Prelude.id: { (forall a. a -> a) }
$ (forall a, b: !'a): a @ (rho_1,rho_2)[trampoline]
[region: ...]
[regionsize: ...1 { ... }

10.3.3 Blocks

Every method is divided into blocks. A block is simply a label and an instruction. Jump
and case instructions jump between these blocks. A method always starts execution at
the ‘entry’ block. Examples of blocks, jumps and cases can be found in Figure 10.3.

10.3.4 Instructions

Iridium has 5 non-terminal instructions.

let id expr next: Assigns the expression to the identifier and evaluates the ‘next’ instruc-
tion.

letalloc binds next: Allocates memory for the bindings and assigns them to their iden-
tifiers and evaluates the ‘next’ instruction.

newregion p next: Defines a new region p and evaluates the ‘next’ instruction.

releaseregion p next: Allows region p to be deallocated and evaluates the ‘next’ in-
struction.

match Assigns fields from constructors or tuples to local variables.
Iridium also has four terminal instructions
jump id: Jumps unconditionally to the block with identifier id.
case local case: Jumps to the block that matches the constructor or integer.
return local: Returns the local variable and passes control back to the caller.

unreachable Denotes that this instruction should not be reached. Can be used after a
call to a function like ‘error’.

Binds

Binds in letalloc instructions allocate memory for thunks and values. There are 4 kinds
of allocation targets: functions, thunks, tuples and constructors.

Functions and thunks are annotated with their type followed by a dollar sign. After
the dollar sign come the thunk regions followed by another dollar sign. After that dollar
sign follow type and regular arguments. The result value of a thunk must be stored in a
region, this region is denoted by ‘@ rho_n’.
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Tuples are handled separately from the other datatypes. Tuples are annotated with
their arity followed by a dollar sign and its arguments. The tuple is stored in a region,
this region is denoted by ‘@ rho_n’. Constructors are handled similarly. Instead of an
arity they are annotated with a constructor identifier and the type of the constructor.

Figure 10.2: Iridium bind examples

; Function allocation

letalloc %fl = function @Prelude.id[1]: (forall a. 'a -> a)
$ (O, O, (rho_global, ()))
$ ({ab)

; Thunk allocation

letalloc %£f2 = thunk %fTuple: !((,) Int Int -> (,) Int Int)
$ (), (rho_4, (rho_3, rho_2, (), rho_1, rho_0, ())))
$ (x: ((,) Int Int)) @ rho_4

; Tuple allocations
letalloc %t = tuple 2
$ ({Int}, {Int}, %a: Int, %b: Int) @ rho_4

; Constructor allocation
letalloc %1 = constructor @":": (forall a. a -> [a] -> [a])
({a}, %x: a, %xs: ([al)) @ rho_O

10.3.5 Expressions

Expressions behave similarly to Haskell and Core. They do not contain a ‘next’ statement
as some instructions do.

literal A literal value, either an integer, float or string.

call Qname[n] : 74 pq (Ta | var) @ p,: Calls a method with additional region argu-

ment(s) p,, type and value arguments <Ta | var) and the return variable(s) p;.

The method is annotated with its arity n.
instantiate [ocal 7: Instantiate a list of types in the polymorphic local variable.

eval var: Evaluates a value to weak head normal form (WHNF) and returns it or simply
returns the value if it is already in WHNF.

var var: Gets the value of the variable and does not evaluate it.
cast local 7: Casts a value to a (possibly different) type.
castthunk local: Cast a strict type to a non-strict type, i.e. converts |7 to .

phi branch: Gets a value based on the previous block. The phi node is explained in more
detail in Section 10.3.6.

primitive Calls some primitive instruction, such as integer addition. The primitive
expression call should be fully saturated.
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undefined 7: Denotes some value of type 7 that is not defined and returns some arbitrary
value. A program may crash when using a value produced by undefined. Undefined
can be used in optimization to represent a value that is not used. This expression
is not the Haskell function undefined as it does not raise an error.

seq a b: Marks a dependency between the value of a and b. Note that it does not evaluate
a. Ignores the value of a and returns the value of b. Seq can be used to compile
Haskell functions like seq.

10.3.6 Static Single-Assignment form

Variables in Iridium can only be assigned to once. This restriction makes it easier to
reason about programs. In case multiple assignments are required, it is made clear by
using a phi-node. LLVM is also in SSA form, which makes it easier to translate Iridium
into LLVM.

Phi nodes

Phi nodes allow assigning to a variable based on the previously executed block. Consider
the Haskell expression ‘let x = case a of True -> 1; False -> 2’

Figure 10.3: Iridium code for ‘let x = case a of True -> 1; False -> 2’

entry:
case %a: !bool constructor (
@True [0]: Bool to branchtrue,
@False [0]: Bool to branchfalse)
branchtrue:
%yl = literal int 1
jump end
branchfalse:
%y2 = literal int 2
jump end
end:
%x = phi (
branchtrue => %yl: !Int,
branchfalse => %y2: !Int)

As can be seen in the generated Iridium code in Figure 10.3, the variable %x is assigned
to by a phi node. If the variable %a is a true the program evaluates the ‘branchtrue’ block
and sets %yl to the integer 1. The program then jumps to the ‘end’ block. In the end
block the phi node knows that the previously executed block is ‘branchtrue’, so it assigns
%yl to %x. If %a equals ‘False’ the program would evaluate the other block and set %x to
hy2.

10.3.7 Analyses

Currently there are four analyses run on Iridium. The analyses are run in the order of
appearance.
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DeadCode Removes all unreachable code.
TailRecursion Transforms tail recursive functions into loops.

Region The work done by De Wolff [11]. Analyses the program and inserts newregion
and releaseregion instructions. Annotates letalloc constructs with regions.

RegionSize The analysis presented in this thesis. Annotates the newregion instructions
with a bound.

10.3.8 Thunks

For a deep dive into the workings of thunks in Iridium we recommend reading Section 8.6
from De Wolffs thesis [11].

104 LLVM

The Low-Level Virtual Machine (LLVM) project started as a research project in 2004
by the University of Illinois [37]. LLVM is more than just a language, it is a collection
of tools which allows one to optimize code and generate CPU code for a wide variety of
processors.

The LLVM language is imperative with SSA and explicit memory management.

10.4.1 Analyses

There is a large number of analyses and program transformations that the LLVM Core
supports [38]. The Helium compiler uses a subset of these passes.
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Implementation

We now focus on the actual analysis implementation. The region bound inference is
implemented in the Helium compiler. The analysis is run on the Iridium intermediate
language. Because we run the analysis after tail recursion, there may be loops in the
Iridium code. The analysis derives how many times there may be something allocated to
a region, not the number of bytes that may be allocated in each region.

11.1 Analysis on Iridium

Iridium is a language with a functional type system, but an imperative flow. This means
that the analysis must be adapted slightly to deal with this difference in structure. Ex-
pressions can be dealt with in the same manner as the proposed analyses in Chapter 9.
We take the join over the branches of phi nodes. We maintain a set of environments
during the analysis. There are the ones from Chapter 8, but also an environment to store
the annotation and effect from blocks.

Return local: Return the annotation of the local variable, has no effect.

Unreachable local: Return a bottom annotation with the sort matching the type of
local. This instruction can never be reached, thus it will never do any allocations.

Jump block: Return the annotation and effect of the block.

Case cases: If a case matches on simple base types such as integers it is equivalent to
nested if statements, which is equivalent to the join of their branches. If the case
matches on a datatypes it is equivalent to the case construct presented in the source
language, in which case we follow the inference rules presented in Section 9.5.

Match fields next: Equivalent to a case branch. Deconstructs a datatype and assigns
each field to a variable as presented in Section 9.5. Add the annotation of each of
the variables to the local environment.

Let name expr next: Analyze the expression and assign the annotation to the name in
the environment. Return the annotation and effect of the next instruction.

LetAlloc binds next: Analyze all of the bindings and add them to the environment.
Each LetAlloc assigns data to a region, returns the annotation and effect of the
next instruction and adds the effects of the binds.
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NewRegion name next: Can be ignored, return the annotation and effect of the next
instruction.

ReleaseRegion name next: Return the annotation and effect of the next instruction.
Reset the released region to zero using the restrict operator. In a program without
loops this will have no effect. In a program with loops this will make sure the region
bound does not grow by the loop.

11.1.1 Pipeline

Currently the analysis goes through a number of steps for each binding group. The
annotations are checked with the sorting rules. It is also checked if the sort does not
change during annotation evaluation and fixpoint iteration.

e Analyze method without local regions;

Evaluate the annotation and solve the fixpoints;

Re-analyze binding group with updated global environment for recursive positions.
This does not create a new fixpoint for (mutually) recursive functions;

Extract the effect from the annotation;

Transform the program, remove unused regions;

11.2 Implementation details

Theory often does not match what occurs in practice. Our source language provides a
model such that we can easily reason with it, but it not a programming language in itself.
Things like method definitions are not taken into account in the source language, but
must be dealt with in the analysis. There may also be cases in which we need to take
special measures to make sure our analysis stays sound.

11.2.1 Thunk regions and value regions

Currently the analysis assumes that all thunks are evaluated. This means that at a bind
we also put a bound on the value region of a value. Note that this is different from a
strict semantic, because thunks are still allocated and their regions could have a different
lifespan from the value regions.

11.2.2 Additional regions

A method in Iridium may require additional regions. Additional regions are required to
compute intermediate values which are used to compute the result. The sort of the addi-
tional regions can be derived from the method header in the Iridium file. The additional
regions are brought in scope by an additional lambda wrapped around the method anno-
tation. Sort assignment for an Iridium method wraps the sort with a sort lambda with
the sort of the additional regions.

11.2.3 Zero arity functions

For functions without arguments (also known as constants) we need to make a correction
to the annotation. Analyzing Example 11.1 would result in allocations for the tuple.
These allocations are usually handled by the return regions of such a method.
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However, to remain consistent with the sorting rules, such a type does not have return
regions. To fix this, the global region is applied to the return regions of such an annotation.

These constants may also be used in other methods, where it is expected that they do
not have any additional regions. Because of this the global region is applied to any addi-
tional regions that constant may require, after which it is wrapped in an abstraction with
unit sort. This abstraction is needed to remain consistent with other method annotations
as the unit sort represents an empty additional region tuple.

Figure 11.1: Zero arity function

zeroArr :: (Int,Int)
zeroArr = (1,2)

11.2.4 Higher order application of local variables

A local region may be applied to a higher order function. In this case it cannot be
predicted what kind of bound said higher order function will put on the local region. All
such regions must be analyzed as unbounded.

11.2.5 Modules & parsing

For cross-module analysis, each method can be annotated with an annotation in the
Iridium file. These files are stored in a cache during analysis for fast access and stored
on disk after the compilation has completed. This allows for separate compilation where
annotations for already compiled modules can be read from disk. This does require a
parser and pretty printer for the annotation language which have both been implemented.
Because parsing cannot tell the difference between 1-tuples and braces, we have prefixed
all tuples with ‘TUP(...)".

11.3 Fixpoints

In Iridium the fixpoint constrains a tuple of sorts and annotations instead of just one. We
use the tuple to deal with loops in the method body and mutual recursion. This list will be
referred to as the fixpoint tuple. Each element in the tuple may refer to another element
in the tuple. These references may create a loop. A fixpoint is evaluated in n steps when
none of the elements in the fixpoint change during the n-th iteration. Fixpoint iteration
fails if the number of iterations exceeds the maximum defined by analysis parameter F'.

Figure 11.2: Recursive variable definition

blockl:
%x = phi (blockl => literal int 5: !Int,
block2 => %y2: !Int)
jump block2
block2:
hy = %hx + 1
jump entry
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11.3.1 Block loops and recursive variables

Due to the fact that our region bound analysis comes after the tail recursion optimization
programs may contain loops. Loops in Iridium are created by jumps between blocks. This
however also has the effect that variables assigned to by phi nodes may have a recursive
definition, which in turn gives a recursive annotation. This can be seen in Figure 11.2 %x
is defined in terms of %y, which is defined in terms of %x.

Because of this we create a single fixpoint for variables and blocks. This fixpoint
captures all recursive relations between blocks and variables.

11.3.2 Recursion and mutual recursion

For recursion and mutual recursion we create a fixpoint for a set of methods that are
defined in terms of each other. In the case of mutually recursive we analyze the group of
methods that is defined in terms of each other all at once.

11.3.3 Inlining

The local fixpoint tuple may become quite large. We can reduce the size of the fixpoint
tuple by inlining all non-recursive elements. After inlining there are likely elements of the
fixpoint tuple that are no longer used.

11.4 Datatypes

Before analyzing the methods in a module, we first create the datatype environment.
The datatype environment contains the sort and region assignment for every datatype
used in the module. The datatype environment also contains constructor and destructor
annotations for every constructor of every datatype.

11.5 Testing

The code has been tested throughout the entirety of development. Starting with simple
examples and working up to the more complex methods of the Helium Prelude.

The sorting rules have been a great aid in tracking down issues. Most bugs were found
due to the incorrect sort of some method

11.6 Code

The implementation can be found in the Helium GitHub on the region-size branch [34].
The code for the implementation is contained in the src/Helium/CodeGeneration/
Iridium/RegionSize folder.
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Evaluation

In this chapter we will evaluate our solution and compare it to previous work. We will
start by comparing our implementation to Vejlstrups work. We will then dive into the
Helium Prelude [36] and look at some metrics. Finally, we will reflect on the current
implementation.

12.1 Versus ML Kit

The examples from Section 9.3.1 that are problematic for the region size inference by
Vejlstrup [22| are analyzed as presented in said section. In both cases our analysis out-
performs Vejlstrups analysis. Note that Vejlstrup analysis does not have to deal with
thunks because ML is strict.

Factorials & Fibonacci

In Vejlstrup’s Thesis [22] it is claimed that ML’s region inference will only allocate finite
regions in the programs presented in Figure 12.1. Our analysis will always allocate inte-
gers on the stack. If we produce custom annotations for the integers specific operators
(==#,%# -# +#) such that they put effects on integers we do see that we only produce
constant bounds for the local and return regions. Our analysis does map the additional
regions of both methods to unbounded which is optimal because these regions are used
to store the thunks created within the factorial methods.

Figure 12.1: Factorials & Fibonacci

fib :: Int -> Int
fib n = if n == 0
then 1
else if n == 1
then 1

else fib (n-2) + fib (n-1)

fac :: Int -> Int
fac n = if n ==
then 1

else n * fac (n-1)
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12.2 Metrics

12.2.1 Dollar & id

The example derivation presented in Section 9.3 is matched by the implemented analysis.
There is a small difference between ‘id’ and ‘($) id’, because id creates a thunk that
must be stored in a region.

12.2.2 Impact on compilation speed

The compilation speed tests were run on a laptop with an i7-10750H clocked at 2.6GHz
and 16GB of DDR4. The impact on compilation speed greatly depends on the value
chosen for F' as presented in Figure 12.2.
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Figure 12.2: Compilation based on K = 1 and parameter F’

The time seems to grow exponentially in F'. For F' > 8 the program crashes due to
it running out of memory. For F' = 6 Prelude compiles in two seconds on average. For
F = 7 this goes up to ten seconds. The extra accuracy given by more iterations may
still matter for user defined methods, however the extra impact on compilation time does
not seem worth the low number of extra bounded regions. The exponential increase in
compilation time has to do with some fixpoints growing exponentially in size.

Parameter K does not have any significant impact on compilation time. We have
to do more fixpoint iterations for some methods before we reach a fixpoint, but if these
fixpoints terminated for a lower value of K then these methods normalize properly, which
means the annotations do not grow enough to cause a significant difference in compilation
time. Increasing the number of fixpoint iterations could be connected to the optimization
parameters of Helium.

12.2.3 Region bounds

Currently when compiling Prelude with K = 1 and F' = 6 our analysis finds 2102 bounded
local regions, of which 1133 have a bound of zero. Our analysis also finds 153 unbounded
regions, either due to the bound exceeding K or failed fixpoint iteration. This means that
we have 93% bounded regions. If we leave out the regions with a bound of zero we have
82% bounded regions.
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Increasing K only results in fewer fixpoints being found. For F' = 7 and K = 2 we find
the same results. Increasing K results in more fixpoints failing and an increased number
of unbounded regions. The drastic difference between K = 5 and K = 6 comes from
fixpoint iteration failing for 4 , which is used a lot throughout Prelude. The method +
has many additional regions that are only used in the recursive calls to # , which are
correctly analyzed as zero for K < 6, but put to top for K > 6 because they are used
in the body of that method. The number of bounded and unbounded regions does not
change after K = 7, as the solution is still the same for K = 10°.

Choosing a higher value for F' is not reasonable due to the time it would take for
analysis to analyze Prelude. Experimenting with F' = 8 resulted in the same bounds.
Note that the drastic change in bounded occurs when K gets to F. This is what we
would expect, because if a single regions increases by one each iteration it will not reach
K if F < K. We see the same effect when going from K = 4 to K = 5 with the parameter
F set to 6. The reasons that this occurs at K = F' — 1 is because in the first iteration
L is applied to the fixpoint. This means that we should pick a value for K such that
K<F-2.
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Figure 12.3: Number of regions based on F' = 7 and parameter K

Region variables

If we also take into account the bounds on variables (addition regions, return regions
but also other variables) the story changes. We derive a total of 9585 bounds of which
only 3514 (36%) are bounded, however, this percentage is heavily skewed by a couple of
factors: top annotations that put bounds on (non-region) annotation variables, not being
able to analyze type class dictionaries and top annotations for primitive methods, e.g.
primPatternFailPacked which is called by nearly all methods with a match instruction.

If we increase K there is a small increase in the number of bounded regions, this
difference (< 1%) however is not significant enough to risk other fixpoints failing. The
drastic decrease in bounded regions when K exceeds F' — 2 still occurs.

If we ignore the effects of type class dictionaries, the percentage of bounded regions
could be up to 45%. If we also ignore the bounds on non-region annotation variables,
the percentage of bounded could be up to 60%. It is unknown if these percentages are
actually achievable, because it is unknown how many (un)bounded regions come from
these two sources.
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12.2.4 Fixpoints

Out of the 57 evaluated fixpoints 24 fixpoint iterations failed. Of the 24 failures 19
are higher order methods. The other methods are: primAppend from HeliumLang and
intercalate, (!!) and unwords from Prelude. There is one more failed fixpoint which
is an unnamed method called by the exponent operator.

It is hard to evaluate why a certain fixpoint does not terminate because the annotations
of these methods are generally quite large. Some fixpoints of methods with higher order
recursion fail to terminate because to compute the effect of such a fixpoint we must know
the effect of the function argument f. This results in an endless string of applications,
ie. {... U (m[f{z)(p)){ ..tu(m[f{z){p)]®{...}U...)). Fixpoint iteration on such
a fixpoint will never terminate because we do not have rules to evaluate the addition of
annotations other than constraint sets.

A similar problem occurs with the join operator because projections are normalize out-
wards and applications outwards. This is the reason why the fixpoints for intercalate,
unwords and primAppend fail. Normalizing outwards prevents joins on projections from
being combined, which may also result in an exponential growth in annotation size if the
fixpoint variable occurs more than once in this tuple. The exponential growth in annota-
tion size may result in an exponential growth in evaluation time, which is the reason why
the compilation time increases drastically when we increase F'.

12.2.5 Datatypes

Simple datatypes without recursion are handled excellently by the analysis. They are not
very interesting as they are no more than a tuple of their fields; they are evaluated like
any ordinary tuple in the analysis.

Lists

The cons-constructor of the list datatype introduces a join between the new element and
the old list. A list can be a parameter to a function, in which case that join becomes a
join between a variable an tuple which cannot be evaluated. These kinds of joins did not
seem to a be a problem for fixpoint iteration.

A more interesting case is where we append some function to a list of functions.
When we append a function to nil, we take the join of that function with bottom. If the
annotation of that function puts a bound of one on its return region, then that bound is
worse than the implicit bound of zero from the bottom annotation, which means the join
of bottom and our function puts a bound of one on the return region. Say we now append
another function to the list, we then take the join of that function with the function that
is already in the list. If the annotation of that new function maps the return region to
unbounded, the return region in the resulting datatype tuple will be unbounded as well.

The result of this process is that the list always contains the worst bounds on the
regions of all the elements of the lists, which makes sure that when we deconstruct a
list we always project out an element that has bounds which are sound. Inspecting the
annotations of functions that use lists shows that this works as expected in our analysis.

Type class dictionaries

There are no other recursive datatypes used in prelude besides type class dictionaries.
Note that in all 36 cases where a top annotation is generated by datatypes it comes from
type class dictionaries.
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12.3 Reflection on implementation

Our implementation is capable of analyzing all Iridium methods. For any method that
contains a datatype we cannot analyze we generate a top annotation locally instead of a
top annotation for the entire method. The implementation does not contain any known
bugs.

12.3.1 De Bruijn indices

De Bruijn indices were rather hard to get right. Many times when the implementation
seemed stable we would come across another edge case.

Another source of issues coming from De Bruijn indices was the decision to use only one
set of indices for both quantifications and abstractions. This made it much more difficult
to derive an annotation from a type (i.e. top, bottom and fixpoint sorts), because the
quantification must be offset by the number of abstraction between them, which is rather
complicated and error sensitive. In other words: it is not possible to derive a sort directly
from a type. Even though it was technically possible, we decided to switch to a separate
set of indices for quantifications and abstractions.

12.3.2 Join of equal terms

During the evaluation of our implementation we discovered that we could achieve higher
accuracy by adding the rule ‘a Ll a = a’ to our evaluation rules. Early results show
that with such a rule we evaluate three more fixpoints (intercalate, unwords and
primAppend) and only have 124 unbounded regions (opposed to 153). The regions that
became bounded were mapped to a bound of zero. There was no significant increase or
decrease in compilation time.
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Conclusion

Now that we have evaluated our results we can answer the research questions posed in
Chapter 4.

Question 13.1. Can region bound inference be made higher ranked?

We have successfully created a higher ranked analysis that produces a high percentage of
bounded regions. The analysis produces optimal results in the problematic cases presented
by Veljstrup [22].

Vejlstrup only reports on the number of allocated (un)bounded regions instead of the
number of (un)bounded regions. The number of allocated regions could be skewed towards
bounded regions, because they are more likely to have a smaller lexical scope. Regions
with a smaller lexical scope are more likely to be (de)allocated more often than those with
a larger lexical scope. Part of the test set for Vejlstrups analyses was specifically written
to work with RBMM. Due to these facts we cannot conclude if our analysis outperforms
the work by Vejlstrup in general.

Question 13.2. Does RBMM have a significant impact on compilation speed?

The impact on compilation speed heavily depends on the chosen number of fixpoint
iterations. If we choose F' = 6 the impact is merely two seconds (15% of the total
compilation time), while producing optimal results for Prelude. This choice of F is
motivated by our evaluation results.

Question 13.3. Does RBMM have a significant impact on program speed?

Because code generation is not implemented for the region based memory management
system this cannot be tested.
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13.1 Discussion

We have presented a novel approach to region bound inference. From our evaluation
results we can see that the analysis performs well, but there is still room for improvement.
We will discuss a number of possible improvements in our future work in Section 14.
When compared to previous work our analysis performs admirably, with the added bonus
of separate compilation.

The speed of the analysis is also satisfactory, but it can still be improved. The expo-
nential increase in compilation time when F' is increased comes from fixpoints that cause
an exponential increase in annotation size. There is still room for code optimization,
especially in the annotation evaluation code. Solving these issues might allow us to do
more fixpoint iterations to solve more complex fixpoints.

From analysis results we can see that Vejlstrups comment about choosing K = 1 still
holds, however, due to different reasons in our analysis. A low value for K ensures that
more fixpoints will terminate, a higher value for K increases the risk of a fixpoint failing,
which in general has worse effects than setting a single bound to unbounded. The value
of K should not exceed F' — 2 if a higher value for K is desired.

For K = 1 we do not need to convert the number of allocations per regions to a
number of allocated bytes. It may however still be desirable to extend the analysis
such that it also returns the number of bytes required for each region. The program
transformation can then convert bounded regions that are larger then some fixed number
of bytes to unbounded, which would prevent the stack from being filled by unreasonably
large regions.

There is still room for improvement when it comes to precision. Termination of fixpoint
iteration in essential for good results, the top annotation is often a large overestimation.
Adding support for simple recursive datatypes is a nice to have, but did not impact or
results because the list is the only recursive datatype in the Helium Prelude.
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Future work

14.1 Code generation

The final step to complete a working region based memory management system is to
implement the code generation. The code generation should use the information provided
by the region and region bound analyses. The implementation of this system must work
with LLVM.

Objects in the global region should also be dealt with properly. These objects will
not be deallocated before the program terminates, which in many cases will be a large
overestimation. To combat this problem these region could be handled by traditional
(generational) garbage collection.

Another problem is region waste, which is unused space in region pages of heap al-
located regions. Region waste can as high as 25% of the total memory usage in some
cases[4]. A possible solution is to replace all unbounded regions with the global region.
The objects in this global region could then be managed by GC. This however does mean
GC has to manage more objects, which could negatively impact execution time. One
could also to reduce the allocation size of region pages which may increase the number of
times region pages are allocated. Another solution could be to run a process similar to
GC that deallocates the unused space within region pages, which may cause more memory
fragmentation.

14.2 Non-static bounds

To deal with unbounded regions one could devise a analysis that would improve the
handling of such regions. Similar analyses are discussed in Section 3.4 of the related
work. Such analyses could be put in the Iridium pipeline after the region bound analysis,
such that it can ignore any bounded regions discovered by that analysis.

14.3 Precision

There are still many ways to further increase the strength of the analysis. In this section
we will highlight a couple ways.
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14.3.1 Addition rules

To further strengthen evaluation one could introduce extra rules for addition. These rules
could allow for addition of annotations with a different sort than C'. Our analysis only
derives additions with sort C', however the annotation is not always a constraint set. The
rules would allow to break apart parts of an annotation that cannot be broken apart now,
for example 1{p) B 1 {p), where ¥ (p) is of sort C.

Breaking apart these annotations would likely require the introduction of a multipli-
cation operator to allow for addition of variables. This annotation could for instance be
evaluated to (2 x ¢){p), where ‘x’ is the multiplication operator. A multiplication n x a
with n > K can be evaluated to 0o X a, because any constraint with a finite bound mul-
tiplied by n will result in a bound larger than K. This multiplication rule would allow us
to analyze recursive higher order methods, because it combats the issue discussed in the
evaluation chapter.

14.3.2 Bound on global region

If we are able to derive a bound on the global region we can optimize allocations even
further. Normally, each allocation has to check if there is enough space on the heap to
allocate the corresponding object. If we are able to derive a bound on the global region
we only have to check if there is enough space on the heap when some function is called.

Another possibility is that a program can be entirely stack allocated, but this is
only realistic for smaller programs. The region bound analysis does already produce the
required information, it only has to be propagated through the modules.

14.3.3 Datatypes

Currently, the analysis only supports simple non recursive datatypes and list. It would
be good to add support for simple recursive datatypes, because region inference supports
this class of datatypes too.

Type class dictionaries

As discussed in Section 7.3.3, it is very difficult to analyze datatypes with recursion in
the contravariant position of a function field. Currently, all type class dictionaries are
desugared to be recursive in such a manner. The ‘Eq’-type class dictionary would be
desugared as seen in Example 14.1.

Figure 14.1: Type class disctionaries

// Eq definition

class Eq a where
(==) :: a -> a -> Bool
(/=) :: a -> a -> Bool

// Desugares to
DictEq a = DictEq (DictEq a -> a -> a -> Bool)
(DictEq a -> a -> a -> Bool)
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There are two solutions to this problem: inlining and removing the dictionary argu-
ment from the fields. Inlining only helps if we know the type of the dictionaries, we can
the inline the method and not use the type class dictionary. This however, only helps if
we know the type annotations.

The other method requires a change in the way dictionaries are desugared. It is
possible to get rid of the dictionary argument, which would desugared all type class
dictionaries into simple non-recursive datatypes. We know how to handle these kinds of
datatypes.

14.3.4 Hand written annotations

There are primitive method calls (e.g. to LLVM methods) that cannot be analyzed. For
optimal region bound inference these annotations should be created by hand. This could
be done for popular methods from Prelude as well for which the analysis is unable to
derive the optimal result.

14.3.5 Higher order fixpoints

Currently fixpoints are calculated immediately when analyzing a recursive method. For
higher order functions this means that fixpoint iteration will not terminate. Some of these
higher order functions suffer for the lack of evaluation rules for addition, while others do
not have enough information to evaluate the fixpoint (e.g. foldl). The only solution is
top.

If such a higher order method does not contain any local region we can choose to not
calculate the fixpoint immediately; the method does not need to know the effects. For
such a method we store an annotation that contains a fixpoint construct. If this method
is used within some other method the function argument may be applied, which could
mean that we have enough information to compute the fixpoint.

Delaying fixpoint iteration does not come for free. If a such a higher order recursive
method is used more than once, then the fixpoint will be evaluated more than once.
There are no guarantees that enough information is supplied to the fixpoint to terminate
fixpoint iteration, which in turn means that we only see an increase in compilation time
without any gain in accuracy.

14.4 Optimalisation

There are still many ways we can optimize the current implementation. A good example of
a possible optimization is the annotation evaluation code. Currently the evaluation rules
are computed by a fold over the annotation structure. This creates quite minimal code
and ensures all sub-annotations of some annotation are evaluated before an annotation
is evaluated. This however means we are also giving away fine grained control over the
evaluation rules. More efficient handling for example could be done for projections, where
we can avoid evaluating sub-annotations of the tuple that are not needed.
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A.1 Constraint sets

(CU{y = n})[:=p| — ClY = p|l ® {¢ = n}[y) = p]
Yv¢c
Clp=p] —C

{¢ = n} = p] — {p+>n}
1<k<n

(k= 0= (1, )] — {0 = 0}y = pi]

{p = n} = (p1,...,0n)] — collect((p1,...,pn),n)

{ = n} :=a] — { — n} = gatherConstraintsTuple(a)]

collect(p,n) = {p+— n}
collect((p1y ..., pn),n) = collect(pi,n) ® - -- @ collect(py,n)
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Dollar derivation

The derivation of dollar can be found on the next page.
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Appendix B. Dollar derivation
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