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Abstract

Gaining a full understanding on the discussion on climate change is of importance since it can help
counteract climate skepticism and implement effective climate policies. This thesis investigates
how two opposing Reddit communities, r/climate and r/climateskeptics, differ in the way they
talk about climate change. We develop a logistic regression model, which uses textual features to
classify which community a discussion belongs to. Our results show that conversations including
words related to certainty (obviously, undeniable), second person pronouns (you, yourself ), third
person singular pronouns (he, she) and third person plural pronouns (they, them) are more
likely to be part of the r/climateskeptics community, whereas conversations including first person
plural pronouns (we, us), words related to gratitude (thanks, appreciate) and greeting (hi, hello)
are more likely to to be part of the r/climate community. Our findings may improve climate
change-related chatbots to better distinguish between individuals that are climate skeptics and
those that are not. By doing so, the chatbot can have personalised answers depending on the
values of the user.
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1 Introduction

The Intergovernmental Panel on Climate Change (IPCC) is an organisation of the United Nations
that evaluates the risks of climate change by reviewing published scientific literature. In 2018, the
IPCC published a special report "Global warming of 1.5◦C" [33]. This report shows the impact
of global warming at 1.5◦C and 2◦C, and how the global warming risks are much higher if we
exceed 1.5◦C. More importantly, the IPCC [33] made clear that immediate and drastic action is
needed to limit global warming to 1.5◦C to lessen the global warming effects.

There is a strong consensus on climate change among scientists that humans are the main
cause of global warming [20, 50]. Based on 11944 abstracts of scientific papers between 1991
and 2011, it was found that 97% supports the scientific consensus on climate change [20]. More
recently, it was reported that the scientific consensus on climate change in 2019 had even grown
to 100% [50]. Despite the strong scientific consensus, the polarisation around the consensus of
climate change in the public remains. In 2020 around 12% of inhabitants in the United States
did not believe that climate change is happening and around 32% did not believe that climate
change is caused by humans [66].

The polarisation around climate change can be amplified by echo chambers [64]. Echo chambers
arise when participants only expose themselves with their own points of view [64, 27, 18]. Internet
users tend to form communities that have the same views [43]. For example, van Eck et al.
[64] found the effects of echo chambers in climate change blogs, in which users on those blogs
only consumed content that was in line with their view. It has been suggested that online echo
chambers should be exposed more to opposing viewpoints to counteract this polarisation [60, 64].

However, in a recent study, it was reported that exposing echo chambers with opposing
views did not counteract the polarisation [45]. In this study, they investigated the impact of
opposing views in an online community on Reddit, namely the subreddit r/climateskeptics. The
r/climateskeptics users who encountered opposing views within r/climateskeptics showed more
activity in this subreddit within the first hour than the users who did not encounter opposing
views within r/climateskeptics [45]. The authors explained this by the so-called identity defence,
which means that individuals tend to defend their views when they encounter a threat to their
view [45]. The users that were exposed to opposing views defended their stance on climate change
by posting content that reinforces their views again, which can eventually cause more polarisation
around climate change [45].

Previous research on online climate change discourse focused on various social media platforms.
On Twitter, it was found that individuals that do not believe in climate change were more hostile
to supporters of the consensus of climate change than vice versa [63]. Further, Pearce et al. [46]
found that Twitter users mostly interact with users that have similar views on climate change. On
Facebook, it was found that deniers of climate change used misrepresentations of peer-reviewed
scientific articles to reinforce their views [12]. Matthews [39] found that 27% of the users on the
Air Vent blog were supporters of the consensus of climate change at first, but became skeptical
about the consensus of climate change.

This thesis focuses on the platform Reddit, which is a popular social media platform [2]. Users
on Reddit can share content by posting stories, links, images and videos, comment on these posts
and up- or downvote comments in more than 100.000 communities [54]. The already mentioned
study of Oswald and Bright [45] investigated how a Reddit community, r/climateskeptics, that
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1. Introduction 2

rejects climate change, reacts to opposing viewpoints. We aim to build further on this research to
grasp a better understanding on the discussions around climate change on Reddit, by investigating
how two opposing communities differ in the way they talk. The communities, i.e. subreddits, that
are used are: r/climate and r/climateskeptics. The first one is a community that supports the
consensus on climate change, and the latter is skeptical about the consensus on climate change.

Individuals who are skeptical about the consensus on climate change are also known as the
climate skeptics1. Climate skepticism can have negative consequences. To illustrate, climate
skepticism can have large impacts on the beliefs and preferences of individuals in relation to
climate change policies [1]. Eventually this can be harmful, when these beliefs and preferences
push into the mainstream [45], since climate skepticism can delay climate change mitigation and
adaptation policies [37]. Therefore, it is important to gain insights of the online climate change
discourse and how these views arise, to counteract climate skepticism. This can benefit climate
policy makers to implement effective climate policies [45] by informing them about the public
opinions around climate change.

Furthermore, the results from this study are useful for Artificial Intelligence applications such
as chatbots. Chatbots are programs that communicate with users and mimic human conversations
[22]. A climate change-related chatbot has already been developed by Toniuc and Groza [62].
This chatbot, called Climebot, advocates for the scientific consensus on climate change [62]. We
aim to investigate how conversations between two opposing communities differ from each other
by developing a logistic regression model. The features used for this model can be relevant for a
chatbot like Climebot, since it could support them to distinguish between users that are skeptical
about climate change and those that are not. In this way, chatbots can have different answers
depending on if it is having a conversation with a climate skeptic or not. Knowledge about the
preferences or values of an user benefits Climebot since it stimulates the conversation flow and
the engagement of the user [15].

In short, the goal of this study is to investigate how two opposing Reddit communities differ
in the way they talk about climate change. We investigate this by comparing two opposing
subreddits, namely r/climate and r/climateskeptics. We develop a logistic regression model using
textual features to classify which community a discussion belongs to. We show that the r/climate
community uses more first person plural pronouns (we, us), words related to gratitude (thanks,
appreciate) and greeting (hi, hello). Whereas the r/climateskeptics community uses more second
person pronouns (you, yourself ), third person singular pronouns (he, she), third person plural
pronouns (they, them) and words related to certainty (obviously, undeniable).

1.1 Research Question

The central question in this thesis is:

• How do two opposing online communities on Reddit differ in the way they talk
about climate change?
i.e. how do the subreddits r/climateskeptics and r/climate differ in the way they talk?

1.2 Hypotheses

In this section, we formulate hypotheses that are based on former studies. These hypotheses help
us to create features for the logistic regression model and answer the research question.

An online community on climate skepticism can be seen as a counter public space. Counter
public spaces are spaces where people come together and challenge the mainstream public [11]. It

1 The term climate skepticism has been criticised for giving scientific skepticism a bad name [32]. The criticism
on the term climate skepticism resulted into alternative labels (e.g climate deniers or climate contrarians
[32, 44, 65, 7]) to describe individuals who challenge the consensus on climate change [32]. For simplicity, we
use the term climate skeptics.
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appears that climate change skeptics not only attack people with opposing views, but also attack
each other in their own online counter public spaces [35]. Kaiser [35] stated that this could be
because there is less of a common ground in climate skepticism. For example, there are climate
skeptics who deny climate change altogether, but there are also climate skeptics who are only
doubting some aspects of climate science [30]. Disagreements could lead to conflicts between
individuals, which could lead to impoliteness. Therefore, we formulate the first hypothesis:

1. The subreddit r/climateskeptics uses less politeness cues in their conversations, than the
subreddit r/climate that supports the consensus on climate change.

The use of negations (no, not, never) has been brought together in the context of inhibition
[61]. Inhibition is defined as: "the process of restraining one’s impulses or behavior, either
consciously or unconsciously, due to factors such as lack of confidence, fear of consequences, or
moral qualms." [6]. Psychological inhibition can be a potential response to the impact of climate
change [25]. An example of inhibition as a response to the impact of climate change is that
supporters of the consensus of climate change cannot properly express the impacts of climate
change [25]. Therefore, we formulate the second hypothesis:

2. The subreddit r/climate, who supports the consensus on climate change, uses more negation
cues in their conversations, than the subreddit r/climateskeptics that do not believe in
climate science.

Individuals tend to draw attention to themselves when they are in emotional pain [61]. It
has been found that such individuals use more first person singular pronouns (I, me, mine) [61].
For example, Rude et al. [55] found that depressed individuals used more first person singular
pronouns than other individuals. Since the r/climate community is a community that supports
the consensus on climate change, it might be that the r/climate community experiences emotional
pain due to the climate change-related losses, such as the loss of species and ecosystems [21]. So,
it might be interesting to investigate whether the r/climate community uses more first person
singular pronouns, than the r/climateskeptics community. Hence, the third hypothesis:

3. The subreddit r/climate that supports the consensus on climate change uses more first
person singular pronouns cues in their conversations than the subreddit r/climateskeptics
that do not believe in climate science.

Accordingly, the emotional responses such as sadness and anger can also arise due to climate-
related losses [21]. Therefore, our fourth and fifth hypothesis:

4. The online community, r/climate, who supports the consensus on climate change uses more
sadness cues in their conversations than the online community, r/climateskeptics, that do
not believe in climate science.

5. The online community, r/climate, who supports the consensus on climate change uses more
anger cues in their conversations than the online community, r/climateskeptics, that do not
believe in climate science.

Pennebaker et al. [47] found that responding defensively in conversations could correlate to
an increased anxiety. As it might be that climate skeptics do not have a clear set of common
beliefs [35], it could be that the subreddit r/climateskeptics respond more defensive in their
conversations. Thus, we formulate the sixth hypothesis:

6. The subreddit r/climateskeptics uses more anxiety cues in their conversations than the
opposing subreddit r/climate.
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1.3 Related Work

We aim to investigate how two opposing online communities on Reddit talk about climate change.
This section will focus further on the related literature.

Online conversations. Social media platforms like Twitter, Reddit and Facebook are internet
forums that are an important part of the World Wide Web [8]. Conversations on such platform
have become important in our daily life. Former research found that people on Twitter have
conversations to develop a common ground and feel connected [70]. Choi et al. [16] focused on
finding patterns in conversations on Reddit based on volume, responsiveness and virality of the
conversations. Choudhury et al. [17] investigated aspects of online conversations that make them
interesting, in terms of encouraging user participation. They found that interesting conversations
are often associated with active discussions about themes that reflect external events. We continue
to focus on the online conversations.

Conversation classification. Multiple conversation classifiers has been developed. Such as,
predicting whether online conversations will lead to failure [69], whether online conversations will
have positive outcomes [9] and whether a conflict in an online conversation would arise, using
conversational receptiveness, e.g. the willingness to engage with opposing views [67]. Others
developed classifiers to classify conversations into different discourse acts [68] and to predict user
participation in online political conversations [57]. Our study develops a classifier to predict
whether a conversation is part of the subreddit r/climate or r/climateskeptics.

Climate change conversations. There has been research on climate change conversations,
both online and offline. Schweizer et al. [56] investigated how to engage people in climate
conversations in offline settings. Grundmann and Krishnamurthy [29] studied different news
articles to find how climate change is framed differently in countries and how this explains the
differences in climate policies. Further, in online conversations on Twitter, it was found that the
term global warming was used more than the term climate change by climate skeptics [34]. We
aim to research the climate change conversations on Reddit, by investigating how two opposing
communities talk differently about climate change.

Politeness strategies. The logistic regression model in this paper uses the proposed politeness
strategies features by Danescu-Niculescu-Mizil et al. [24]. They developed a classifier to predict
whether an utterance is polite or impolite. These features have also been used to develop a
framework that detects early signs of conversational failure [69]. Failure in their framework means
that participants attack each other in the conversation [69].

Personal Pronouns The use of personal pronouns has been correlated to psychological pro-
cesses. For example, Simmons et al. [58] studied the use of personal pronouns in interactions
between spouses. They showed that first person singular pronouns correlated to problem solutions
and satisfaction in their marriage, while the use of second-person pronouns correlated more to
negative interactions [58]. Another study has been done on the use of pronouns and depression.
It was found that participants that are depressed use ”I” more than non-depressed participants
[55]. We use the different personal pronouns as features for our logistic regression model.

1.4 Outline

In this chapter, we gave an introduction, formulated the research question and the hypotheses,
and presented related work. Chapter 2 contains information about the Reddit Corpus data,
logistic regression model, the features for this model and how the model and features are evaluated.
Chapter 3 presents the results and analysis of our model. Our most interesting findings are
presented in Chapter 4, in which the limitations of this study are also discussed. We conclude
the thesis in Chapter 5.



2 Methods

This chapter presents the methods of our study. Section 2.1 contains information about the
Reddit Corpus data. We describe the logistic regression model and the features in Section 2.2. In
Section 2.3, we describe how we evaluate the model and features.

2.1 Reddit Corpus

We use the Reddit Corpus from the Cornell Conversational Analysis Toolkit (ConvoKit). ConvoKit
is an open-source toolkit that can be used in Python to make conversation analyses [14]. Further,
ConvoKit contains conversational datasets that can be used with the toolkit, like the Reddit
Corpus. The Reddit Corpus from ConvoKit is a collection of corpora from Reddit data, and is
built from the Reddit Corpus of Pushift.io [51]. The data structure of the conversational datasets
consists of "Corpus", "Conversation", "Utterance" and "Speaker" classes. These classes in
ConvoKit’s conversational datasets have a hierarchy, in which each Corpus consists of a collection
of Conversations, each Conversation consists of their corresponding Utterances and each Utterance
has one Speaker. However, each Speaker can have multiple Utterances.

We use two different corpora from the Reddit Corpus, namely the subreddit r/climate and
r/climateskeptics Corpus. It contains data starting from its inception until October 2018 [19].
We are interested in the conversational part of the data, so the Conversation classes. In context
of Reddit, the Conversation classes are the discussions that took place on Reddit, where every
discussion consists of Utterances. Figure 1 shows an example of a Conversation which consists of
three Utterances.

Figure 1: Example of a Conversation from the r/climate subreddit. It
consists of three Utterances. The dashed line separates the Utterances.

5



2. Methods 6

Table 1: Statistics of the subreddits r/climate and
r/climateskeptics Corpus.

r/climate r/climateskeptics

Conversations 16821 26247

Utterances 88334 259580

Speakers 8552 6600

As mentioned, we use two subreddits, i.e. communities: r/climate and r/climateskeptics.
We took care to select subreddits that have different opinions on the scientific consensus on
climate change, by evaluating the description and rules of their community. The subreddit
r/climateskeptics is a community where discussions take place about the critique on climate
science. The rules given by the moderators of r/climateskeptics is that users cannot disparage
the subreddit as a whole [53]. The subreddit r/climate is a community where discussions take
place about climate science. The rules given by the moderators of this subreddit are that science
denial and conspiracy theories are not allowed [52].

The r/climate Corpus consists of 44887 Conversations and the r/climateskeptics consists of
38780 Conversations. As mentioned, the Conversations here are the discussions on the subreddit,
which consists of Utterances (see Figure 1). However, not every Conversation was successful, in
the sense that there are Conversations that did not have any Utterances. These unsuccessful
Conversations are removed from the dataset, since they did not lead to a discussion and thus would
act like noise for the classifier. Therefore, we removed in total 28066 r/climate Conversations
and 12533 r/climateskeptics Conversations, which left us with 16821 r/climate Conversations and
26247 r/climateskeptics Conversations. Table 1 shows the statistics of the two different corpora.
The r/climateskeptics community has less Speakers than the r/climate community. However,
r/climateskeptics has more Conversations and Utterances which indicates a higher engagement of
the r/climateskeptics community.

2.2 Logistic Regression

To answer the research question, How do two opposing online communities on Reddit differ in the
way they talk about climate change?, and the hypotheses, we develop a logistic regression model
to predict which community a conversation belongs to.

Logistic regression is a supervised learning classification algorithm. It is an extend of linear
regression, but instead of fitting a linear equation, logistic regression fits the logistic, or sigmoid,
function:

f(x) = 1
1+e−β0+β1x+...+βnx

.

A logistic regression model predicts the probability that an observation belongs to the positive
class (in our case, the r/climateskeptics community). The corresponding probability is a value
that varies between 0 and 1. We use the logistic regression model as a classifier, which means
that an observation either belongs to class 0 or 1. The threshold is set at 0.5, which means that:

if the prediction probability ≥ 0.5, then the model classifies y = 1, and
if the prediction probability < 0.5, then the model classifies y = 0.

The logistic regression model calculates for each feature the logistic regression coefficient β1, ..., βn,
where n is the number of features. These coefficients tell us if the feature has a negative or
positive effect on the probability of the target variable. By taking the exponent of the coefficient,
we get the odds ratio. For example, if a feature has a coefficient of 0.06, then the odds ratio is
e0.06 = 1.06. This can be interpreted as: an increase of the feature by one-unit changes the odds
of being part of class 1 by a factor of 1.06. For negative coefficients, we can recalculate their odds
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ratio by: 1
odds ratio . We interpret this as: an one-unit increase of the feature changes the odds of

being part of class 0 by a factor of 1
odds ratio . The p-value of the feature and their corresponding

coefficient tell us if the feature has a significant effect on the target variable. In our case the
target variable is a binary variable, where 0 means that a conversation is part of r/climate and 1
means that a conversation is part of r/climateskeptics. We develop our logistic regression model
using the Python package Statsmodels, which calculates, besides the coefficients, the p-values of
the features.

Our goal is to find textual features that are important in distinguishing conversations between
the subreddit r/climate and r/climateskeptics. Thus, we develop a logistic regression model based
on textual features. We divided the features into eight different feature groups, which we use
to create different classification models. All features except the Lexical features consist of a
dictionary of words, i.e. cues. Table 2 shows the number of cues and examples of those cues for
every feature.

Features 1-15 in Table 2 are the Politeness Strategies. For these features, the politenessStrate-
gies framework from ConvoKit is used, which uses the politeness strategies from the study of
Danescu-Niculescu-Mizil et al. [24]. For every conversation the number of a certain politeness
strategy is counted and divided by the number of words. Features 16-47 in Table 2 uses the
Linguistic Inquiry and Word Count (LIWC) dictionary [48]. The LIWC dictionary consists of
6400 words and word stems that belong to different categories. We use the liwc Python package
to generate these features and normalise the features by dividing the cues per conversation by
the number of words. Features 48-51 in Table 2 are the simple lexical features, like the number of
characters, words, digits and the average word length in a conversation. The features 48-51 are
the only features that are not in the same range as the other features, which has an effect on the
size of the coefficients.

The feature groups Politeness Strategies (PS), Psychological Processes (PP) and Pronouns
(Pron) are based on the hypotheses. To investigate the writing style of the two communities, we
develop the feature groups Style (S), Lexical (Lex) and Other Style (OS). The features in the
Style feature group uses the style dimensions from the study of Danescu-Niculescu-mizil et al.
[23]. We create the Lexical feature group, since some studies also use lexical features to capture
style [41, 59]. Additionally, we add the feature group Other Style (OS), which captures more
stylistic dimensions. Moreover, the two communities can differ in the time orientation of their
writing or in the use of informal language, respectively these are captured in the feature group
Time Orientation (TO) and Informal Language (IL).

Table 2: Features for the Logistic Regression model.

Features Example # Cues

Politeness 1. Deference good, great, interesting 8
Strategies 2. Gratitude thanks, thank, appreciate 3
(PS) 3. Greeting hi, hello, hey 3

4. Positive good, inspire, joy 2006
5. Negative absurd, accusing, concerned 4783
6. Please ... please ... 1
7. Please (start) Please... 1
8. Hedges suggest, assume, usually 130
9. By the way by the way 3
10. Factuality in fact, truth, reality 15
11. Apologising sorry, apologize 10
12. Direct question where, what, why 4
13. Direct start So..., Then..., But... 5
14. Subjunctive could, would 2
15. Indicative can, will 2
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Table 2: (continued).

Features Example # Cues

Psychological 16. Anger annoyed, aggressive, hate 230
Processes 17. Anxiety scares, anxious, fear 116
(PP) 18. Sadness sad, worthless, sobbing 136

Pronouns 19. First person singular I, mine, myself 24
(Pron) 20. First person plural we, us, our 12

21. Second person you, yourself, your 30
22. Third person singular he, she, her, his 17
23. Third person plural they, their, them 11
24. Impersonal pronouns it, anybody, nobody 59

Style (S) 25. Articles a, the, an 3
26. Certainty never, undeniable, obviously 113
27. Conjunctions but, also, and 43
28. Discrepancy hope, unusual, problem 83
29. Negations no, not, don’t 62
30. Prepositions between, about, for 74
31. Quantifiers A few, whole, tons 77
32. Tentative perhaps, vaguely, undecided 178
33. Insights know, understand, solution 259

Time 34. Past focus ago, did, had 341
Orientation 35. Present focus is, today, am 424
(TO) 36. Future focus will, soon, tommorow 97

Informal 37. Swear words damn, pussy, fuck 131
Language 38. Netspeak bruh, yup, jk 209
(IL) 39. Assent k, ok, ah 36

40. Nonfluencies er, hm, huh 19
41. Fillers idontknow, imean, ohwell 14

Other 42. Auxiliary verbs are, be, ain’t 141
Style 43. Common Adverbs very, generally, especially 140
(OS) 44. Comparisons better, worst, scariest 317

45. Interrogatives why, who, how 48
46. Numbers thousands, dozen, zero 36
47. Causation because, depend, effect 135

Lexical (Lex) 48. No. characters - -
49. No. words - -
50. No. digits - -
51. Average word length - -

2.3 Evaluation

We have two Reddit corpora, namely the r/climate and r/climateskeptics corpus. We label the
r/climate corpus as class 0 and the r/climateskeptics corpus as class 1. The data is split into a
training (60%), development (20%) and test set (20%). Our data is imbalanced since we have
more r/climateskeptics conversations than r/climate conversations. We make sure that the ratio’s
between conversations of r/climate and r/climateskeptics are the same in every set. The ratio for
this is 39% of r/climate conversations and 61% of r/climateskeptics conversations. In Table 3 the
exact number of conversations in each set can be seen.

To handle the imbalanced data, we use random oversampling on the train dataset. Random
oversampling balances the classes by replicating random observations of the minority class [10].
Batista et al. [10] compared different methods that handle imbalanced data. Their results show
that random oversampling is competitive in comparison to more complex oversampling methods
[10]. In our case the r/climate community is the minority class. So, from our train dataset, we
randomly duplicate a conversation that is part of the r/climate community. We do this until the
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Table 3: Number of conversations of each subreddit in train
and test dataset.

r/climate r/climateskeptics Total

Train 15747 (10093*) 15747 25840
Development 3364 5250 8614
Test 3364 5250 8614

Total 16821 26247 43068

* amount of conversations before oversampling.

minority class, i.e. r/climate, in the train dataset is balanced with r/climateskeptics.
We create models with different feature group combinations. Our baseline model is a random

classifier, which we develop by using the DummyClassifier from sci-kit learn. This classifier
predicts conversations as being part of r/climate or r/climateskeptics uniform at random. To
evaluate the different models, we use a confusion matrix. Figure 2 shows the confusion matrix in
terms of our classes:

Predicted class

r/climateskeptics r/climate

Actual class
r/climateskeptics

True Positive
(TP)

False Negative
(FN)

r/climate
False Positive

(FP)
True Negative

(TN)

Figure 2: Confusion matrix for binary classifications.

We use the confusion matrix to calculate the recall and precision. Recall is the proportion positives
that are correctly classified. In our case, this means the proportion that a conversation of the
subreddit r/climateskeptics is also classified as part of the subreddit r/climateskeptics. Recall is
calculated as follows:

Recall = True Positive
True Positive + False Negative

Precision is the proportion true positives of all positives. In our case, this means the proportion
correctly classified r/climateskeptics conversations of all classified r/climateskeptics conversations.
Precision is calculated as follows:

Precision = True Positive
True Positive + False Positive

We apply random oversampling only on the train dataset. Since our development and test
dataset are still imbalanced, we use the macro F1 score. The macro F1 score is a suitable metric
for imbalanced data since it equally accounts both classes [28]. This metric is calculated by taking
the average of the F1 score of each class. The F1 score is the harmonic mean of the precision and
recall of a class, which is calculated as follows:

F1 = 2 × Precision × Recall
Precision + Recall

And the macro F1 score is calculated by the following formula:

Macro F1 = 1
2

∑2
i=0 F1 scorei

The range of the macro F1 score is in the range [0,1], in which a high macro F1 score means a
good performance of the model on both classes and a low macro F1 indicates to a low performance
of the model on both classes [28].



3 Analysis

This chapter presents the results and analysis of our model. We investigate how the two different
subreddits differ in the way they talk on Reddit. To investigate this, we develop logistic regression
models with different feature combinations. We start this chapter by analysing the different
feature combinations (Section 3.1). In Section 3.2, we show the performance of our final model.
Section 3.3 analyses the features used in our final model and Section 3.4 presents two conversations
in which the model made large prediction errors.

3.1 Feature Combinations

The results of the different models on the development dataset can be seen in Table 4. The
random baseline model has a macro F1 score of 0.496. Every model improves this random baseline.
Most models in Table 4 are more successful in classifying the r/climateskeptics conversations, i.e.
lower F1 score for r/climate than r/climateskeptics. This might be the result of the imbalanced
development dataset, since we only used random oversampling on the train dataset.

We highlighted an interesting pattern in Table 4. As we compare the models that uses the
feature groups individually, our results show that Pronouns (Pron) has the highest macro F1

score (0.581). Adding Style (S), Informal Language (IL), Time Orientation (TO), Psychological
Processes (PP), Politeness Strategies (PS) and Other Style (OS) sequentially to this model
improves the macro F1 score further and eventually leads to the best combination (model in bold
in Table 4) in terms of the macro F1 score. The sequence in which the features are added reflects
on the importance of these features in this model, in which Pronouns has the highest influence
and Other Style the lowest.

Table 4: Evaluation of the feature combinations on the
development dataset. The highlighted models show the
pattern that leads to the best model in terms of the macro
F1 score. The best model is in bold.

Features
F1 Score
r/climate

F1 Score
r/climateskeptics

Macro F1

Score

Baseline 0.444 0.549 0.496

PS 0.449 0.637 0.543
PP 0.561 0.450 0.505
Pron 0.519 0.643 0.581
S 0.418 0.654 0.536
TO 0.418 0.654 0.536
Lex 0.582 0.476 0.529
IL 0.351 0.722 0.537
OS 0.504 0.602 0.553

PS + P 0.560 0.658 0.609
Pron + S 0.563 0.680 0.622
Lex + P 0.566 0.629 0.598
IL + P 0.554 0.676 0.615

10
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Table 4: (continued).

Features
F1 Score
r/climate

F1 Score
r/climateskeptics

Macro F1

Score

PS + S + Pron 0.567 0.688 0.628
S + Pron + PP 0.567 0.684 0.625
S + Pron + OG 0.566 0.686 0.626
Pron + S + IL 0.564 0.701 0.633

PS + S + Pron + IL 0.566 0.706 0.636
Pron + S + IL + TO 0.568 0.706 0.637
S + Pron + PP + IL 0.533 0.705 0.619
S + Pron + OS + IL 0.565 0.704 0.634

PS + S + Pron + PP + IL 0.569 0.707 0.638
PS + S + Pron + PP + TO 0.575 0.696 0.636
S + Pron + PP + OS + TO 0.577 0.695 0.636
Pron + S + IL + TO + PP 0.573 0.708 0.641

PS + S + Pron + PP + OS + TO 0.578 0.702 0.640
Pron + S + IL + TO + PP + PS 0.575 0.712 0.643
PS + S + Pron + PP + TO + Lex 0.586 0.686 0.636
S + Pron + PP + IL + TO + Lex 0.586 0.691 0.639

PP + Pron + S + TO + Lex + IL + OS 0.584 0.693 0.638
PS + Pron + S + TO + Lex + IL + OS 0.581 0.694 0.637
PS + PP + S + TO + Lex + IL + OS 0.572 0.678 0.625
PS + PP + Pron + TO + Lex + IL + OS 0.581 0.682 0.632
PS + PP + Pron + S + Lex + IL + OS 0.578 0.690 0.634
Pron + S + IL + TO + PP + PS + OS 0.575 0.714 0.644
PS + PP + Pron + S + TO + Lex + OS 0.585 0.689 0.637
PS + PP + Pron + S + TO + Lex + IL 0.585 0.694 0.640

All 0.584 0.698 0.641

Note: PS = Politeness Strategies, PP = Psychological Processes, Pron = Pronouns, S = Style,
TO = Time Orientation, L = Lexical, IL = Informal Language, OS = Other Style.

3.2 Final Model

The final model consists of seven feature groups: Pronouns, Style, Informal Language, Time
Orientation, Psychological Processes, Politeness Strategies and Other Style. We use the final
model to evaluate the model on the test dataset. Figure 3 shows the confusion matrix for the
development dataset and test dataset.

(a) Development dataset (b) Test dataset

Figure 3: Confusion matrices of final model.
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Table 5: Performance of final model.

F1 Score
r/climate

F1 Score
r/climateskeptics

Macro F1

Score

Development 0.575 0.714 0.644

Test 0.594 0.725 0.660

The performance of the model is almost the same on both development and test dataset, which
can also be seen in the comparable macro F1 score on the development and test dataset (Table
5). Table 5 also shows that the F1 score of the r/climateskeptics class is higher than the F1 score
of the r/climate class. This clearly shows that the model is more successful in classifying the
r/climateskeptics conversations, which might be the result of the imbalanced development and
test dataset, since we only used random oversampling on the train dataset.

3.3 Features

3.3.1 Politeness Strategies

Table 6 shows the results of the Politeness Strategies features [24]. We have ten positive politeness
strategies that are correlated to being polite and five negative politeness strategies that are
correlated to being impolite [24]. It is worth noting that most Politeness Strategies features have
p > 0.05. Those features did not have a significant effect on classifying conversations.

Our results show that conversations including the positive politeness features gratitude
(thanks, appreciate), greeting (hi, hello, hey) or positive lexicon (good, inspire, joy) and the
negative politeness feature direct question (what, why, how) are more likely to be part of the
r/climate community. Thus, three out of ten positive politeness features and one out of five
negative politeness features are more likely to be part of the r/climate community. Especially the
positive politeness features gratitude and greeting have a large effect in classifying the r/climate
conversations. An example of a conversation that uses gratitude and greeting can be seen in
Figure 4. In Figure 4, the first speaker uses a greeting when sharing a project, while another
speaker uses gratitude to thank the initial speaker.

Table 6: Feature coefficients and p-values of Politeness Strategies. Highlighted
features have p ≤ 0.05.

Features Coefficient Odds ratio p-value

Politeness 1. Deference - polite 3.58 35.90 0.00
Strategies 2. Gratitude - polite -11.13 68511.92* 0.00
(PS) 3. Greeting - polite -19.90 500000000* 0.02

4. Positive lexicon - polite -3.18 24.11* 0.00
5. Negative lexicon - impolite 0.08 1.08 0.81
6. Please - polite -7.16 1287.62* 0.26
7. Please (start) - impolite 2.46 11.65 0.66
8. Hedges - polite 1.25 3.48 0.37
9. By the way - polite -0.80 2.23* 0.99
10. Factuality - impolite 4.59 98.32 0.00
11. Apologising - polite 1.40 4.04 0.47
12. Direct question - impolite -6.17 477.08* 0.00
13. Direct start - impolite -1.15 3.14* 0.27
14. Subjunctive - polite -7.15 1277.37* 0.41
15. Indicative - polite 22.44 5554926507.31 0.14

* The odds ratios of the negative coefficients are recalculated with 1
oddsratio .
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Figure 4: Conversation from the r/climate subreddit. Green shows the
indirect greeting and blue shows the gratitude cues.

Further, our results show that conversations including the positive politeness feature deference
(great, good, interesting) or negative politeness feature factuality (in fact, reality, truth) are more
likely to be part of r/climateskeptics. Thus, one out of ten politeness features and one out of five
impoliteness features are more likely to be part of the r/climateskeptics community.

Our first hypothesis suggests that the r/climateskeptics uses less politeness cues in their
conversations than the r/climate community. As mentioned, we find three politeness features
significant for r/climate and only one politeness feature significant for r/climateskeptics. In terms
of the impoliteness features, we find a significant feature for both communities each. We find
mixed results, i.e. we find significant politeness and impoliteness features for each community.
However, we find more evidence that the r/climate community is more polite. Three significant
politeness features were significant for classifying r/climate conversations and two of those features
(gratitude and greeting) show a large odds ratio. Hence, we find no evidence to reject our first
hypothesis that the r/climateskeptics uses less politeness cues in their conversations than the
r/climate community.

We suggested our first hypothesis since Kaiser [35] found that climate skeptics not only attack
individuals with opposing views, but also attack each other in their own community. Kaiser [35]
argued that this could be since there is not a clear consensus in climate skepticism. An example,
in which there are two speakers who respond defensively to each other while using factuality
(impolite) cues, can be seen in Figure 5.

Figure 5: Part of a conversation from the r/climateskeptics subreddit. Red
shows the factuality cues.
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Table 7: Feature coefficients and p-values of Style. Highlighted features
have p ≤ 0.05.

Features Coefficient Odds ratio p-value

Style (S) 25. Articles 3.08 21.79 0.00
26. Certainty 9.77 17418.09 0.00
27. Conjunctions 0.91 2.49 0.03
28. Discrepancy -4.31 74.20* 0.00
29. Negations 0.21 1.24 0.66
30. Prepositions 0.63 1.88 0.01
31. Quantifiers -0.46 1.59* 0.32
32. Tentative 2.37 10.67 0.00
33. Insights 2.50 12.23 0.00

* The odds ratios of the negative coefficients are recalculated with 1
oddsratio .

3.3.2 Style

In Table 7 we show the results of the Style features [23]. Most Style features have p ≤ 0.05, and
thus have a significant effect in classifying conversations. However, most of these features do not
show a high odds ratio.

Our second hypothesis suggests that the r/climate community uses more negation cues (no,
not, never) in their conversations than the r/climateskeptics community. The use of negations has
been brought together with inhibition [61], in which inhibition can be a response to the impacts
of climate change [25]. An example of this is when supporters of the consensus of climate change
cannot properly express the impacts of climate change [25]. Our results show that the use of
negations in conversation are more likely to be part of the r/climateskeptics community. However,
the odds ratio is rather small and the feature has p > 0.05. Thus, we do not find evidence of a
correlation between the use of negations and the classification of conversations. Hence, we cannot
reject the null hypothesis that there is no difference in the use of negations between the r/climate
and r/climateskeptics community.

In terms of the Style features, we see that certainty (never, undeniable, obviously) has the
largest effect in classifying conversations as part of the r/climateskeptics community. The use of
certainty cues has been correlated to individuals who seek for information that is in line with their
points of view [13]. Another study found that individuals who use more certainty cues are unlikely
to change their points of view when confronted with other information [49]. However, further
research could done on why the r/climateskeptics community uses more certainty cues. In Figure
6, we show an example of a conversation, in which certainty cues are used by r/climateskeptics
users.

Figure 6: Part of a conversation from the r/climateskeptics subreddit. Pink
shows the certainty cues.
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Table 8: Feature coefficients and p-values of Pronouns. Highlighted features
have p ≤ 0.05.

Features Coefficient Odds ratio p-value

Pronouns 19. First person singular -0.54 1.72 0.30
(Pron) 20. First person plural -11.57 105496.36* 0.00

21. Second person 11.36 86074.22 0.00
22. Third person singular 8.15 3469.57 0.00
23. Third person plural 10.19 26747.51 0.00
24. Impersonal pronouns 1.3467 3.8448 0.000

* The odds ratios of the negative coefficients are recalculated with 1
oddsratio .

3.3.3 Pronouns

In Table 8, we show the results of the Pronouns features. Noteworthy is that almost all Pronouns
features have a significant effect (p ≤ 0.05) in classifying conversations. We suggested in our third
hypothesis that the r/climate community uses more first person singular pronouns cues (I, me,
mine) than the r/climateskeptics community. We hypothesised this since the use of first person
singular pronouns can correlate to emotional pain [55], which can be a result of climate change
[21]. Our results show that the first person singular pronouns have p > 0.05, which means that
this feature does not have a significant effect in classifying conversations. Hence, we cannot reject
the null hypothesis that there is no difference in the use of first person singular pronouns between
the r/climate and r/climateskeptics community.

Furthermore, the results in Table 8 show that conversations including first person plural
pronouns (we, us, our) are more likely to be part of the r/climate community. In Figure 7a, it
can be seen that a r/climate speaker talks about ”our planet” and that both speakers uses ”we”
when talking about who is affected by climate change. A previous study found that the use of
first person plural pronouns by individuals may lead to an increased group cohesion [61]. Group
cohesion refers to the degree that individuals of a group feel connected, and also indicates to which
degree they work together to achieve their goals [5]. It might be that the r/climate community
uses more first person plural pronouns to strengthen their bond to fight climate change together.

Table 8 also shows that conversations including second person (you, yourself, your), third
person singular (he, she, his) and plural (they, their, them), and impersonal (it, anybody) pronouns
are more likely to be part of the r/climateskeptics community. An example of a conversation
including these features can be seen in Figure 7b. Table 8 shows that second person, third
person singular and plural have a large odds ratio. It is not clear to us why the r/climateskeptics
community uses more second person pronouns. Further research could be done to see why this is
the case.

A possible explanation that conversations including third person singular and plural are more
likely to be part of r/climateskeptics involves the term out-group. An out-group is a group in
which the individual does not identify with [4]. For example, a climate skeptic who does not
identify itself with the supporters of climate change. A previous study suggested that the use of
third person pronouns might reflect on experiencing the out-group, in which more attention is
given to that out-group [38]. This may indicate that the r/climateskeptics community is more
conscious about their opposing group (supporters of the consensus of climate change).
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(a) r/climate (b) r/climateskeptics

Figure 7: Part of conversations using the significant pronouns features. (a) shows a r/climate
conversation and (b) shows a r/climateskeptics conversation. Purple shows the first person
plural pronouns cues, red shows second person pronouns, yellow shows the third person singular
pronouns, green shows the third person plural pronouns and blue shows the impersonal pronouns
cues.

3.3.4 Psychological Processes

Table 9 shows the results of the Psychological Processes features, in which we only found a
non-significant (p > 0.05) effect for the feature anger. In our fourth hypothesis, we suggest that
the r/climate community uses more sadness cues (sad, worthless) in their conversations than the
r/climateskeptics community. Sadness can arise as a response to climate change related losses
[21]. Our result shows indeed that conversations including sadness cues are more likely to be part
of the r/climate community. Hence, we find no evidence to reject the fourth hypothesis that the
r/climate community uses more sadness cues in their conversations than the r/climateskeptics
community. In Figure 8a, it can be seen that a r/climate speaker uses sadness cues as a response
to climate change related losses. However, further research could be done to investigate the
correlation between sadness and the r/climate community.

The fifth hypothesis suggests that the r/climate community uses more anger cues (hate,
annoyed) in their conversations than the r/climateskeptics community. We hypothesised this since
anger could also be a response to climate change related losses [21]. Our results indicate that
conversations consisting anger are more likely to be part of the r/climate community. However,
we find no significant effect for the feature anger (p > 0.05). Hence, we cannot reject the
null hypothesis that there is no difference in the use of anger cues between the r/climate and
r/climateskeptics community.

The sixth hypothesis suggests the subreddit r/climateskeptics uses more anxiety cues (scares,
anxious) in their conversations than the opposing subreddit r/climate. Anxiety has been brought

Table 9: Feature coefficients and p-values of Psychological Processes.
Highlighted features have p ≤ 0.05.

Features Coefficient Odds ratio p-value

Psychological 16. Anger -0.34 1.40* 0.67
Processes 17. Anxiety 9.55 14071.68 0.00
(PP) 18. Sadness -2.13 8.41* 0.03

* The odds ratios of the negative coefficients are recalculated with 1
oddsratio .
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together with responding defensively [47]. We find strong evidence in our model that conversations
including the feature anxiety are more likely to be part of the r/climateskeptics community (see
Table 9). Hence, we find no evidence to reject our sixth hypothesis that the r/climateskeptics
community uses more anxiety cues in their conversations than the r/climate community. While it
might be that the r/climateskeptics community uses more anxiety cues, since they respond more
defensively to each other [47], see Figure 8b for an example, further research could be done to
explain why anxiety cues are more used in the r/climateskeptics community.

(a) r/climate using sadness (b) r/climateskeptics using anxiety

Figure 8: Part of conversations. (a) shows a r/climate conversation using sadness and (b) shows
a r/climateskeptics conversation using anxiety. Blue shows the sadness cues and red the anxiety
cues.

3.3.5 Time Orientation

Table 10 shows the results of the Time Orientation features. We find significant effects of present
and future focus (p ≤ 0.05). Conversations including present focus (is, today, am) or future focus
(will, soon) cues are more likely to be part of the r/climate community. In Figure 9a, a r/climate
speaker uses the present focus when talking about the current climate issues and future focus
when talking about climate issues that will arise in the future. In Figure 9b, it can be seen that
a r/climateskeptics speaker uses the present focus since the user is focusing on the validity of
the current climate science and not on the consequences that may happen in the future. It is
interesting that the odds ratio for future focus is higher than the present focus, which might
be connected with the r/climate community being more focused on future climate policies and
consequences.

Table 10: Feature coefficients and p-values of Time Orientation.
Highlighted features have p ≤ 0.05.

Features Coefficient Odds ratio p-value

Time 34. Past focus 0.00 1.00 0.99
Orientation 35. Present focus -1.38 3.98* 0.00
(TO) 36. Future focus -7.19 1329.84* 0.00

* The odds ratios of the negative coefficients are recalculated with 1
oddsratio .
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(a) r/climate (b) r/climateskeptics

Figure 9: Part of conversations using present and future focus. (a) shows a r/climate conversation
and (b) shows a r/climateskeptics conversation. Blue shows the present focus cues, green shows
the future focus cues.

3.3.6 Informal Language

Table 11 shows the results of the Informal Language features. We show that the r/climate
communitys uses more swear words (fuck, bullshit), netspeak (lol, btw) or assent (yup, cool).

It is not clear to us why the r/climate community uses more swear words. For example, Figure
10a shows how a r/climate speaker uses swear words to express how bad climate issues are, while
in Figure 10b another r/climate speaker uses swear words to express anger towards climate change
deniers. A previous study found that using more swear words is related to a lower agreeableness
[40], which may be a possible explanation. Another study found that echo chambers are correlated
to using less swear words [26]. This might explain why the r/climateskeptics community uses
less swear words, since it may act like an echo chamber [43]. However, further research could
investigate why the r/climate community uses more swear words and why it might be that the
r/climate community is less of an echo chamber.

Furthermore, we find a significant effect of nonfluencies (ah, er, hm). Conversations including
nonfluencies are more likely to be part of r/climateskeptics. A previous study argued that the
use of nonfluencies could correlate to an underlying uncertainty about the topic [42]. This is
interesting, since it contradicts the finding that the r/climateskeptics community uses more
certainty cues than the r/climate community (see Subsection 3.3.2). So, it is still unclear to us
why the r/climateskeptics uses more nonfluencies. In Figure 11, a r/climateskeptics speaker uses
nonfluencies to express sarcasm towards climate policies. Further research could be done on why
the r/climateskeptics community uses more nonfluencies.

Table 11: Feature coefficients and p-values of Informal Language.
Highlighted features have p ≤ 0.05.

Features Coefficient Odds ratio p-value

Informal 37. Swear words -5.96 389.32* 0.00
Language 38. Netspeak -6.90 989.07* 0.00
(IL) 39. Assent -2.36 10.58* 0.00

40. Nonfluencies 6.98 1070.36 0.00
41. Fillers 4.53 92.78 0.41

* The odds ratios of the negative coefficients are recalculated with 1
oddsratio .
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(a) r/climate (b) r/climate

Figure 10: Part of conversations using swear words. (a) and (b) shows a r/climate conversation.
Yellow shows the swear words cues.

Figure 11: Utterance of a conversation from the r/climateskeptics subreddit.
Green shows the nonfluencies cues.

3.3.7 Other Style

Table 12 shows the results of the Other Style features. While most Other Style features did have
a significant effect (p < 0.05), most of those did not have a large effect. Interrogatives show the
largest odds ratio, in which conversations including interrogatives are more likely to be part of
the r/climateskeptics community. Interrogatives are words that are associated to questions, e.g.
how, when, what. This feature differs from the feature direct question (part of the Politeness
Strategies). The feature direct question only accounts the cues where words like how or what are
at the beginning of a sentence, whereas the feature interrogatives also accounts these words when
they are used in the middle of sentences. An example of this can be found in Figure 12.

Table 12: Feature coefficients and p-values of Other Style. Highlighted
features have p ≤ 0.05.

Features Coefficient Odds ratio p-value

Other 42. Auxiliary verbs 2.6803 14.5902 0.000
Style 43. Common Adverbs -1.5087 4.5210* 0.000
(OS) 44. Comparisons -0.2238 1.2509* 0.627

45. Interrogatives 6.1136 451.9702 0.000
46. Numbers 2.3876 10.8872 0.001
47. Causation -0.8746 2.3979* 0.029

* The odds ratios of the negative coefficients are recalculated with 1
oddsratio .
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A previous study found that the use of more interrogatives was related to a higher perception
of truthfulness [31]. The r/climateskeptics community might try to deceive readers that what
they are saying is the truth. This may be a possible explanation on why conversations using
interrogatives are more likely to be part of the r/climateskeptics community. However, further
research could be done to investigate the relation between interrogatives and the r/climateskeptics
community.

Figure 12: Utterance of a conversation from the r/climateskeptics subreddit.
Blue shows the interrogatives cues.

3.4 Error Analysis

To gain an understanding of the behaviour of our model, we analysed cases in which the model
made large prediction errors. We analysed ten conversations that were classified with a high
predicted probability as r/climateskeptics, while they were actually r/climate conversations.
Furthermore, we analysed ten conversations that were classified with a high predicted probability
as r/climate, while they were actually r/climateskeptics conversations. From those, we manually
chose one wrongly classified r/climate conversation and one wrongly classified r/climateskeptics
conversation to illustrate why the model classified these wrongly.

First, the wrongly classified r/climate conversation i.e. predicted: r/climateskeptics, actual:
r/climate. In Figure 13, we show an utterance of this wrongly classified conversation. It might
not be unexpected that the model classified this conversation as r/climateskeptics instead of
r/climate. Figure 13 shows that it includes a lot of certainty cues, third person plural pronouns
and impersonal pronouns. These features were more likely to be part of the r/climateskeptics
community. Furthermore, the speaker of this utterance (Figure 13) tends to be more of a
r/climateskeptics user as this speaker has critique on the consensus on climate change. Further
research could focus on the different views in climate skepticism.

Figure 13: Utterance of a conversation that the model wrongly classified.
Actual: r/climate, Predicted: r/climateskeptics. Red shows the certainty
cues, blue the third person plural cues and green the impersonal pronouns
cues.

Second, the wrongly classified r/climateskeptics conversations, i.e. predicted: r/climate, actual:
r/climateskeptics. An utterance of this wrongly classified conversation can be found in Figure
14. The coloured features in Figure 14 show the features that were more likely to be part of the
r/climate community, and especially first person plural had a large odds ratio. The speaker in
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Figure 14 seems to be against the climate policies, such as the CO2 taxes. However, it also seems
that the speaker is not necessarily against climate action. This might indicate to the not so clear
common ground in climate skepticism [35].

Figure 14: Utterance of a conversation that the model wrongly classified.
Actual: r/climateskeptics, Predicted: r/climate. Red shows the swear cues,
blue the first person plural cues, yellow the present focus cues and green the
future focus cues.



4 Discussion

The goal of this thesis was to investigate how two opposing communities, r/climate and
r/climateskeptics, differ in the way they talk about climate change. We investigated this by
developing a logistic regression model using textual features.

We found that the r/climate community used more first person plural pronouns and words
related to gratitude and greeting in their conversations than the r/climateskeptics community.
Since the politeness strategies gratitude and greeting had a large odds ratio, it may indicate
that the r/climate community is more polite in their conversations than the r/climateskeptics
community. However, it is not clear to us why they use more words related to gratitude and
greeting than the r/climateskeptics community. Further research could be done to explain this
finding. The use of first person plural pronouns may lead to an increased group cohesion (i.e. the
degree that individuals feel connected and to which degree they want to achieve their group goals
[5]) [61]. It could be that the r/climate users use more first person plural pronouns to increase
their bond to fight climate change together.

Further, we found that the r/climateskeptics community used more second person pronouns,
third person pronouns and words related to certainty and anxiety in their conversations than
the r/climate community. It is not clear to us why the r/climateskeptics community uses more
second person pronouns. Further research could be done to investigate why the r/climateskeptics
community uses more second person pronouns. It might be that individuals who use third person
pronouns are more conscious of the out-group (i.e. the group that the individual does not identify
with [4]) [38]. This may indicate that the r/climateskeptics community is more conscious of
their opposing group (supporters of the consensus of climate change). More research could be
done to see why the r/climateskeptics community uses more third person pronouns. Previous
studies found that individuals who use certainty cues seek for information that is in line with
their points of view [13] and that those individuals are unlikely to change their points of view
when confronted with other information [49]. However, further research could be done on why
the r/climateskeptics community uses more certainty cues.

Our first limitation affects the use of more anxiety cues by the r/climateskeptics community.
We found that the anxiety category of LIWC also consists of the word stem alarm∗. Thus,
words like alarmism, alarmist and alarmists were counted as anxiety cues. Climate skeptics
label climate scientist and their opposing group as climate alarmists [36]. Climate alarmists are
(supposedly) individuals that blindly support the consensus of climate change [36]. We found
that 19002 r/climateskeptics conversations contained alarm∗ words, whereas only 1100 r/climate
conversations contained alarm∗ words. However, these words most likely did not capture anxiety,
but contributed a lot to the large odds ratio of the feature anxiety.

The second limitation involves the different views within the two communities. We expected
the r/climateskeptics community to have different views in their community, as it may be that
there is no clear common ground in climate skepticism [35]. However, it might also be that there
is not always a clear consensus in the r/climate community. An example can be seen in Figure
15. Therefore, further research could consider the different points of views of both communities
which may help with understanding both communities better.

Our third limitations is that the r/climateskeptics users also commented in the r/climate
community, and vice versa. We had 8552 r/climate speakers and 6600 r/climateskeptics speakers.
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Figure 15: Part of a conversation from the r/climate subreddit. Orange
shows the direct question cues.

In total there were 1034 speakers who were active in both communities. Since we classified
conversations, it might be that some conversations consisted of utterances of both opposing
sides of the consensus of climate change, which may have affected our model. Therefore, further
research could focus on classifying utterances rather than classifying conversations.

A fourth limitation involves the sociodemographic characteristics of Reddit users [3]. The
Reddit population is not comparable to the general population, which makes it harder to generalise
to the offline world. Reddit users tend to be younger than the general population and are mostly
male [3]. However, our findings are still relevant for further research on Reddit.

Another limitation is that we indirectly assumed that using more, for instance, politeness cues
reflects on a more polite conversation. Speakers might have quoted other speakers or articles,
which may included politeness cues. However, such quotes do not reflect on a more polite
conversation. The same can be said about the psychological processes features (anger, sadness
and anxiety). Therefore, further research could focus on the context in which those cues are used
instead of counting the number of cues per conversation.



5 Conclusion

This study investigated how the r/climate and r/climateskeptics community differ in the way
they talk about climate change. We developed a logistic regression model to classify which
community a discussion belongs to. We found various features that had a large effect in classifying
conversations. Our most important findings are that conversations including words related to
certainty, second person pronouns and third person pronouns were more likely to be part of the
r/climateskeptics community. Whereas conversations including first person plural pronouns and
words related to gratitude and greeting were more likely to be part of the r/climate community.
Our findings could improve chatbots in context of climate change. Such chatbots can be improved
with knowledge about the preferences and values of the user to stimulate conversation flow and
the engagement of the user [15]. The features that had a large effect in distinguishing r/climate
and r/climateskeptics conversations could be implemented in these chatbots. By doing so, the
chatbot may better distinguish between individuals that are climate skeptics and those that are
not. Thus, our finding may help the chatbot to give personalised answers depending on if it is
talking to a climate skeptic or not. Future work could consider focusing on the classification of
utterances of the two opposing communities. Distinguishing between utterances can help gaining
a deeper understanding of the online climate change discourse to counteract the polarisation.
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Appendices

A Coefficients and p-values of Final Model

Table A.1: Feature coefficients and p-values of Final Model

Features Coefficient p-value

Politeness 1. Deference 3.5807 0.000
Strategies 2. Gratitude -11.1348 0.000
(PS) 3. Indirect (greeting) -19.8985 0.024

4. Positive -3.1827 0.000
5. Negative 0.0775 0.813
6. Please -7.1605 0.260
7. Please (start) 2.4550 0.661
8. Hedges 1.2468 0.368
9. Indirect (btw) -0.8036 0.987
10. Factuality 4.5882 0.001
11. Apologising 1.3951 0.467
12. Direct question -6.1677 0.000
13. Direct start -1.1456 0.266
14. Subjunctive -7.1526 0.406
15. Indicative 22.4380 0.136

Psychological 16. Anger -0.3348 0.665
Processes 17. Anxiety 9.5519 0.000
(PP) 18. Sadness -2.1293 0.027
Pronouns 19. First person singular -0.5430 0.304
(Pron) 20. First person plural -11.5664 0.000

21. Second person 11.3630 0.000
22. Third person singular 8.1518 0.000
23. Third person plural 10.1942 0.000
24. Impersonal pronouns 1.3467 0.000
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Table A.1: (continued).

Features Coefficient p-value

Style (S) 25. Articles 3.0817 0.000
26. Certainty 9.7653 0.000
27. Conjunctions 0.9129 0.028
28. Discrepancy -4.3068 0.000
29. Negations 0.2134 0.660
30. Prepositions 0.6335 0.009
31. Quantifiers -0.4625 0.321
32. Tentative 2.3677 0.000
33. Insights 2.5035 0.000

Time 34. Past focus 0.0025 0.988
Orientation 35. Present focus -1.3823 0.000
(TO) 36. Future focus -7.1928 0.000
Informal 37. Swear words -5.9644 0.000
Language 38. Netspeak -6.8968 0.000
(IL) 39. Assent -2.3588 0.003

40. Nonfluencies 6.9757 0.000
41. Fillers 4.5303 0.411

Other 42. Auxiliary verbs 2.6803 0.000
Style 43. Common Adverbs -1.5087 0.000
(OS) 44. Comparisons -0.2238 0.627

45. Interrogatives 6.1136 0.000
46. Numbers 2.3876 0.001
47. Causation -0.8746 0.029
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