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ABSTRACT

Research on speech emotion recognition encounters the problem that the availability of well-

annotated corpora is scarce for many languages. In this research, a cross-lingual deep learning

approach is presented, in which a deep learning model is trained on English corpora annotated

with seven different emotional labels and tested on a Dutch corpus annotated similarly, originating

from a Dutch oral history archive. A one-dimensional multilayered convolutional neural network

architecture is used and tested during a mono-lingual speech emotion recognition experiment us-

ing the English corpora. Results show that the architecture used is capable of approximating the

state-of-the-art performance for mono-lingual speech emotion recognition, retrieving an average

accuracy of 0.585 during 5-fold cross-validation. Results on the cross-lingual experiment show

that cross-lingual speech emotion recognition is feasible across English and Dutch by retrieving a

well above chance accuracy of 0.311 on the Dutch corpus. These results enable future work to fur-

ther explore speech emotion recognition for Dutch by validating and enlarging the Dutch corpus

and to implement techniques reported to significantly improve performance on the cross-lingual

speech emotion recognition task from English to Dutch.

Keywords: CNN, Speech Emotion Recognition, cross-corpus.
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CHAPTER 1. INTRODUCTION

1.1 Introduction

The field of advanced human-computer interaction has been receiving increasing amounts of at-

tention as the demand for high-level implementations grows. Speech Emotion Recognition (SER)

is characterized as the process of recognizing emotion from audio signals, an important aspect

of human-computer interaction [22]. Machine learning for SER was originally approached using

traditional classification methods such as Hidden Markov Models and Support Vector Machines

[1515, 2121]. This focus shifted after significant improvements were made using deep learning tech-

niques [22]. Over the last years, several studies have been aimed at exploring deep learning ap-

proaches to improve the performance on SER. However, in contrast to more exploited area’s of

machine learning, such as computer vision [3333], little consensus exists among these studies, each

proposing fundamentally different deep learning architectures, such as recurrent neural networks

[3434], text-based convolutional neural networks [3131] and long short-term memory networks [22].

The performance of these individual architectures is heavily dependent on multiple factors, such

as the availability and complexity of well-annotated data and the number of emotions to be distin-

guished.

Generally, SER approaches attempt to classify emotional speech that is annotated by multiple

human annotators, due to the subjective nature of emotion perception [77]. Speech perceived as

emotionally ambiguous across annotators is usually discarded in the process. The number of emo-

tions to be recognized varies among research, ranging from positive/negative in early research

[1919], to six or more emotions, for which the standard set by Ekman is generally adopted [1010, 2525],

which consists of the emotions anger, happiness, fear, sadness, disgust and surprise. Recent work

often complements Ekman’s emotions with the label calm or neutral [44, 2424].

Current development in SER is heavily thwarted by limitations in the transcriptions and annota-

tions of datasets containing emotional speech, especially for languages other than English. These

limitations include the subjectivity of annotators and the general availability of datasets in lan-

guages less explored with machine learning techniques. Because emotional speech is a univer-
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sally more recognized phenomenon than language, the paralinguistic features of emotional speech

might enable machine learning methods to generalize better across languages [2020]. Although sig-

nificantly lower than mono-lingual SER results, research concerning cross-lingual SER methods

reports feasible results for several language combinations [1212, 2020, 2727].

Although quite some research has been aimed at cross-lingual machine learning across a wide

variety of languages, little attention has been paid to any combination containing the Dutch lan-

guage, as can be concluded from the cross-lingual machine learning overview provided by Feng

and Chaspari [1111]. The primary purpose of this study is to investigate whether cross-lingual SER

is feasible from English to Dutch, by training on English corpora and testing on a Dutch cor-

pus. Obtaining feasible results on this task will open possibilities for analyzing Dutch oral history

archives using machine learning methods, a process that is significantly thwarted by the limited

availability of Dutch annotated corpora. Analyzing whether cross-lingual SER is applicable for

analyzing Dutch oral history archives is a secondary goal of this study. To summarize, this study

will primarily attempt to show that cross-lingual emotion recognition is feasible across English

and Dutch emotional speech, without adaptation to Dutch, and secondarily that cross-lingual SER

is applicable for the analysis of Dutch oral history archives.

The English emotional speech is extracted from four corpora, built by actors uttering phrases with

one of seven basic emotions, which will be described in detail in the section on English Emotional

Speech. The Dutch emotional speech will originate from a Dutch oral history archive, the Dutch

Veterans Institute’s database, consisting of interviews with Dutch veterans about their military

experiences [3232]. The Dutch emotional speech data will be described in detail in the correspond-

ing section. An attempt will be made to produce feasible results on annotated data from Dutch

veteran interviews with a deep learning architecture trained on English SER datasets. Both the

primary and secondary purpose of this study will be served in this process, attempting to show the

feasibility of SER from English to Dutch as well as the applicability of cross-lingual SER to help

analyze oral history archives, such as the Dutch Veterans Institute’s database. The sidenote should

be made that, as is the case with the majority of English annotated datasets for the SER task, the

English data is gained by actors uttering phrases with a certain emotion, whereas the annotated

interviews in Dutch represent a more natural situation for data retrieval. Earlier research proved
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that a positive information transfer between acted and natural datasets exists [2525].

Ideally, This research will contribute to the relatively unexplored field of cross-lingual deep learn-

ing for SER between English and Dutch and will therefore be relevant for the fields of deep

learning and SER within the field of Artificial Intelligence. More specifically, this research might

contribute to the possibilities of deep learning to Dutch speech, which can be of assistance to fu-

ture attempts to apply advanced machine learning methods to problems concerning Dutch speech.

Exploring and annotating Dutch datasets with emotional speech will expand the availability of

Dutch SER datasets, therefore being possibly valuable for future research as well. A feasible SER

model will be able to highlight emotional sections of the interviews and might therefore be useful

for a wide variety of applications, such as an aid to summarize emotional moments in therapeutic

conversations or oral history archives.

1.2 Related Work

Cross-lingual machine learning for SER is relatively well-explored within the field of machine

learning. Several languages have been the topic of cross-lingual SER research in combination

with English. However, due to the limitations in available resources for many languages, research

for specific language combinations or combinations of some specific languages with English is

sparse. Despite the limited resources, several studies have aimed to explore cross-lingual machine

learning for SER on language combinations, for example, Japanese and English [2020], French and

English [2727], and any pair of German, Danish, Spanish, English, Romanian, Turkish and Man-

darin [1212]. These cross-lingual studies operate on valence and arousal rather than seven basic

emotions, but each report positive cross-lingual information transfer leading to above-chance per-

formance. The recent state-of-the-art cross-lingual research aimed at predicting Ekman’s seven

emotions, training on English corpora, and testing on corpora containing other languages, reports

macro F1-scores between 0.39 and 0.46 and accuracies between 0.40 and 0.50 [3535]. Related work

in other cross-corpus research shows the possibility of information transfer between acted datasets

and natural datasets for the SER task [2525]. Some effort has been made to produce Dutch corpora

for emotion recognition tasks, among which SER [66]. However, these resources appear to have

been insufficient to properly be used in a mono-lingual or cross-lingual study towards the SER

task on Dutch spoken data, of which very little to no related work exists.
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Mono-lingual work on SER is correspondingly well-explored, although even more dependent

on the availability of well-annotated corpora. Mono-lingual studies concerning Dutch speech

are scarce, in accordance with the availability of Dutch annotated corpora containing emotional

speech. However, due to numerous corpora containing emotional speech annotated in English,

several studies have aimed to reach state-of-the-art results, presenting the current state-of-the-art

performance and allowing comparison with these results. Such results are, among others, 0.887

on the RAVDESS dataset [88], 0.658 on the SAVEE dataset, 0.557 on the TESS dataset, and 0.658

on the CREMA-D dataset [2323]. These results are retrieved from an overview of SER methods

applied to different datasets [22]. The different datasets mentioned will be further examined in the

section on English emotional speech. Besides deep learning, some techniques tend to have a pos-

itive effect on performance on the mono-lingual SER task, such as gender differentiation [2626] and

attention mechanisms [2525].
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CHAPTER 2. METHODOLOGY

2.1 Model Architecture

For this study, a one-dimensional convolutional neural network (1D CNN) is trained on English

spoken emotional speech. The model architecture is largely adopted from Dmity Babko’s work on

SER [33], and follows the convolutional approach suggested by Neumann and Vu [2727]. The model

consists of five one-dimensional convolutional layers using the rectifying linear unit (ReLU) ac-

tivation function, respectively containing 512, 512, 256, 256, and 128 kernels, followed by a

flatten-layer and two dense layers. The final layer uses softmax as activation. Max pooling, with a

kernel size of five for the first four convolutional layers and a kernel size of three for the last convo-

lutional layer, is applied to simplify the output of each convolutional layer and reduce the required

computational time. Batch normalization is used after each layer to standardize the layer’s output.

As input to the 1D CNN, the zero-crossing rate (ZCR) and root mean square energy (RMSE)

were extracted as features. Additionally, the Mel-frequency cepstral coefficient (MFCC) was ex-

tracted to represent the audio signal itself, following the recommendations reported independently

by Ganchev et al. and by Dolka et al. on the appliance of MFCC for speech recognition purposes

[99, 1313]. These features were concatenated time-wise to form the input to the 1D CNN. The fea-

tures were extracted from audio fragments of a fixed length of 2.5 seconds. The audio fragments

were loaded using a sample rate of 22,050 frames per second. The first 0.6 seconds of each audio

fragment was ignored, due to silence at the beginning of most fragments. Each audio fragment of

2.5 seconds resulted in a time-wise concatenation of ZCR (108 features), RMSE (108 features),

and MFCC (2,160 features). Shorter audio fragments were padded at the beginning to reach a

length of 2.5 seconds. Each fragment contained 2,376 features upon entering the model.

2.2 English Emotional Speech

Four corpora of English emotional speech were used to prevent overfitting on a specific data for-

mat. The two main criteria used in the selection process were the free availability of the datasets

and the annotation with Ekman’s six emotions, which are happiness, sadness, fear, disgust, anger,

and surprise, complemented with a neutral or calm label. The four selected corpora meeting those
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criteria were TESS [2828], CREMA-D [55], RAVDESS [2222], and SAVEE [1616].

Dataset Number of utterances

TESS 2,800

SAVEE 480

RAVDESS 1,440

CREMA-D 7,442

TOTAL 12,162

Table 2.1: Number of utterances for
each corpus.

The number of utterances each corpus contains that are

annotated to be applicable to SER can be referenced

in Table 2.12.1. All utterances are concatenated to create

an English corpus containing 12,162 labeled audio frag-

ments.

The Toronto Emotional Speech Set (TESS) contains

2,800 utterances spoken by two actresses, aged 26 and

64. In each recording, one of the actresses speaks the

phrase “Say the word”, followed by a random sample of a set of 200 target words. Each recording

was made portraying one of seven emotions (anger, disgust, fear, happiness, pleasant surprise,

sadness, and neutral).

The Surrey Audio-Visual Expressed Emotion dataset (SAVEE) contains 480 utterances, recorded

by four actors in a neutral British accent, portraying seven emotions (anger, disgust, fear, happi-

ness, sadness, surprise, and neutral). The actors are postgraduate students and researchers at the

University of Surrey at the time of recording.

The Ryerson Audio-Visual Database of Emotional Speech and Song (RAVDESS) is a gender-

balanced multimodal database of emotional speech and song, consisting of 24 professional actors

who vocalize lexically matched statements in a neutral North American accent. The recordings

are labeled using seven emotions (calm, happy, sad, angry, fearful, surprise, and disgust). Each

recording in the resulting set was rated ten times on emotional validity, intensity, and genuineness

by 247 participants, resulting in 1,440 valid utterances labeled with emotional speech.

The Crowd-Sourced Emotional Multimodal Actors Dataset (CREMA-D) is constructed using 91

actors with diverse ethnic backgrounds. The seven categorical labels (happy, sad, anger, fear, dis-

gust, surprise, and neutral) used were annotated using crowd-sourcing, produced by 2,443 raters.

The dataset contains 7,442 recordings.
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To estimate the performance of state-of-the-art techniques on the corpus defined above, the

weighted average of the performance of state-of-the-art models on the individual dataset is cal-

culated based on the number of utterances each dataset contributed. The individual performances

used are accuracies of 0.887 on RAVDESS, 0.658 on SAVEE, 0.557 on TESS, and 0.658 on

CREMA-D [22]. Calculating the weighted average for these results leads to an estimation of state-

of-the-art performance on the corpus defined above, resulting in an accuracy of 0.661.

2.3 Dutch Emotional Speech

The corpus created to test the cross-lingual predictive ability of the model consists of audio frag-

ments with a duration of 2.5 seconds. These fragments were obtained from seven interviews with

Dutch veterans about their military experiences and missions, made freely available and summa-

rized by the Dutch Veteran’s Institute [3232]. Only interviews concerning relatively recent missions

(1970-present) were selected, preventing the possible corruption of the results due to old fash-

ioned use of language. Additionally, interviews were selected based upon expected emotionality

judged from the summary provided. Emotional parts of the interview were annotated by a single

annotator, the author of this study. Perceived ambiguousness in the emotional content of a frag-

ment led to exclusion of this fragment from the corpus. Both fragments spoken by the interviewer

and interviewee were annotated, due to the primary purpose of this study to attempt to show the

possibility of cross-lingual SER, which is likely to benefit from the increasing amount of variance

in the test data, resulting from annotating multiple speakers.

Finally, an attempt was made to estimate the emotion of the fragment, based on pitch and voice,

preventing linguistic features such as naming the emotion in the fragment from corrupting the cor-

pus (the case might present itself where a veteran explains his disgust using a humorous or happy

tone). Analyzing and annotating seven interviews resulted in 164 fragments with a duration of

2.5 seconds and relatively unambiguous emotional content, that were then stored using wav au-

dio format. Since the interviews were mainly directed at war experiences of veterans, containing

conversations about traumatic experiences, some emotions (anger and fear) were overrepresented

compared to others (surprise and disgust). Anecdotally, fragments containing surprise were almost

exclusively spoken by the person conducting the interview, reacting to a surprising statement of
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the veteran. Table 2.22.2 shows an overview of the number of fragments labeled with each emotion

for the Dutch veteran’s corpus.

Neutral Fear Angry Happy Sad Disgust Surprise
8 34 38 48 26 5 5

Table 2.2: Number of utterances annotated with each emotion for Dutch corpus.

2.4 Experimental Setup

A mono-lingual experiment will be conducted to provide a baseline. In this experiment, the En-

glish corpus will be used for both training and testing. To optimize hyperparameters, the model

will be trained ten times on a random sample of 72% of the English corpus. Further information

concerning these runs will be discussed in the hyperparameter section. A small random sample

of 8% is used as validation. The model will be tested against the remaining 20% of the corpus.

Since there is no predetermined distribution of train and test datasets, cross-validation (CV) will

be applied to evaluate the model performing best on the randomly sampled test dataset, to validate

results and prevent overfitting on a small portion of the corpus. Due to limited computational

resources, the CV will not be used to select the best-performing model. To serve the CV, the cor-

pus will be divided into five segments, resulting in 5-fold cross-validation. Each model will be

evaluated using the reported macro F1-score and accuracy. The best-performing model will be the

model with the highest F1-score. The F-measure, resulting in an F1-score, is defined as the har-

monic mean of the precision (true predicted positives divided by all predicted positives) and recall

(true predicted positives divided by all true positives), as shown in Formula 2.12.1. By calculating

the F1-score for the performance on each class, and averaging the result, the macro F1-score can

be obtained. The macro F1-score will be the measure of performance used in this study.

F =
(2PR)
(P+R)

[2929]. (2.1)

Previous research in machine learning methods applied to speech shows the importance of data

augmentation, introducing perturbations into the speech signal [1818]. In this study, the following

three augmentation techniques are applied to each fragment in the English corpora: a pitch shift

with a random rate [3636], the addition of white noise [1414], and a combination of these augmenta-

tions. Due to these augmentations, the dataset contains four times more fragments than the corpus
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itself, resulting in 9,730 test fragments, 38,918 train fragments, and 3,892 validation fragments,

randomly divided each run. To validate whether data augmentation is of importance for the mono-

lingual SER task, the best-performing model is tested against the original corpus, without data

augmentation, and the results on the test dataset are compared.

Figure 2.1: Pipeline of cross-
lingual experiment.

A cross-lingual experiment will be conducted to test the ability of

the model to transfer information between English and Dutch cor-

pora. During this experiment, the model will be trained several

times using the full English corpus, on which the data augmen-

tation described above is applied. The different runs for this ex-

periment will be described in detail in the hyperparameter section.

Each model will be tested against the Dutch corpus and evaluated

using the reported macro F1-score and accuracy. A pipeline of the

cross-lingual experiment is illustrated in Figure 2.12.1.

2.5 Hyperparameters

The following static hyperparameters are implemented. Each 1D

CNN model is implemented using Keras, the high-level Tensor-

Flow API [11]. The 1D CNN model is trained using stochastic gra-

dient descent for a maximum of 50 epochs. An early stopping metric is implemented monitoring

the validation accuracy with a patience value of 5 epochs, meaning the model will stop training

if no improvement is measured in the accuracy on the validation data for 5 epochs. The learning

rate is initially set to 0.001 (the default value for both optimizers that will be used in the 1D CNN

model) and is reduced using the ReduceLROnPlateau callback monitoring the validation accuracy

with a patience of 3 epochs and a factor of 2, meaning that if the validation accuracy does not

improve for 3 epochs, the learning rate is divided by a factor of 2. Both the early stopping and

the ReduceLROnPlateau method are implemented to prevent the phenomenon of overfitting that

is possibly occurring when the accuracy retrieved on the validation data during training stagnates

or decreases for multiple epochs.

The best-performing optimizer and batch size for the mono-lingual experiment on the English

corpus were selected experimentally by performing ten runs. As documented above, each run
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consists of training on 72% of the corpus while being validated on 8% and tested on 20%, which

are all sampled randomly from the corpus. Each run has a unique combination of the optimizers

Adam [1717] and RMSProp [3030], and the batch sizes 16, 32, 64, 128, and 256. Each run is eval-

uated using the F1-score, selecting the model with the highest F1-score, after which this model

is trained again on unaugmented data to test the positivity of the influence of the augmentation

methods used. The best-performing model is trained and evaluated using 5-fold cross-validation

to determine the final performance of the model.

The ten parameter combinations described above are applied to the cross-lingual experiment as

well, resulting in ten runs. The 1D CNN model is trained on the entire augmented English cor-

pus and tested using the F1-score and accuracy on the Dutch corpus. Since a clear separation

between the train and test dataset exists, cross-validation is redundant and an evaluation on the

test dataset suffices. The model with the highest reported F1-score on the Dutch corpus will be

marked as best-performing and the results of this model will be compared to the results of the

best-performing model resulting from the mono-lingual experiment. The difference between the

performance of the two best-performing models will be compared to the reported results of other

cross-lingual experiments mentioned in the introduction.
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CHAPTER 3. RESULTS

As mentioned above, the performance measure that will be used throughout all experiments is the

macro F1-score. A secondary performance measure used will be the accuracy (correct predictions

divided by all predictions), to be able to conclude more about the applicability of the reported

methods in real-world situations. The reported performance of the experiments will be compared

to a baseline defined by the performance of a model predicting emotions randomly for each frag-

ment. This corresponds to a macro F1-score and accuracy of respectively 0.143 and 0.143. These

values were found experimentally by performing five runs, consisting of one million randomly

predicted labels each, and calculating the corresponding F1-score and accuracy for each run. The

results from these runs were averaged to estimate the baseline performance.

3.1 Mono-lingual experiment

The results for the mono-lingual experiment are shown in Table 3.13.1. The model with the highest

performance is trained using an Adam optimizer and batch size of 256, scoring 0.6034 and 0.6030

F1-score and accuracy respectively. The decreasing loss and progressing accuracy while training

this model is visualized in Figure 3.13.1. To validate the positive influence of the augmentation

techniques used, this model is trained and tested again using the same parameters and corpora,

without using the data augmentation techniques. The resulting F1-score and accuracy for this

experiment are respectively 0.5986 and 0.6071, indicating that the data augmentation techniques

used, adding noise and changing pitch, have very little influence on the performance when applied

to the mono-lingual SER task on the English corpora.

To validate the performance of the highest-scoring model, a second experiment using 5-fold CV is

held, using the same parameters and data augmentation techniques as in the original mono-lingual

experiment. This experiment prevents the model from accidentally overfitting on the randomly

sampled train and test set. The 5-fold CV resulted in an average F1-score of 0.5852 and an aver-

age accuracy of 0.5846, proving the validity of the results reported in the mono-lingual experiment

for the model trained with an Adam optimizer and a batch size of 256. The average results of the

cross-validation exceed any single-run results reported in Table 3.13.1 except those from the similarly

trained model, therefore validating the choice for an Adam optimizer and batch size of 256. The
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Optimizer Batch Size F1-score Accuracy
Adam 16 0.5832 0.5835
RMSProp 16 0.5755 0.5739
Adam 32 0.5804 0.5794
RMSProp 32 0.5620 0.5640
Adam 64 0.5790 0.5765
RMSProp 64 0.5690 0.5679
Adam 128 0.5748 0.5771
RMSProp 128 0.5791 0.5767
Adam 256 0.6034 0.6030
RMSProp 256 0.5834 0.5837

Table 3.1: Results of mono-lingual experiment on English corpora.

Figure 3.1: Loss and Accuracy during training Adam optimizer with batch size 256.

results originating from the mono-lingual experiment and the cross-validation are congruent with

findings reported in related mono-lingual studies, which lead to an estimation of state-of-the-art

performance on SAVEE, TESS, RAVDESS, and CREMA-D of a weighted average accuracy of

0.661. A retrieved average accuracy resulting from the mono-lingual experiment of 0.5846 shows

a performance loss of approximately 0.076 when compared to an estimation of the state-of-the-art

techniques on SER for the specific corpora used (state-of-the-art reports 0.661, cross-validation

reports 0.585). A side note should be made that the state-of-the-art performance is estimated

based on the performance of state-of-the-art baselines on the individual datasets. Concatenating

the datasets might require the model to generalize better, therefore scoring slightly worse on the

individual datasets. This phenomenon might explain a portion of the gap between state-of-the-art

performance and that of the model created in the mono-lingual experiment. However, general-

ization might in this case be beneficial for the cross-lingual SER task, due to the large difference

between the train corpora and test corpus. Other possible explanations for the performance loss
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in the mono-lingual experiment can be sought in the architecture of the model used. Whereas the

mono-lingual experiment is limited to a relatively straightforward 1D CNN, state-of-the-art imple-

mentations use several additional performance-boosting techniques such as gender differentiation

and attention mechanisms. Those techniques were excluded from this research due to limitations

in time and resources, their absence possibly contributing to the performance loss between the

state-of-the-art techniques and the mono-lingual experiment. Finally, the results show the sur-

prisingly minimalistic effect of data augmentation techniques, causing insignificant changes in

F1-score and accuracy of the resulting model. Related work reports a positive influence of aug-

mentation techniques, among which the techniques used in this study, indicating a change should

be made in either the selection of the augmentation techniques used, or the implementation of

them.

3.2 Cross-lingual experiment

The results for the cross-lingual experiment, in which the model is trained on the English cor-

pora and evaluated on the Dutch corpus containing annotated fragments with emotional speech

in Dutch, are shown in Table 3.23.2. The Dutch corpus is annotated using seven basic emotions

(fear, anger, happiness, surprise, disgust, sadness, and neutral), correlating with an accuracy of

around 0.143 for random performance. The results in Table 3.23.2 indicate that most models trained

with a batch size lower than 128 perform above chance on the cross-lingual SER task, suggest-

ing a positive information transfer from English to Dutch corpora on the SER task. The model

trained using the RMSProp optimizer and 32 batch size is evaluated with an F1-score and ac-

curacy of respectively 0.252 and 0.311, suggesting cross-lingual training works to some extent,

performing approximately twice as high as chance. These results are congruent with state-of-the-

art cross-lingual research (F1-score 0.39-0.46 and accuracy 0.40-0.50) for the SER task on seven

emotions, although reporting significantly lower results. The model performs relatively well on

anger and fear, two of the well-represented classes in the Dutch corpus, performing significantly

above chance for both of them, therefore predicting significantly more than half of the fragments

labeled with anger or fear correctly. The model performed worse than chance on sadness and sur-

prise, predicting very little fragments labeled with them correctly.
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Optimizer Batch Size F1-score Accuracy
Adam 16 0.1838 0.1646
RMSProp 16 0.1174 0.1585
Adam 32 0.1738 0.1585
RMSProp 32 0.2517 0.3110
Adam 64 0.1945 0.1768
RMSProp 64 0.1720 0.1585
Adam 128 0.1561 0.1463
RMSProp 128 0.0990 0.1159
Adam 256 0.1126 0.1341
RMSProp 256 0.1265 0.1463

Table 3.2: Results of cross-lingual experiment, training on English and testing on Dutch emotional
speech.

The results of the cross-lingual experiment indicate a larger deviation from state-of-the-art per-

formance, which reports F1-scores between 0.39 and 0.46 and accuracies between 0.40 and 0.50,

whereas the cross-lingual experiment reports an F1-score of 0.252 and an accuracy of 0.311. Sev-

eral explanations for this performance gap can be forwarded. First of all, annotating emotional

speech is a highly subjective task, as mentioned in the introduction. Annotating emotional speech

is commonly done by multiple annotators, discarding any speech perceived as ambiguous among

them. Due to limitations in resources, the Dutch corpus in this study is annotated by a single

person, possibly resulting in subjectively labeled data that would otherwise have been discarded,

enlarging the difference between the English and Dutch corpora and complicating the cross-lingual

SER task for the model.

Secondly, the origin of the Dutch corpus, namely interviews with Dutch veterans, can be per-

ceived as imbalanced in the context of the SER task with Ekman’s seven emotions, due to the

emotionally imbalanced subjects discussed in them. Anger and fear appeared much more often

than surprise and disgust, resulting in a corpus containing much more fragments labeled with some

emotions than others, limiting the possibility to conclude the predictive ability of the model for

the primary purpose of this study, which is the feasibility of the cross-lingual SER task between

English and Dutch. However, emotionally imbalanced datasets will often occur in the analysis of

oral history archives, due to specific contexts these entail. Therefore, the ability to conclude about

the predictive performance of the model for the secondary purpose of this study might be enlarged

by the imbalance of the Dutch corpus.
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Finally, an information gap is caused by the origin of the corpora. The English corpora are con-

structed by actors uttering phrases with certain emotional content, whereas the Dutch corpus is

constructed under more natural circumstances. As mentioned before, positive information transfer

between acted and natural datasets is possible. However, this difference may enlarge the informa-

tion gap, and the assumption that this effect complicates the cross-lingual SER task between the

English and Dutch corpora is therefore justified.

However, despite these complications that might explain the difference in state-of-the-art perfor-

mance and the results of the cross-lingual experiment, the results indicate a positive information

transfer between the English and Dutch corpora. Whereas on chance performance would result in

respectively 0.143 and 0.143 F1-score and accuracy, the results show respectively 0.252 and 0.311

F1-score and accuracy, indicating the ability of the model to adapt to Dutch emotional speech

using only English emotional speech with a performance exceeding chance significantly.
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CHAPTER 4. CONCLUSION

The results on the mono-lingual experiment are concordant with state-of-the-art performance and

show the feasibility of the model to recognize English emotional speech, thus showing the ability

of machine learning techniques to recognize English emotional speech. The results of the cross-

lingual experiment show performance significantly worse than state-of-the-art and mono-lingual

performance. However, the performance of the model is significantly better than chance, showing

that cross-lingual SER is to some extend practicable between English and Dutch, therefore con-

firming the feasibility concerning the primary goal of this research. These results indicate numer-

ous possibilities for analyzing Dutch emotional speech, despite the absence of properly annotated

Dutch resources applicable to SER. The application of cross-lingual SER to analyze oral history

archives such as the database containing interviews with Dutch veterans should be treated with

more caution, as the performance of the model on the cross-lingual SER task might be insufficient

to be of proper assistance since most sections of emotional speech predicted by the model might

not correspond to the observations made by the human observer. However, the model is capable of

distinguishing emotions like anger and fear relatively accurately, and could therefore be of assis-

tance in recognizing sections of speech in which these emotions are numerous. Combined with the

existence of techniques reported to increase accuracy for the cross-lingual SER task that were not

implemented in this research, cross-lingual SER can certainly be an auxiliary tool for analyzing

Dutch oral history archives. In conclusion, this research reports positive results for cross-lingual

SER between English and Dutch and cautionary suggests the feasibility of cross-lingual SER for

analyzing Dutch oral history archives.

This outcome suggests multiple possibilities for future work on cross-lingual SER between En-

glish and Dutch. First of all, results would be more conclusive if the Dutch corpus would be

enlarged and validated by multiple human annotators, preventing individual subjectivity to influ-

ence the predictive ability of the model. Research could be aimed at building, validating, and

testing an expanded Dutch corpus for SER. Second of all, multiple techniques such as gender dif-

ferentiation and attention mechanisms report improvement on the SER task. Future work could

be aimed at exploring the effect of these methods on the cross-lingual SER task. Last of all, the

lack of improvement the data augmentation techniques yielded is contradictory to the findings of

16



related work and could be thoroughly examined in future work, to construct an augmentation set

improving performance on the SER task.
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