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Abstract

In recent years, various research fields have been incorporating machine learning techniques to
interpret high-dimensional data. Often, most of the information in such datasets is contained in a
small subspace of the data. General algorithms that find these subspaces are found but do not make
use of prior knowledge of the problem. An example of a situation where we have prior knowledge
about both the initial dataset and its relevant subset is found in Structural Equation Modeling,
where both sets are represented by positive semi-definite matrices. This study aimed to improve
the performance of these general algorithms on positive semi-definite matrices.

We first showed that the mathematical properties on which the general algorithms are based hold
in our constrained problem. We then derived both the optimality conditions of our problem and
a closed-form algorithm that can find the positive semi-definite decomposition. When comparing
the efficiency of our algorithm to its general counterpart, the results showed that our constrained
algorithm converges roughly 29% faster. This suggests that our algorithm performs significantly
better on the space of positive semi-definite matrices than the general algorithm does.
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Floor Eijkelboom 1 INTRODUCTION

1 Introduction

Given the recent developments in Machine Learning, various research fields are using techniques
based on analyzing high-dimensional datasets [1]. Employing such datasets is seen in many branches
of Artificial Intelligence, such as computer vision [11], face recognition [43] and deep learning
[44]. Direct applications have also been found, including in biology [21], sound engineering [20],
electromagnetism [35] and geophysics [27]. Such datasets are often hard to interpret, given the vast
amount of information that has to be processed. One way to better comprehend the properties of
these complex systems is to break them down into smaller parts that are easier to interpret.

Some systems can be represented by a matrix containing exactly the information the system has.
When modeling a social network, for instance, we can make a matrix representation of the intercon-
nections among people, by assigning each individual an index and letting the corresponding entry
of this matrix represent the strength of their relation. A neat consequence of representing a system
with a matrix is that a matrix can be decomposed into a sum or product of other matrices. If we
demand that the decomposition matrices obey certain properties, we can use them as indicators
for various characteristics of the initial matrix.

One type of matrix decomposition often used in statistics is one where we aim to decompose the
matrix into a sparse and low-rank component. This decomposition is used frequently because
the important information of high-dimensional datasets is often contained in a low-dimensional
subspace of the dataset. This is a consequence of the many dependencies that tend to exist between
the observed variables contained in the initial matrix. In this case, most of the data will have an
almost identical structure, which we can describe by filtering out the noise of the dataset. The
low-rank part of the decomposition then tells us which dependencies there exist. This process is
referred to as Sparse Low-Rank Matrix Decomposition (SLRMD).

It turns out, however, that SLRMD is NP-hard in general [38], which makes it infeasible to efficiently
find the decomposition that yields the lowest rank and sparsest components. A common way to find
a (near) solution to an NP-hard problem is to use an approximation algorithm. Such algorithms
have been used to study SLRMD, as seen in [45], [24] and [33], among others. In many statistical
models, however, we have prior information about the matrix we aim to deconstruct, which is
generally not used in approximating this decomposition. Having more information about the matrix
and which matrices can make up the decomposition can greatly narrow our search space.

An example of a situation where we have prior knowledge about the decomposition is in analyzing
causal relationships between a set of variables using Linear Structural Equation Models. In a
specific case of Linear Structural Equation Modeling, we know that the model itself consists of only
positive definite matrices and that the matrices making up the relevant decomposition are positive
semi-definite, as we will argue in chapter 2. Given that SLRMD searches over the space of matrices
in general, constraining the algorithm to consider only positive semi-definite matrices reduces its
search space.1 Since search space reduction is used as a common way to improve the performance
of algorithms [3], (e.g. [36]), we can use this constraint to our advantage.

The primary goal of this thesis is to redefine the approximation algorithms found to estimate
SLRMD by preserving the positive semi-definiteness of the matrix to be decomposed. To attain
this, we will first aim to improve the algorithms by only preserving the symmetry of matrices when
decomposed and then refine this improvement to preserve positive semi-definiteness as well.

We will study the mathematical foundations of SEM in chapter 2, to comprehend which conse-
quences are implied by both constraints. In chapter 3, we will examine if our problem constrained
by symmetry satisfies the conditions on which the approximation algorithms for SLRMD are based,
by studying the mathematics of convex optimization theory. In chapter 4 and 5, we will consider

1Appendix D addresses the validity of this claim.
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Floor Eijkelboom 1 INTRODUCTION

variations of gradient descent and lagrangian optimization respectively, two first-order classes of
approximation algorithms used to approximate SLRMD. To do this, the mathematics on which the
two classes rely will be extended in a way it can be applied to our problem. Having derived an
algorithm for the symmetric case, we will refine this algorithm to preserve positive semi-definiteness
in chapter 6. The performances of the two algorithms will be compared in chapter 7, in which the
methodology for the relevant experiments will be laid out.

Causal models are often used as a more interpretable alternative to ‘black-box’ machine learning
methods such as deep learning [41]. Given that the graphs that SEMs are based on grow expo-
nentially in the number of variables measured, this decomposition can help us understand causal
relations among a high-dimensional set of variables we would otherwise not be able to analyze. Im-
proving our understanding of such causal models can help us improve the explainability of machine
learning models, which is a property sought after extensively in the field of explainable AI [15].

The layout of the individual chapters is illustrative of the fashion in which this thesis came to
be. Rather than presenting the mathematics used as a theoretical background separate from our
problem, we opted to introduce a given piece of mathematics at the point it becomes relevant to the
problem. By doing this, it is always clear why the mathematics is introduced beforehand, instead of
explaining its relevance afterward. This approach made the piece a little unconventional, perhaps,
but all together easier to comprehend.

For the Humanities Honours Program, a supplementary element is included in the thesis. This
element consists primarily of a combination of a wide variety of mathematics, namely matrix
calculus, optimization theory, theoretical machine learning, abstract algebra, linear algebra, and
statistics. I chose to deepen my knowledge about these fields of research, for I wish to continue my
academic career by researching geometric deep learning, which combines many of the above fields
with insights from topology and differential geometry. Moreover, all the proofs in this work are my
own, together accounting for the additional element.

The basic definitions and mathematical preliminaries are summarized in appendices A, B and C.
To make the mathematics more comprehensible, matrices are denoted with bold, capital letters
(i.e. M), vectors are denoted as bold, lowercase letters (i.e. v), and scalars are denoted as normal,
lowercase letters (i.e. a). Random vectors will be denoted using the bold better ’X’ as follows:

X =

X1
...
Xn

 .
The implementation of the algorithms can be found at https://github.com/FloorEijkelboom/PSD-
SLRMD.
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2 Structural Equation Modeling

2.1 Introduction

Structural Equation Models (SEMs) are models used to study causal-effect relationships among
a collection of variables. To use SEM, a graph is constructed incorporating domain knowledge
the researcher has about the variables. The vertices in this graph correspond with the individual
variables measured, and the directed edges show which variables can have a causal effect on which
other variables. We refer to these variables as the measured variables and refer to this graph as
the path diagram.

Example 2.1. (inpsired by [12]): Fetal alcohol spectrum disorders (FASDs) are a collection of
conditions associated with newborns whose mothers consumed alcohol during pregnancy, estimated
to affect up to 9.1 of every 1000 baby born in the US and Canada [40] [32]. Let us imagine researchers
finding a significant negative correlation between the amount of alcohol consumed by the mother
and head size in newborns. A skeptical person might consider the possibility of both the alcohol
consumption and birth defect being caused by some confounding socio-economical influence. This
situation can be represented by the following graph in SEM:

X1 : Alcohol X2 : Head Size

U

Here, the exclusion of a directed edge from X2 to X1 implies that we are certain X2 has no causal
effect on X1. 4

The major assumption in linear structural equation modeling (LSEM), is that all the causal rela-
tionships are linear. That is to say, we assume that the variable X2 can be understood as a linear
combination of X1 and confounder U :

X2 = λ02 + λ12X1 + λu2U + ε2, (1)

where λij denotes the effect size of Xi on Xj , λ0i denotes the expected value of Xi and εi denotes
the the error term of Xi. Our goal in example 2.1 is to find λ12, quantifying the relationship
between alcohol consumption and head size.

In statistics, SEMs are especially useful when studying (social-scientific) concepts that are not
directly observable, such as the confounding variable mentioned in example 2.1. To study such an
unobserved variable, its presumed manifestations are observed and used as indicators. We refer to
this unobserved construct more generally as a latent variable.

Since we cannot directly measure this latent variable, it is not included in our graph explicitely. In
example 2.1, exluding U from our graph would imply that

X1 = λ01 + ε̃1 and X2 = λ02 + λ12X1 + ε̃2, (2)

where ε̃1 = λu1U+ε1 and ε̃2 = λu2U+ε2. Since both new error terms are affected by the confounder
U , we can indirectly observe the latent variable by measuring the covariances between the error
terms.

Let ωij the covariance between ε̃i and ε̃j (and thus, ωii the variance of ε̃i), and consider the following
graph:

X1 : Alcohol

ω11

X2 : Head Size

ω22
λ12

ω12

3
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In SEM, we aim to assign values to the edges in this graph, quantifying the studied relationships.

2.2 Formalizing SEM

Formally, we imagine having measured variables X1, ..., Xn, combined in random vector X. Let
G = (V,D,B) be a mixed graph with vertices V = {1, ..., n} such that i ∈ V represents Xi, together
with directed and bidirected edges D,B ⊆ V ×V. Then the LSEM consists of the joint distribution
of X and a random vector describing noise ε, such that Xi can be understood as

Xi = λ0i +
∑

j∈pa(i)

λjiXj + εi, i ∈ V,

where pa(i) denote the set of parents of i, i.e.

pa(i) = {j : (j, i) ∈ D}.

Given that we assumed our causal relationships to be linear, we can represent this set of equation
using matrix multiplication. Let Λ = (λij) ∈ R|V|×|V| denote the matrix of the unknown parameters,
such that

X = ΛTX + ε.

Bringing X to one side, we see that

X−ΛTX = (I−ΛT)X = ε,

and hence this system is solved when

X = (I−ΛT)−1ε = (I−Λ)−Tε, (3)

if I−Λ is invertible. The covariance matrix of the solution is given by

KXX = (I−Λ)−TΩ(I−Λ)−1, (4)

where Ω denotes the covariance of the error tems [12].

The goal in SEM is to find matrices Ω and Λ such that (4) holds for our observed KXX. However,
not all matrices Ω and Λ obey the assumptions made in graph G. In example 2.1 we know that the
head size of a new born has no effect on alcohol consumption during pregnancy, that is λ21 = 0.
In general, we want that if (i, j) 6∈ D, then [Λ]ij = 0. Please note that this does not imply that if
(i, j) ∈ D we assume λij 6= 0, for the directed edge only allows for a causal relationship and does
not require one. Hence the set of matrices Λ that are considered is

RD := {Λ ∈ R|V|×|V| | λij = 0 if (i, j) 6∈ D}. (5)

Moreover, as seen in (3), we want (I − Λ) to be invertible. If G is acyclic, we can always reorder
the vertices set V using the topological ordering defined on G such that I−Λ is invertible. Hence,
the set RD contains all possible matrices.

Moreover, we know that Ω is positive semi-definite, for all covariance matrices are. If a covariance
matrix is not strictly positive definite, however, the relationships between the variables are deter-
ministic, which is a property not desired in LSEMs in general. We, therefore, want our matrix Ω
to be positive definite. Similarily as in (5), we want ωij to be zero if Xi and Xj are not affected by
some confounder, that is

PD(B) = {Ω ∈ Sn++ : ωij = 0 if i 6= j and {i, j} 6∈ B}, (6)

where Sn++ denotes the set of n-dimensional positive definite matrices.

4
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The LSEM given by G is the set of all random vectors with multivariate normal distributions on
Rn, such that its covariance matrix as defined in (4) and its Λ,Ω obey (5) and (6), i.e.

MG = {(I−Λ)−TΩ(I−Λ)−1 : Λ ∈ RD,Ω ∈ PD(B)}. (7)

Ideally, we would have one matrix Λ and Ω such that this equation holds, hence only one value for
λij to quantify the effect of Xi on Xj .

2.3 Defining the Problem

In this thesis, a special type of SEM is studied. There are many applications of SEM where we
are predominantly interested in studying the latent variable itself [7]. When considering social-
scientific concepts we cannot measure directly, we can often imagine a set of associated measurable
indicators caused by this concept. E.g., the Epidemiological Studies Depression Scale (CESD) lists
talking less and frequent crying as indicators for depression [30]. In general, we can imagine some
latent confounding variable U being the cause of a set of aspects:

X1 X2 X3 X4

U

An interesting consequence of this graph, is that there are no directed edges between the observed
variables, and hence Λ = 0. This means that our entire model MG is defined by only the possible
covariance matrices Ω of the following graph G:

X1 X2 X3 X4

ω12 ω23 ω34

ω13 ω24

ω14

By the definition of LSEM as seen in (7), this implies that MG is itself a set of positive definite
matrices. Many positive definite matrices, however, do not correspond with the graph as given
above. If a matrix corresponds with this graph, we know it can be written as a matrix of rank
1 plus some diagonal matrix, where the diagonal contains the noise terms independent of the
confounder. The formal reason that any such matrix can be decomposed as such goes beyond the
scope of this thesis but is a direct consequence of the shape of the graph, implied by ‘vanishing
tetrads’ (see: [37]).

Given that the size of graphs grows exponentially in the number of vertices (i.e. in the number of
variables measured), we aim to decompose the observed covariance matrix into a sparse part and
a low-rank part. If this can be done in a way congruent to G, we know that our dataset can be
explained by one, confounding variable. Moreover, if this cannot be done, we know that our model
cannot be explained by one confounding variable.

In general, we have that all positive definite matrices are positive semi-definite matrices, and all
positive semi-definite matrices are symmetric matrices, i.e.

Sn++ ⊂ Sn+ ⊂ Sn ⊂ Rn×n.

Given that SLRMD searches over the space of matrices in general, constraining the algorithm to
consider only positive semi-definite matrices reduces its search space. In this thesis, we aim to make
use of this reduction and redefine the algorithms that exist for sparse low-rank matrix decomposition

5
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to perform better on positive semi-definite matrices. Given that making these sets more restrictive
makes them differ more from the space on which the SLRMD algorithms are defined, we aim to
first redefine these algorithms on Sn and then redefine this new algorithm on Sn+.

In the first case, we imagine a symmetric matrix C ∈ Sn formed by adding two symmetric matrices
A∗,B∗ ∈ Sn such that A∗ is sparse and B∗ is low-rank. Our goal is to find A∗,B∗ given C. We
refer to this process as Symmetric Sparse Low-Rank Matrix Decomposition (S-SLRMD).

In the second case, we can make use of the fact that B = LTL implies that B is positive semi-
definite, for some matrix L ∈ Rl×m (A.2). Formally, we imagine some matrix C ∈ Sn+ formed by
adding two positive semi-definite matrices A,B ∈ Sn+ such that A is sparse, and B = LTL for
some matrix L ∈ Rl×m, where possibly l = 1 if B is rank 1 (hence essentially being a vector).
We will refer to this version of SLRMD as Positive Semi-Definite Sparse Low-Rank Matrix
Decomposition (PSD-SLRMD).

Besides our main objective of deriving an algorithm to perform S-SLRMD and PSD-SLRMD, we will
also conduct a series of small-scale experiments evaluating the performance of our algorithms. We
hypothesize that the more constrained a problem is to the space of positive semi-definite matrices,
the better the algorithms finding positive semi-definite decompositions work. That is to say, we
expect our algorithms on PSD-SLRMD to work better on positive semi-definite matrices than those
defined for S-SLRMD, and S-SLRMD algorithms better than SLRMD algorithms. Moreover, we
will be looking at two types of algorithms to solve these problems, called Gradient Descent and
the Alternating Directions Method. Since the latter is generally considered as an improved version
of the former [17], we expect the Alternating Directions Method to perform better than gradient
descent.

In chapter 3, we will argue that S-SLRMD obeys the essential properties used in the SLRMD
approximation algorithms, hence allowing us to extend those algorithms to solve S-SLRMD.

6
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3 Convex Optimization

Mathematical optimization is the study of finding the best element from some set given some
criterion. Most often, such an optimization problem seeks to minimize or maximize some function,
called the objective function. The criterion, called the constraint, is often expressed as a set
of equalities and inequalities, called the constraints functions. This chapter aims to formulate
S-SLRMD as an optimization problem that is feasible to solve.

3.1 Formalizing Optimization Problems

Let f the objective function and gi and hj the inequality and equality constraint functions of some
arbitrary problem respectively. Our optimization problem in its most general form is

min
x∈D

f(x)

subject to gi(x) ≤ 0, i = 1, . . . ,m

hj(x) = 0, j = 1, . . . , r,

where D is the joint domain of the functions, i.e.

D = dom(f) ∩
m⋂
i=1

dom(gi) ∩
r⋂
j=1

dom(hj).

If some element x ∈ D satisfies all the contraints, we call that element feasible. An element
x∗ ∈ D is a solution to this problem if it has the smallest objective value among all feasible
elements. The value of f takes on in x∗ is denoted by f∗. We call the familly of all feasible
elements the feasible/constraint set, denoted as C, such that our problem becomes

min
x
f(x) subject to x ∈ C. (8)

3.2 Formalizing S-SLRMD

3.2.1 Defining the Constraint Set

Let C ∈ Sn be an arbitrary symmetric matrix we want to decompose. When considering pairs of
matrices (A,B), we ask ourselves which constraints ensure that such a pair is feasible for a given
matrix C. First, we know that is must be that A + B = C, giving use the equality constraint
function evaluating if A + B−C = 0. Moreover, we want A and B to be symmetric. Given that
C is symmetric, either A or B being symmetric ensures the other to be symmetric as well, given
the former constraint. We know that a matrix is symmetric if and only if the matrix is equal to its
transpose. Without loss of generality, we choose A to be incorporated in the feasible set to ensure
the symmetry, and hence we can add a constraint function evaluating if A−AT = 0 as the second
constraint.

We will write the tuple of two matrices as one column vector to emphasize that the two matrices
together form a single element of our constraint set, i.e.[

A
B

]
:= (A,B).

Combining the two constraints defined, we can define our constraint set as

CS-SLRMD = {
[
A
B

]
| A + B−C = 0,A−AT = 0}. (9)

7
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3.2.2 Defining the Objective Function

In order to find the point in our constraint set that is the solution to our problem, a metric of
sparsity for A and low-rankness for B is needed. In order to estimate the former, the support of a
matrix can be used. The support of a matrix is the set of all indices where the matrix contains a
non-zero value, i.e.

support(M) = {(i, j) | mij 6= 0}.

To ensure M is sparse, we would seek to minimize the cardinality of the support of A. Combining
this with the minimization of the rank of B gives us the following optimization problem:

min γ|support(A)|+ rank(B)

subject to

[
A
B

]
∈ CS-SLRMD

where γ ∈ R models the tradeoff between sparsity and rank. This problem, however, is still
intractable to solve [10]. A common way to make optimization problems tractable is to make the
problem convex [38], as is made use of in the major algorithms to solve SLRMD.

3.3 Convex Sets and Functions

3.3.1 Convex Sets

Let V be a vector space and let S ⊆ V . The closed line segment between two points s, t ∈ S is
the set of all points that lie on the line between s and t, i.e.

{θs + (1− θ)t : 0 ≤ θ ≤ 1}. (10)

We refer to the line segment between s and t excluding s and t as the open line segment. We
call a set S convex if all points on the closed line segments of any two points in S also lie in S.

Proposition 3.1. All linear (sub)spaces are convex sets.

Proof. Let S ⊆ V be a subspace of some vector space V and let u,v ∈ S. Since S is a subspace,
we know that θu ∈ S and (1− θ)v ∈ S for all θ ∈ R (A.3.c), and hence for θ ∈ [0, 1]. Using (A.3.b)
we see that θu + (1− θ)v ∈ S, which implies that the line segment is contained in S, proving the
proposition.

A consequence of this proposition is that Sn is convex, for it forms a vector space (A.6).

3.3.2 Convex Functions

To make use of the advantages of convexity in S-SLRMD, however, we need the objective function
itself to be convex as well. A function f is said to be convex if for any pair of points on f , the line
segment that connects these points lies above f . Formally, this implies that dom(f) is a convex set
and if for all x1, x2 ∈ dom(f) and 0 ≤ θ ≤ 1 the following inequality holds:

f(θx1 + (1− θ)x2) ≤ θf(x1) + (1− θ)f(x2). (11)

If this inequality is strict on the open line segment between x1 and x2, we call the function strictly
convex, implying the curvature is more than linear. We call a function f concave, if −f is convex.
A problem is called convex if the objective function, and thus the constraint set, is convex.

Proposition 3.2. All norms over vector spaces are convex functions.

8
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Proof. Let W be a vectorspace, let || · || : W → R be a norm. Using proposition 3.1, we know
that dom(|| · ||) is a convex set. Let u,v ∈ W and 0 ≤ θ ≤ 1. Given that norms obey the triangle
inequality (A.5.1.c), we know that

||θu + (1− θ)v|| ≤ ||θu||+ ||(1− θ)v||
= θ||u||+ (1− θ)||v||, (A.5.1.b)

which is what we wanted to show.

This is a neat result, for many matrix norms are defined in such a way that they are indicative of
certain properties of the matrix [4]. Which norms define the properties desired in S-SLRMD are
covered in 3.4.

3.3.3 Minima of Convex Functions

Arguably the most important property of a convex function is that any local minimum is a global
minimum. That is to say, if an algorithm finds a local minimum that is feasible, we are certain
that it has converged to the optimal value.

Formally, for some normed vector space V with corresponding norm || · || and function f : V → R
defined on V , we call v∗ ∈ V a global minimum of f if f takes on its smallest value in v∗, i.e.
for all feasible v ∈ V

f(v∗) ≤ f(v).

We define the ε−neighborhood N around some vector v ∈ V as all the family of points in ε
distance of v for some ε > 0, i.e.

N = {v′ ∈ V : d(v,v′) < ε}.

Moreover, we call xl ∈ V a local minimum of f if there exists some ε > 0 with an associated
neighborhood around xl such that f(xl) ≤ f(v) for all feasible v ∈ N .

Proposition 3.3. For any convex problem, all feasible local minima are global minima.

Proof. Let f be the convex problem associated with the convex problem. Moreover, let xl be a
feasible local minimum and let N be the neighborhood around xl for some ε > 0. Aiming for a
contradiction, we assume that there exists some feasible xm ∈ V such that f(xm) < f(xl) outside
the neighborhood.

Let 0 ≤ θ ≤ 1. We define
n = θxm + (1− θ)xl,

and hence n ∈ V . Since the problem is convex, we know that the constraint set is convex. Given
that xm and xl are feasible, the convexity of the constraint set implies that the point n must lie in
the contraint set as well, and hence n is feasible. If we imagine f applied to the points between xl

and xm, we know that the convexity of f implies that the function values in those points lie under
the line segment connecting xl and xm, i.e. for some 0 < θ < 1 we have that

f(n) = f(θxm + (1− θ)xl)

≤ θf(xm) + (1− θ)f(xl) (convexity)

< f(xl).

We note that n can be rewritten as

n = xl + θ(xm − xl),

9
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and hence by choosing θ arbirarily close to zero, we can ensure that n lies arbitrarily close to xl,
and thus we can ensure n ∈ N . However, that would imply there exists some feasible point n ∈ N
such that f(n) < f(xl), which is a contradiction. We conclude that all local minima are global
minimal.

We have now seen that any local minimum of some arbitrary norm defined on a vector space is
guaranteed to be a global minimum of that norm in that space. This is a useful result. If we can
show that the constraint set of S-SLRMD is convex, we can use the fact that S-SLRMD is defined
on a convex space and that we can use norms to characterize properties of matrices, which are also
convex, to construct a convex problem.

3.4 Relaxing the Problem

A relaxation of some problem is a similar problem that is easier to solve, that resembles the initial
problem. The main property the relaxation has to obey is that if some point is optimal for the
relaxed problem and feasible for the original problem, it has to be optimal for the original problem
as well.

To estimate sparsity, the `1-norm is used as an relaxation [4]. For some matrix, the `1 norm is
defined by the maximum of the sum of absolute values of the columns of that matrix, i.e.

||M||1 := max
j

m∑
i=1

|mij |. (12)

Moreover, to estimate rank, the nuclear norm is used as a relaxation [4]. This relaxation makes
use of the fact that the rank of a matrix is equal to the number of nonzero singular values (with
repetitions). The nuclear norm over some matrix is defined by the sum of all its singular values,
i.e.

||M||∗ :=

min{m,n}∑
i=1

σi(M). (13)

Using proposition 3.2, we know that || · ||1 and || · ||∗ are convex funtions. We can then use lemma
the following lemma to see that the linear combination of the individual norms is still a convex
function.

Lemma 3.4. Convex functions are closed under adition.

Proof. Let f and g be convex functions. We notice that

(f + g)(θx+ (1− θ)y) = f(θx+ (1− θ)y) + g(θx+ (1− θ)y)

≤ θf(x) + (1− θ)f(y) + θg(x) + (1− θ)g(y)

= θ(f + g)(x) + (1− θ)(f + g)(y),

which is what we wanted to show.

Thus, if CS-SLRMD is convex, we know that S-SLRMD can be relaxed to the following convex
optimization problem:

min γ||A||1 + ||B||∗

subject to

[
A
B

]
∈ CS-SLRMD.

(14)

Proposition 3.5. The constraint set CS-SLRMD is convex.

10
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Proof. See Appendix E.

In summary, we have shown that all vector spaces are convex, and hence is Sn. We could therefore
use the fact that all norms of vector spaces are convex functions, and norms can be indicative of
properties of matrices, to find a convex objective function for S-SLRMD. Lastly, we showed that
S-SLRMD is a convex set, making the entire problem convex, ensuring all feasible local minima are
global minima.

3.5 Characterizations of Convex Functions

In order to know whether some point is a local minimum of a convex function, we use the two
most important characterization of a convex functions, called the first and second order char-
acterizations. The first order characterization tells us that f lies above all the tangent lines in
the points on f . That is, if f is differentiable, then f is convex if and only if dom(f) is convex and
for all x, y ∈ dom(f), we have that

f(y) ≥ f(x) +∇f(x)T(y − x). (15)

It follows that any differentiable convex function is minimal when its gradient is zero.

The second order characterization tell us that if f is twice differentiable, then f is convex if and
only if dom(f) is convex and for all x ∈ dom(f) the Hessian is positive definite, i.e.

∇2f(x) ∈ Sn++.

In this thesis, first-order methods to solve S-SLRMD will be studies. The foundation of first-order
methods comes from gradient descent, which will be studied in the next section.

11
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4 Gradient Descent Methods

4.1 Gradient Descent

4.1.1 The Algorithm

Gradient descent is a first-order method for differentiable functions. Gradient descent makes use
of the fact that a function decreases fastest in the direction of the negative gradient, giving rise to
perhaps the most intuitive way to find the minimum of f : we start at some point x0 and then ‘take
a step’ of a given size in the direction of the negative gradient until we find the minimum, i.e.

xk+1 = xk − tk∇f(xk).

The rate of convergence of gradient descent is dictated by the choice in step size. If we choose t
too small, convergence will take too long. If we choose t too big, we might constantly overshoot
our minimum value when minimizing, making convergence not possible. Moreover, in standard
gradient descent, if we would choose t to be constant, we would have to find the perfect step size
for a given problem, which is often not viable. Although many methods that estimate the most
efficient step size in each iteration of the algorithm exist [29], they will turn out to not apply to
our specific problem.

4.1.2 Subgradients

When considering the gradient of the objective function of S-SLRMD, a problem arises: when
graphing any norm, one quickly learns that norms are not differentiable in all points. When
considering a point that lies a given distance from the origin, there are many ways to increase the
norm of this point optimally (i.e. every point that lies on some circle with a radius smaller than
the distance between the origin and the point increase the norm equally), which implies there is no
full derivative of any norm. This implies we cannot use regular gradient descent on our function to
optimize it.

Since our function is convex, however, we can use a generalization of the gradient - called a subgra-
dient, which gives us exactly enough information about the smoothness of the function to perform
gradient descent and comprable methods on [31]. A subderivative of a function in some point is
the set of all slopes of the tangent lines of the function in that point. We call the set of all slopes
of the tangent lines in some point that lie under our curve the subderivative of our function in
that point, i.e. a is a subgradient of f in p if

f(x) ≥ f(p) + a(x− p), (16)

for all x ∈ D (c.f. B). The subdifferential of f in p would be the set of all such a, denoted by
∂f(p).

Example 4.1. The absolute value is a convex function, which is non-smooth in the origin. The
lines through the origin with a slope between −1 and 1 are exactly the tangent lines in the origin,
implying that ∂|0| = [−1, 1]. 4

The partial subderivative of a multivariate convex function f in some point x with resepct to
xi (notation: ∂xif(x)) is the set of all subderivatives of f in x with resect to xi. Similar to (B),
the subgradient of f in some point x, denoted a ∂f(x), is the set of all vectors in which the ith
element is a subderivate of f in x with respect to xi, i.e.

∂f(x) = {

g1...
gn

 | gi ∈ ∂xif(x)}.

12
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A neat property of subgradients is that the subgradients of a differentiable function is the singleton
containing its gradient, that is ∂f(x) = {∇f(x)} for all points where f is differentiable. That is to
say, subgradients merely extend the definition of derivatives, hence we can speak of the ‘gradient’
of a non-smooth function. Moreover, our first order condition is preserved, for some point x∗ is a
global minimum of f if and only if zero is a subderivative of f in xx∗. Moreover, subgradients can
be scaled and added, giving us the following four properties of any subgradient:

(a) ∂f(x) = {∇f(x)}, if f is differentiable in x

(b) 0 ∈ ∂f(x) ⇐⇒ x is a global minimum of f

(c) ∂(af) = a∂f , if a > 0

(d) ∂(f + g) = ∂f + ∂g, where on the right hand side we have the Minkowski sum, i.e. for sets
A,B we have

A+B := {a+ b | a ∈ A, b ∈ B}.

To emphasize that partial subderivative of a differentiable function is the singleton containing the
regular gradient of that function, we write ∂f(x) = ∇f(x).

4.1.3 Subgradient Method

Revisiting gradient descent with subgradients gives us the so called subgradient method. For
some starting point x0, we use the following iterative scheme: we choose one of the subgradients of
f in xk, and take a step in the direction of the negative subgradient, i.e.

gk ∈ ∂f(xk)

xk+1 = xk − tgk.

One important consequence of using a single subgradient rather than the entire gradient is that
the subgradient method is not guaranteed to increase in the direction of the negative subgradient.
This is why we keep track of the best iterate, i.e.

fbestk = min
i=0,...,k

f(xi).

A major result by Shor proofs that if the step length chosen to update the step size is constant and
all subgradients have a Frobenius norm equal to one, the subgradient method converges arbitrarily
close to the optimum value [34], that is for all ε > 0 we have

lim
k→∞

fbestk − f∗ < ε.

Ensuring a fixed step length of size η is to say that the distance between the next point and current
point is equal to η, which is achieved when

tk =
η

||gk||F
,

as shown in [6].

4.1.4 Subgradient Projection Method

In many cases, such as S-SLRMD, we do not want to just minimize some function, but we want
to find a minimal element under a set of constraints. To ensure that after each iteration our new
point still lies in the constraint set of the problem, we use a projection function. A projection
function on some constraint set C (notation: PC) is a function that maps all points x ∈ D to some

13
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point x′ ∈ C. If C is a convex set, we know that any point projected on a convex set is closer to
every other point in the convex set than the original points were. That is if x gets projected on x′,
we know that for all points y ∈ C we have that

||x′ − y|| ≤ ||x− y||. (17)

The subgradient projection method makes use of this projection function, by projecting our
point xk+1 obtained in the regular subgradient method back onto C, giving us the following iterative
scheme:

gk ∈ ∂f(xk)

xk+1 = PC [xk − tgk].

4.2 Gradient Descent on S-SLRMD

4.2.1 Matrix Calculus

When doing multivariate calculus over spaces of matrices, it is common to combine the partial
derivaties of some function over matrices into new matrices. If we imagine some function f applied
to matrix X, we essentially consider a multivarite function and hence we can compute its partial
subderivatives. We combine these partial derivatives into a new matrix, which we refer to as the
gradient of f , such that the i, jth entry is the partial derivative with respect to xij , that is

∂f(X) =


∂f

∂x11
...

∂f

∂x1n
...

. . .
...

∂f

∂xn1
...

∂f

∂xnn
.

 (18)

We add a subscript to the ‘∂’ to indicate to which matrix the gradient is computed when a function
is defined over multiple matrices. If a function is defined over multiple matrices, we denote the
gradient as a tuple of matrices, corresponding to the partial derivative to the entries in each matric,
i.e.

∂f(X,Y) =:

[
∂Xf
∂Yf

]
.

An elegant consequence of combining the partial derivatives of a function over matrices in a new
matrix, is that many matrix derivates can be computed very straightforwardly, as seen in the
following lemma.

Lemma 4.1. The following matrix derivative rules hold:

(a) ∂Atr(ZA) = ZT

(b) ∂Atr(ATZ) = Z.

(c) ∂Atr(ATA) = 2AT.

Proof. See Appendix E.

4.2.2 Subderivative of S-SLRMD

Using the definition of a subgradient, we see that for some normed vector space V with correspond-
ing norm || · ||, any matrix G is a subgradient of that norm in point A if and only if

〈G,B−A〉 ≤ ||B|| − ||A||, (19)

14



Floor Eijkelboom 4 GRADIENT DESCENT METHODS

where 〈·, ·〉 denotes the standard inner product as defined in (A.6). Given that (19) does not give
us a simple way of computing any subgradient, we will derive the subgradient of our objective
function directly.

To find the subgradient of our objective function as defined in (14), we can make use of the linearity
of the subgradient:

∂(γ||A||1 + ||B||∗) = γ∂||A||1 + ∂||B||∗.

We know that the `1-norm considers the maximum of the sum of absolute values for each column.
Given that the absolute has a smooth linear increase when it considers values greater than zero,
and smooth linear decreases for values smaller than zero, the derivative of the absolute value is
defined for all entries unequal to zero, i.e.

d|x|
dx

=

{
−1 x < 0

1 x > 0
= sign(x).

Moreover, we know from (4.1) that ∂x|0| = [−1, 1]. Hence any subgradient S ∈ ||A||1 will be of the
form {

sij = sign(aij) aij 6= 0

sij ∈ [−1, 1] aij = 0
.

Since S ∈ Sn, the entries sij are equal to sji for the uniform choices. Moreover, we make sure to
normalize S when doing any computations to ensure convergence. A simple way to compute that
subderivative of the `1 norm is to imagine S = sign(A) + Q, where Q and A have disjoint support
(i.e. aij is zero if and only if gij is not) and ||Q||∞ ≤ 1 [24], where

||M||∞ := max
1≤i≤m

n∑
j=1

mij .

In our case, we extend this definition to the symmetric case, giving us

∂A||A||1 = {sign(A) + Q, where Q = QT, ||Q||∞ ≤ 1, supp(A) ∩ supp(Q) = ∅}. (20)

It is shown by [39] that the subgradient of the nuclear norm of some matrix B is

∂||B||∗ = {UVT + W : σmax(W) ≤ 1,UTW = 0,WV = 0}, (21)

where B = UΣVT is the SVD of matrix B. If W = 0, it is easy to see that

UVT ∈ ∂||B||∗, (22)

but other elements of this set are computationally heavy to compute.

Hence, we now that the subgradient of S-SLRMD is given by

∂(||A||1 + ||B||∗) = {
[
G1

G2

]
| G1 ∈ ∂A||A||1,G2 ∈ ∂B||B||∗},

as defined in (20) and (21).
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4.3 Redefining S-SLRMD

Given that the subderivative of the nuclear norm cannot be computed effieciently, we aim to replace
it with a simpler expression that has a simpler derivative. To find this expression, we use the rank
factorization of matrix B, which makes use of the fact that every matrix M ∈ Rm×n of rank r can
be decomposed into M = LRT, such that L ∈ Rm×r and R ∈ Rn×r. Using the approach suggested
by [24], we can rewrite the nuclear norm, and therefore our problem, as follows:

min γ||A||1 +
1

2
(||L||2F + ||RT||2F)

subject to

A
L
R

 ∈ C′S-SLRMD,
(23)

where C′S-SLRMD is the new constraint set, substituting B = LRT in (9), i.e.

C′S-SLRMD = {

A
L
R

 | A + LRT −C = 0,A−AT = 0}, (24)

and ||M||F denotes the Frobenius norm (A.6). The argument that C′S-SLRMD is convex is identical

to the argument that CS-SLRMD is. In line with this approach, it holds that if some point

A
L
R

 is

the optimum of (23) we find B by B = LRT.

A major advantage that (23) has over our previous definition (14), is that the partial subderivatives
with respect to L and R are straightforward to compute. Given that ||M||2F = trace(MTM), we
can use lemma 4.1.c to see that

∂L(γ||A||1 +
1

2
(||L||2F + ||RT||2F)) = LT

and

∂R(γ||A||1 +
1

2
(||L||2F + ||RT||2F)) = R.

We can now compute the gradient S-SLRMD, resolving the issue.

We can thus implement subgradient descent, by updating A,L,R in the directions of their negative
gradients. Let for some objective function f , the step size of the subgradient step of the derivative
with resepct to matrix M be denoted as tMk , i.e. for some η > 0 we have

tMk :=
η

||gM
k ||F

, gM
k ∈ ∂Mf.

To ensure, however, that our new point lies in CS-SLRMD, we need to find a projection function.

4.3.1 S-SLRMD Projection

To project our new point back onto our constraint set, we consider two methods. First, we note
that C′S-SLRMD is the intersection of the two constraint functions seperately, i.e.

C′S-SLRMD = C1 ∩ C2,

where C1 = {

A
L
R

 | A + LRT −C = 0} and C2 = {

A
L
R

 | A−AT = 0}.
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An important result by [2] tell us that if we can split a constraint set into multiple sets, that using
the average projection of the individual parts is a valid approach to finding the projection of the
combined set, i.e.

PC′SSLRD
(x) =

1

2
(PC1(x) + PC2(x)).

This approach is referred to as the averaged projections method.

A second method often used when is it possible to split the constraint set is Dykstra’s projection
algorithm.2 Dykstra’s algorithm presribes to perform the project after one other, that is

PC′SSLRD
(x) = PC1(PC2(x))),

as proposed in [8]. A major advantage of splitting the two constraint sets is that the projections
on singular constraints are simpler than on combinations of constraints.

To project the point back onto C2, we simply have to find the closest symmetric matrix to A. We
know that for any matrix X it holds that X+XT is symmetric (A.1). Moreover, it has been shown
by [13] that 1

2(X + XT) is the closest symmetric matrix to X.

We now need to ensure that that two subgradients add up to the matrix we are trying to decompose.
We do this by imagining A and R fixed, and finding the corresponding L that ensures that A +
LRT −C = 0. Since

A + LRT −C = 0 ⇐⇒ LRT = C−A ⇐⇒ L = (C−A)R−T,

we find
PC1(A,L,R) = (A, (C−A)R−T,R).

This gives us the Dykstra’s projection

PC1(PC2(A,L,R)) = PC1(
A + AT

2
,L,R) = (

A + AT

2
, (C− A + AT

2
)R−T,R),

and average projection

1

2
(PC1(A,L,R) + PC1(A,L,R)) = (

3A + AT

4
,
(C−A)R−T + L

2
,R).

We can now implement a projected subgradient method for S-SLRMD. We will use the same initial
values as [24], letting A0 = 0 and L0 = UΣ

1
2 ,R0 = VΣ

1
2 , where B = UΣVT is the singular value

decomposition of B.3 This gives us the following algorithm:

Algorithm 1: Subgradient Descent - S-SLRMD

A0 = 0;

UΣVT = B, L0 = UΣ
1
2 ,R0 = VΣ

1
2 ;

while not converged do
Ak+1 = Ak − tA

k γ(A′), A′ ∈ ∂A||Ak||1 ;
Lk+1 = Lk − tL

kLT
k ;

Rk+1 = Rk − tR
k Rk ;

(Ak+1,Lk+1,Rk+1) = PC′(Ak,Lk,Rk) ;

end
A← Ak, B← LkRT

k .

2Not to be misakten for Dijkstra’s algorithm.
3Even though this implies that L and R are not symmetric, we know that after one iteration our new matrices

will be projected on Sn.
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Having worked our way through defining gradient descent on S-SLRMD, a reasonable next class of
algorithms to consider are the penalty methods. Penalty methods are one of the most used kinds of
methods in constraint optimization theory and form the basis for one the most efficient first-order
methods known to solve SLRMD: the alternation directions method.
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5 Lagrangian Methods

5.1 Penalty Methods

A penalty method is an algorithm that characterizes itself by incorporating the constraints of the
original problem in its objective function, making it no longer necessary to consider our constraint
set explicitly [28]. A quadratic penalty is often used, to make sure that greater deviations from the
solution to be punished harder than points that lie near the solution. Moreover, using the square of
the constraint as an additional term, makes sure that all deviations increase the objective function.

In general, if we have some problem with some objective function f and equality contraints functions
gi, we can rewrite the problems as follows:

min f(x) + ξ

n∑
i=1

(gi(x))2, (25)

where ξ indicates the ‘importance’ of the violation. Given that for some feasible point xf we have
that gi(xf ) = 0, the problem reduces to our originial problem if xf is feasible, i.e.

f(xf ) + ξ(
n∑
i=1

gi(xf ))2︸ ︷︷ ︸
=0

= f(xf ). (26)

It is important to note that therefore transforming our problem into a penalty problem does not
change the solution to the problem.

In the case of S-SLRMD, we have our constraint set as defined in (24), containing only equality
constraints. Given that two matrices M,N are equal if M−N = 0, we can quantify the diviation
of M with respect to N by taking the size of their difference, i.e. ||M−N||F. Rewriting (25), we
can rewrite S-SLRMD as

min γ||A||1 +
1

2
(||L||2F + ||RT||2F) + ξ(||A + LRT −C||2F + ||A−AT||2F). (27)

Please note that any algorithm minimizing (27) does not need to be projected onto C′S-SLRMD, for
the optimum value found is guaranteed to satisfy the constraints as argued in (26).

A major issue quadratic methods can have when being minimized is that the problem becomes
ill-conditioned when the quadratic term gets added. A problem is called ill-conditioned if a small
change in the input can cause a large change in the output, making it difficult (or impossible) to
find a solution [5].

5.2 Lagrangian Relaxation

5.2.1 Lagrangian

The key property we will make use of to improve our algorithm, is that the gradient of the objective
function is parallel to the gradient of the constraint function in a point if and only if that point is
an optimal point, i.e.

∇f(x∗) = λ∇g(x∗), (28)

where λ is called a lagrange multiplier. We define a new function L, called the Langrangian,
incorporating this fact:

L(x, λ) = f(x) + λg(x). (29)

By a similar argument as in (26), we see that the Langrangian operates as a relaxation for the
original problem. Moreover, given that the constraints are added linearly, taking the derivative of
Lagrangian becomes straightforward.
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In general, the Lagrangian of an optimization problem is the weighted linear combination of the
objective function and its contraint functions, that is

L(x,λ) = f(x) +
m∑
i=1

λigi(x), (30)

for the Lagrangian Multiplier vector λ.

Let Λ,K denote our lagrangian multipliers for the first and second constraint respectively and let
〈M,N〉 denote the standard trace product used for square matrices, i.e.

〈M,N〉 = tr(NTM).

Given the objective function and constraint set as defined in (23) and (24) respectively, we find
that the Lagrangian of S-SLRMD is

L(A,L,R,Λ,K) = γ||A||1 +
1

2
(||L||2F + ||RT||2F ) + 〈Λ,A + LRT −C〉+ 〈K,A−AT〉. (31)

5.2.2 Augmented Lagrangian

An algorithm combining the penalty method and the lagrangian is the Augmented Lagrangian
Method (ALM), as first discussed by [17]. Adding the quadratic penalty to the Lagrangian makes
sure that optimizing the Lagrangian becomes feasible even when we can not compute its derivative,
by making the problem strongly convex. Adding a quadratic penalty for the violation of each
equality contraint gi, we define our Augmented Lagrangian as follows:

LA(x,λ) = f(x) +
n∑
i=1

λigi(x) + ξ
n∑
j=1

(gj(x))2. (32)

Implementing a method using the augmented lagrangian is often a feasible approach to solve a
constraint optimization problem, for the augmented Lagrangian is a smooth function, making it
straightforward to differentiate and has the advantages as mentioned after (29).

Combining (27) and (31), we can express S-SLRMD as the following augmented lagrangian:

LA(A,L,R,Λ,K, ξ) = γ||A||1 +
1

2
(||L||2F + ||RT||2F ) + 〈Λ,A + LRT −C〉 (33)

+ 〈K,A−AT〉+
ξ

2
(||A + LRT −C||2F + ||A−AT||2F ).

5.3 Algorithms

5.3.1 Derivative Lagrangian S-SLRMD

First-order methods, as mentioned in chapter 3.5, make use of the gradient. In order to find the
subgradient of (31), we need to find the subderivatives of the new terms 〈Λ,A + LRT −C〉 and
〈K,A−AT〉 with respect to A,L and R.

Proposition 5.1. ∂A〈Λ,A + LRT −C〉 = Λ.

Proof. Using the defintion of the inner product, we know that

〈Λ,A + LRT −C〉 = tr((A + LRT −C)TΛ).

Furthermore, using the properties of the trace, we see that

tr((A + LRT −C)TΛ = tr(ATΛ) + tr(RLTΛ)− tr(CTΛ).
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Given that only the first term depends on A we get, using lemma (4.1), that

∂A〈Λ,A + LRT −C〉 = ∂Atr(ATΛ) = Λ,

which completes the proof.

By a similar argument, we find

∂L〈Λ,A + LRT −C〉 = ΛR and ∂R〈Λ,A + LRT −C〉 = ΛTL.

To find the subgradient of the second term, we again use the properties of the trace to deduce that

tr((A−AT)TK) = tr(ATK)− tr(AK),

and hence
∂A〈K,A−AT〉 = K−KT.

Hence we find our optmiality conditions for the Lagrangian of S-SLRMD:

∂L(A,L,R) = 0 ⇐⇒


0 ∈ γ∂A||A||1 + Λ + K−KT

0 = LT + ΛR

0 = R + ΛTL

(34)

Moreover, since our problem is convex, we know that ∂L = 0 if and only if the algorithm is
converged, and hence has found the optimal decomposition.

5.3.2 Derivative Augmented Lagrangian S-SLRMD

To find the subgradient of (33), we need to find subgradients of the two quadratic terms.

Proposition 5.2. ∂(||A + LRT −C||2F) = 2

 A + LRT −C
(A + LRT −C)R
(A + LRT −C)TL

 .
Proof. See Appendix E.

By a similar argument, we find that

∂||A−AT||2F = 0,

giving us the following optimality condition for the subgradient of the augmented lagrangian of our
problem:

∂LA(A,L,R) = 0 ⇐⇒


0 ∈ γ∂A||A||1 + Λ + K−KT + ξ(A + LRT −C)

0 = LT + ΛR + ξ(A + LRT −C)R

0 = R + ΛTL + ξ(A + LRT −C)TL

(35)

5.4 Alternating Directions Method

An efficient method to solve augmented lagrangian optimization problems given their gradients
is the Alternating Directions Method. The Alternation Directions Method (ADM) splits the
minimization process up into separate parts which are solved separately [14]. In the case of S-
SLRMD, the optimization process would be split into three parts, updating A,L and R one after
another. To make ADM efficient, however, we need to find closed forms for the updates.
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We know that our problem is converged when (35) holds. Using that optimality condition, we can
find three closed-form expressions, corresponding to updates to A,L and R that would ensure that
the subderivative to the given matrix is zero. ADM decreases Λ,K proportional to the size of the
corresponding constraint violation, to ensure the algorithm converges as quickly as possible.

Proposition 5.3.

∂LA(A,L,R) = 0 ⇐⇒


A = S γ

ξ
(C− LRT + Λ+K−KT

ξ )

L = (−Λ− ξ(A−C))R(I + ξRTR))−1

R = (−Λ− ξ(A−C))TL(I + ξLTL))−1

, (36)

where Sα denotes the soft thresholding function, as defined in (44).

Proof. See Appendix E.

For S-SLRMD, we can update now update A, L and R one after another until convergence. After
each iteration, ADM determines how far the new point lies from the constraint set by updating
the size of Λ and K. The ‘severity’ of this error is dictated by the paramter δ, which acts as a
multiplier for the violation. Following a similar argument as in subgradient descent, our initial
values are again given by the SVD of B. Coming these results gives us the following algorithm
S-SLRMD, which we will refer to as ADM-S:

Algorithm 2: ADM-S

A0 = 0, Λ0 = 0, K0 = 0;

UΣVT = B, L0 = UΣ
1
2 ,R0 = VΣ

1
2 ;

while not converged do

Ak+1 = S γ
ξ
(C− LkRT

k +
Λk+Kk−KT

k
ξ ) ;

Lk+1 = (−Λk − ξ(Ak+1 −C))Rk(I + ξRT
k Rk))−1 ;

Rk+1 = (−Λk − ξ(Ak+1 −C))TLk(I + ξLT
k Lk))−1 ;

Λk+1 = Λk − δ(Ak+1 + Lk+1RT
k+1 −C);

Kk+1 = Kk − δ(Ak+1 −AT
k+1);

end
A← Ak+1, B← Lk+1RT

k+1.

We have successfully found an algorithm to find a symmetric sparse low-rank decomposition of a
given symmetric matrix. Its performance will be evaluated in chapter 7.

The next chapter will consider how we can use the results found for S-SLRMD in the case of
PSD-SLRMD.
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6 PSD-SLRMD

Having defined ADM for S-SLRMD, we aim to do the same for PSD-SLRMD. To do this, we will
follow the same approach as done in S-SLRMD, i.e. proving that PSD-SLRMD can be relaxed to
a convex problem, finding the optimality conditions, and associated closed-form updates.

6.1 Convexity of PSD-SLRMD

When relaxing our objective function, we will find that it is equivalent to the objective function
of S-SLRMD, for we still aim to decompose our given matrix into some matrix A which is sparse,
and B which is low-rank. The main difference is that in PSD-SLRMD, we imagine a positive semi-
definite matrix C decomposed into positive semi-definite matrices matrix A and B, rather than
just symmetric matrices. We will first prove that our reduced search space is also convex.

Proposition 6.1. The set of positive semi-definite matrices is convex.

Proof. Let M,N ∈ Sn+. We know S is positive semi-definite if and only if for all x ∈ Rn we have
that xTSx ≥ 0. We notice that for some 0 ≤ θ ≤ 1 we have that

xT(θM + (1− θ)N)x = θxTMx + (1− θ)xTNx

≥ 0,

implying that Sn+ is convex.

This result helps us in two ways. First, combining the facts that the objective function of S-SLRMD
is convex (14), and the objective function of PSD-SLRMD is the same fuction as in S-SLRMD
but over a restricted domain, which is convex as well, we know that the objective function of
PSD-SLRMD is convex. Moreover, we can quite straightforwardly prove that the corresponding
constraint set of PSD-SLRMD is convex, as well. To prove this, we will use the following lemma:

Lemma 6.2. The set of positive semi-definite matrices is closed under addition.

Proof. Let M,N ∈ Sn+. By definition, we know that xTMx ≥ 0 and xTNx ≥ 0 for all x ∈ Rn.
Hence we see that for all x ∈ Rn, we have that

xT(M + N)x = xTMx + xTNx

≥ 0,

which proves our lemma.

Proposition 6.3. The constraint set CPSD-SLRMD is convex.

Proof. Similar to before, we know that the constraint set of PSD-SLRMD is given by

CPSD-SLRMD = {
[
A
B

]
| A + B−C = 0 and A ∈ Sn+}.

By lemma 6.2, we to that A and C being positive semi-definite ensures B to be positive semi-
definite as well. Using lemma E.1, we know that the the intersection of the sets of the individually
constraints is itself convex. Moreover, we know by proposition 3.5 that the set corresponding with
the first constraint set is convex, and by proposition 6.1 that the set corresponding with the second
constraint set is convex as well, finishing our proof.

Given that both the objective function and the constraint set of PSD-SLRMD are convex, we have
successfully rewritten PSD-SLRMD as a convex optimization problem.
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6.2 Algorithms for PSD-SLRMD

6.2.1 Subgradient Descent

Given that our objective function has not changed, our subgradient method does not change either,
besides the projection used. Using the average projection method and Dykstra’s method, we aim to
find a projection of a matrix to the closed positive semi-definite matrix. Contrary to the symmetric
case, this is computationally complex to do [19]. Even though an algorithm has been found by
Higham [18], it is iterative and not certain to converge. Given the projection method itself is a
major deciding factor in the performance of project subgradient descent [25], we conclude that
subgradient descent cannot feasibly be used to do convex optimization on positive semi-definite
matrices. This issue accentuates the strength of penalty methods like ADM, for their this problem
is avoided all altogether.

6.2.2 Alternating Directions Method

Rewriting our algorithm for the case where we want B to be positive semi-definite and rank 1, we
are looking for some matrix L such that B = LTL and B has rank 1. Since we have expressed
B = LRT in S-SLRMD, we can add the constraint that L = R to ensure this. Furthermore, we
can drop the symmetric constraint, giving us the following augmented Lagrangian:

LA(A,B,Λ,M, ξ) = γ||A||1 +
1

2
(||L||2F + ||RT||2F ) + 〈Λ,A + LRT −C〉

+ 〈M,L−R〉+
ξ

2
(||A + LRT −C||2F + ||L−R||2F ).

By a similar argument as made in prositions 5.1 and 5.2, we see that

∂(〈M,L−R〉) =

 0
M
−M

 and ∂(||L−R||2F) = 2

 0
L−R
R− L

 .
If we use the derivates for the parts we already found when differentiating the augmented lagrangian
of S-SLRMD, we see that the optimality conditions of PSD-SLRMD become the following:

∂LA(A,L,R) = 0 ⇐⇒


0 ∈ γ∂A||A||1 + Λ + ξ(A + LRT −C)

0 = LT + ΛR + M + ξ[(A + LRT −C)R + L−R]

0 = R + ΛTL−M + ξ[(A + LRT −C)TL + R− L]

(37)

Similary as before, we can find closed form solution for our ADM algorithm:

Proposition 6.4.

∂LA(A,L,R) = 0 ⇐⇒


A = S γ

ξ
(C− LRT + Λ

ξ )

L = [−M− (Λ + ξ(A−C + I))R](I + ξ(RTR− I))−1

R = [M− (ΛT + ξ(A−C− I)T)L](I + ξ(LTL + I))−1

. (38)

Proof. See Appendix E.
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Having found these closed form updates, we can again define a ADM algorithm for PSD-SLRMD,
which we will refer to as ADM-PSD:

Algorithm 3: ADM-PSD

A0 = 0, Λ0 = 0, M0 = 0;

UΣVT = B, L0 = UΣ
1
2 ,R0 = VΣ

1
2 ;

while not converged do

Ak+1 = S γ
ξ
(C− LkRT

k + Λk
ξ ) ;

Lk+1 = [−Mk − (Λk + ξ(Ak+1 −C + I))Rk](I + ξ(RT
k Rk − I))−1 ;

Rk+1 = [Mk − (ΛT
k + ξ(Ak+1 −C− I)T)Lk+1](I + ξ(LT

k+1Lk+1 + I))−1 ;

Λk+1 = Λk − δ(Ak+1 + Lk+1RT
k+1 −C);

Mk+1 = Mk − δ(Lk+1 −Rk+1);

end
A← Ak+1, B← Lk+1RT

k+1.

We have now successfully found an algorithm for PSD-SLRMD. We will evaluate the performance
of both the subgradient methods and lagrangian methods in chapter 7.

25



Floor Eijkelboom 7 EXPERIMENT

7 Experiment

This section covers the experiments done to evaluate our algorithms. It serves as a stand-alone
section analyzing the two experimental hypotheses defined in chapter 2.3, i.e. asking if enforcing
more constraints implies better performance and if ADM performs better than subgradient descent.

The implementation of the algorithms can be found in models.py and the implementation of
the data generators can be found in matgen.py. Moreover, the algorithms can be executed from
main.py (instructions are included in the file).

7.1 Evaluating the Algortihms

7.1.1 Generating the Data

To evaluate any algorithm, a set of decompositions to compare the results to is needed. We
immediately run into a problem, for we cannot generate such a decomposition for some matrix, for
that is exactly the problem we are trying to solve. Alternatively, we can generate a sparse matrix
and a low-rank matrix and add them together. If the initial matrices were sparse and dependant
enough respectively, we can safely assume that they form the decomposition.

To generate a symmetric sparse matrix of sparsity p, we first generate a standard normally dis-
tributed matrix G, and obtain a symmetric standard normally distributed matrix by adding G to
its transpose. We then cycle randomly through the entries, removing them and their symmetric
counterparts until the sparsity is greater than or equal to p, giving us the algorithm sparse_matrix.

To generate a symmetric matrix such that its rank is smaller than some predetermined rank, we
can make use of the fact that the rank of a product of matrices is smaller than the minimum of the
individual ranks, i.e.

rank(AB) ≤ min(rank(A), rank(B)).

We also know that for some matrix L ∈ Rn×k, the product LLT is symmetric (A.1), and hence

rank(LLT) ≤ min(rank(L), rank(LT)) ≤ rank(L) ≤ k,

given that rank(L) = rank(LT) (A.4). We can therefore generate a symmetric matrix with a
maximum rank of k, by generating an arbitrary matrix of dimensions n by k, and multiplying it
by its transpose, giving us the algorithm lowrank_matrix.

To generate the low-rank part of the positive semi-definite decompositions, we simply generate a
column vector which is then multiplied with its transpose, as described in lowrank_matrix_PSD.
To generate a sparse semi-definite matrix, we generate a sparse symmetric matrix and square it
(i.e. multiply it with its transpose), as seen in sparse_matrix_PSD.

7.1.2 Sparse and Low-Rank Criterions

If we consider an algorithm estimating some sparse matrix, it could be that our approximation
might look something like 

1.001 0.001 ... 0.001
0.001 1.001 ... 0.001

...
...

. . . 0.001
0.001 0.001 ... 1.001

 .

Strictly, we have no zero entries, hence the matrix is not sparse. However, given that many
algorithms only approach the right value and might not reach it, it becomes necessary to implement
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a criterion that signifies whether the entry is ‘sparse enough’, which we will refer to as the sparse
tolerance.

Similarly, when considering a matrix-like

50.001 50.002 50.0015
20.002 20.011 22.0013
40.004 40.005 40.002

 ,

it is full rank, even though it approaches a completely dependent system. The fact that this matrix
approaches rank 1 is seen in the singular values, where all but one singular value will approach
zero. We introduce a similar criterion that signifies when a singular value is small enough, which
we will refer to as the low-rank tolerance.

Both criteria are not modeled explicitly, for NumPy (the linear algebra library used to implement
the algorithms) has this functionality build in.

7.1.3 Overview of Experiments

The experiments done are of two types. Experiments 1 through 3 are meant to estimate the different
effects of the parameters in our models. We refer to these experiments as parameter estimation
experiments (PEEs). For subgradient descent, we estimate a single parameter in PEE.1, and for
both ADMs we estimate two parameters, done in PEE.2 and PEE.3.

We use the results of the PEEs in the four algorithmic performance experiments (APEs), APE.1
through APE.4, which are described in chapter 7.3. The experiments can be found and executed
from main.py, under the names PEE_1 through PEE_3 and APE_1 through APE_4.

7.2 Parameter Estimation Experiments

7.2.1 Method

In the PEE.1 and PEE.2 experiments, we generate matrices of dimension 50, sparsity p = 0.15 and
rank 5. Moreover, we chose to fix γ = 0.05, which performs well, as argued by [45]. We choose a
relatively small sparsity and rank, to increase the odds that when the algorithm finds a solution
of such sparsity and rank, this solution is the optimal decomposition of the generated matrix, as
argued in chapter 7.1.1. For PEE.3 experiment, we generated positive semi-definite matrices of
rank 1 and sparsity p = 0.15. Given that the algorithms are made to perform well on a given
domain, we estimate the parameters on that domain as well.

For PEE.1, we first notice that subgradient descent is dependent on the stepsize parameter and
hence we need to first find which stepsize yields the best results for our problem. Given that
subgradient descent converges rather slowly in general, we estimate the performance of different
choices in stepsize by letting the algorithm run for a set number of iterations (rather than until
convergence) and considering its best objective value to that point. Given that the matrices are
distributed equally, the expected objective value of a given matrix at the start is equal, which implies
that when averaging over multiple decompositions we can compare the performances between the
different stepsizes. We let the algorithm run for 1000 iterations per decomposition, and we averaged
over 25 decompositions per stepsize.

Contrary to the previous method, our ADM algorithms converge. For ADM, we need to estimate
both that ξ and δ parameters for both versions of ADM. To evaluate which parameters perform
best, we recorded the average number of iterations until convergence for different values of ξ and δ.
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7.2.2 Results

The PEE.1 showed that for our subgradient descent algorihm the stepsize that performed best was
η ≈ 4.2. The results are summarized in figure 1.

Figure 1: PEE.1 (SGD): Effect of stepsize on average best iteration in SGD.

The PEE.2 and PEE.3 showed that for ADM-S, we have that a ξ ≈ 0.2 yields the optimal results
together with a large enough δ ≥ 500. For ADM-PSD, we see that a ξ ≈ 1.08 yields the optimal
results together with a large enough δ ≥ 800. The effects of the individual parameters ξ and δ on
both algorithms can be seen in appendix F. Their combined effect is seen in figure 2.

(a) PEE.2 (ADM-S) (b) PEE.3 (ADM-PSD)

Figure 2: Effect of choice of δ and ξ on average number of iterations of Alternating Directions
Method on S-SLRMD (left) and PSD-SLRMD (right).

7.3 Algorithmic Performance Experiments

7.3.1 Subgradient Descent (APE.1 and APE.2)

Given that our subgradient method did not converge consistently, our hypothesis that ADM per-
forms is answered directly. However, this gives rise to the question of whether the lack of conver-
gence in subgradient descent is caused by minimizing sparsity or by minimizing rank (or both). To
answer this question, we conduct two APE experiments (APE.1 and APE.2), in which the ranks
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and sparsities of generated matrices are compared to those predicted by a model with a stepsize of
η = 4.2. In the APE.1 and APE.2 experiments, we again generate symmetric matrices of dimen-
sion 50, of different rank and sparsity. To estimate the effect of rank, we keep the sparsity fixed at
p = 0.15, and to estimate sparsity we keep the rank fixed at 5. Moreover, we still fix γ = 0.05. The
results are summarized in figure 3.

(a) (b) APE.2

Figure 3: Average best performance of SGD for matrices generated of differend ranks (left) and
sparsities (right).

7.3.2 Alternating Directions Method

In the APE.3 and APE.4 algorithm, we evaluate if our AMD-S performs better than regular ADM
on the positive semi-definite matrices, and ADM-PSD performs better than ADM-S. We, therefore,
generate different positive semi-definite matrices and compare the average number of iterations
until convergence for each of the three. These results are visualized in the figure 4a and 4b.

Table 1: APE.3 and APE.4: Average number of iteration until convergence for matrices generated
of differend ranks (left) and sparsities (right).

rank 10 15 20 25 30 sparsity 0.1 0.2 0.3 0.4

ADM 55.9 57.0 57.1 56.8 55.2 ADM 55.9 56.0 56.0 55.2
ADM-S 45.0 45.3 45.1 45.1 45.1 ADM-S 45.0 47.9 45.0 44.0

ADM-PSD 40.1 38.2 40.8 40.8 39.3 ADM-PSD 40.5 40.7 40.9 40.7

7.4 Analysis and Discussion

PEE.1 showed that the subgradient descent method does not converge to an optimal value. APE.1
suggests that subgradient descent starts performing is worse the lower the initial rank, as seen in
figure 3a. For sparsity, APE.2 shows no such decrease in performance when the sparsity changes
3b. Averaging per column in table 1, we see that ADM-S converges roughly 19.1% faster than
regular ADM, and ADM-PSD converges approximately 28.6% faster than regular ADM.

In line with our hypothesis, the performance of our redefined subgradient descent algorithm is
rather poor compared to the performance of ADM-S. This problem does not seem to occur when
the sparsity changes, as seen in figure 3b, which makes it plausible that the reason that the algorithm
does not converge lies in the rank-minimization. Given that we have rewritten our problem in such
a way, that the subderivatives of our subgradient with respect of both L and R were singletons can

29



Floor Eijkelboom 7 EXPERIMENT

(a) APE.3 (b) APE.4

Figure 4: Average number of iteration until convergence for matrices generated of differend ranks
(left) and sparsities (right).

be an explanation for this, for a lack of diversity in our subgradient often implies slower convergence.
These results are in line with the results by [23] and [22].

Another problem mentioned in chapter 6 already, is that the projection function largely dictates
the rate of convergence. This is because, depending on the projection function, in most steps, the
improvement obtained by the algorithm is negated by the projection back on the constraint set.
This latter issue is an issue inherent to the projection method, which has been a known problem
with using projection methods [16]. This can have played a role in the lack of convergence, as well.

The results of the third and fourth APE support our hypothesis that the more we constrain our
algorithms to the space of positive semi-definite matrices, the better they performed when doing
sparse low-rank matrix decomposition on them. This is strongly reflected in that the average
performance of AMD-S was roughly 19% more efficient than ADM, and the average performance
of AMD-PSD was approximately 29% more efficient.
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8 Conclusion

This thesis aimed to redefine the approximation algorithms for sparse low-rank matrix decom-
position to perform better on the space of positive semi-definite matrices, as applicable in linear
structural equation modeling. Using Lagrangian optimization theory, we derived the optimality con-
ditions for the lagrangian of a convex relaxation of our problem, with which we derived closed-form
updates for the Alternating Directions Method, ensuring our algorithm converges to the optimal
decomposition. The experimental results indicate that the redefined ADM-S performs better than
regular ADM, and ADM-PSD performs better than ADM-S, hence supporting our claim that the
more constrained algorithms perform better than the standard algorithm when finding positive
semi-definite decompositions.

To find these optimality conditions and closed-form updates, we first studied how the limitations
imposed by our specific SEM graphs restricted our search space and hypothesized that restricting
our search would improve the performance of the algorithm. In chapter 3, we then considered how
we could relax our problem of S-SLRMD to a convex problem, such that it obeyed the properties
used by the algorithms defined for SLRMD. In chapter 4, we laid the foundations for the first-
order optimization, by defining a projected subgradient descent algorithm for S-SLRMD using
the mathematics of matrix calculus and subgradients. This algorithm formed the basis for our
second algorithm of Alternating Directions Method in chapter 5, for which we then derived the
optimality conditions of the problem’s Lagrangian and closed-form solutions for the updates of
ADM. In chapter 6, we showed that PSD-SLRMD could be relaxed to a similar convex problem, and
also derived the optimality conditions of the Lagrangian of PSD-SLRMD and closed-form updates
for ADM-PSD. We then conducted a series of experiments, which indicated that our redefined
approximation algorithms for SLRMD perform significantly better on positive semi-definite matrices
than the regular algorithms do, support our hypothesis.

Given that ADM-PSD performs better on our problem than standard ADM on positive semi-
definite matrices, the question arises if other first-order methods would perform better on the
problem as well. To better understand the implication of our results, future studies could address
the performance of other first-order methods, such as proximal gradient descent or the Frank-Wolfe
algorithm. Moreover, second-order methods, such as Newton’s method, could be considered.

Three SEM-specific limitations exist in our approach. First, as mentioned in 2.3, we would ideally
have that our matrix L making up our decomposition is itself sparse in the context of SEM.
Further research could be done in redefining the ADM-PSD algorithm in such a way that it ensures
sparsity of L. Second, our algorithm looks for sparse positive semi-definite components in general.
The algorithm could be improved by analyzing how the sparse elements can be ensured to lie on the
diagonal of our sparse matrix. Last, we studied one specific type of SEM, where there were no edges
between the observed variables. Additional research has to be done to see how these algorithms
can be extended to the case where Λ is non-empty (but sparse, for instance). Furthermore, the
number of experiments conducted is limited. Further research could be done further by studying
the interdependencies between the parameters γ, δ and ξ in ADM.

In many applications of SEM, researchers are restricted by the computational complexity of high
dimensional data, for graphs grow exponentially in the number of vertices. This improved algorithm
can be used to efficiently find sparse low-rank decompositions of the models based on these graphs,
potentially aiding in the understanding of high dimensional SEMs. Understanding the causal
relationships in a set of variables (especially understanding which relationships are not causal), can
be of substantial benefit in interpreting machine learning models. This interpretability is crucial
given the expected growth of societal impact of AI [26], especially considering the explainability of
the ethical dilemmas autonomous systems will encounter, such as in self-driving cars, AI-powered
analytics, and automated bias.
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[2] Alfred Auslender. Méthodes numériques pour la résolution des problèmes d’optimisation avec
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A Linear Algebra

A.1 Basic Definitions

The real numbers (denoted as R) is the set of all - possibly infinite - decimal expansions. A
real matrix is a two dimensional array of real numbers. We denote the set of all real matrices
with m rows and n columns as Rm×n and we call a matrix square if the number of rows is equal
to the number of columns. For some arbitrary real matrix A ∈ Rm×n, we refer to its entry in row
i and column j as aij or [A]ij , i.e.

A =


a11 a12 ... a1m
a21 a22 ... a2m
...

...
. . .

...
an1 an2 ... anm

 . (39)

We call AT the transpose of A, if the i-th row, j-th column element of AT is the j-th row, i-th
column element of A, i.e.

[AT]ij = [A]ji.

A matrix equal to its transpose is called symmetric. We denote the set of n by n symmetric
matrices as Sn.

Example: The matrix

 5 10 7
10 6 8
7 8 9

 in an element of S3.

Four main properties of the transpose used are the following:

• (MT)T = M

• (M + N)T = MT + NT

• (λM)T = λMT

• (AB)T = BTAT.

If two matrices A,B have the same number of rows and columns, we define addition as elementwise
addition, i.e.

[A + B]ij = [A]ij + [B]ij .

Moreover, we can multiply some matrix A by a number λ ∈ R, called a scalar, by multiplying
each element of A by λ, i.e.

[λA]ij = λ[A]ij .

Let A ∈ Rm×n,B ∈ Rn×p. Using standard matrix multiplication, we have that the i, j entry of the
multiple AB is

[AB]ij =
n∑
k=1

aikbkj .
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Let ai refer to the row i of the matrix A, and bj refer to column j of B, such that

[AB]ij =
n∑
k=1

aikbkj =: aT
i · bj,

where · denotes the dot product. We can therefore write

AB =


aT

1 b1 aT
1 b2 ... aT

1 bn

aT
2 b1 aT

2 b2 ... aT
2 bn

...
...

. . .
...

aT
n b1 aT

n b2 ... aT
n bn

 .

A few important properties of matrix multiplication are the following:

(a) (AB)C = A(BC)

(b) A(B + C) = AB + AC and (B + C)A = BA + CA.

Specifically, matrix multiplication is not commutative, i.e. AB 6= BA in general.

Let In denote the n by n matrix with ones on the diagonal, and zeros elsewhere, i.e.

In =


1 0 ... 0
0 1 ... 0
...

...
. . .

...
0 0 ... 1

 ,

called the identity matrix. If the dimension of I is clear from the context, the subscript may be
dropped. For all matrices A, we have that

AI = IA = A.

If for some matrix A, there exists some matrix B such that

AB = I,

we call A invertible and B its inverse, denoted as A−1 = B. We occasionally take the inverse
and transpose of some matrix M, which we denote as M−T.

A matrix is called unitary, if its transpose is its inverse, i.e. A is unitary if and only if

AAT = I = ATA.

We denote the n by n matrix of zeros as 0n. For all matrices A, we have that

A0 = 0A = 0.

Please note that again subscripts may be dropped when the dimension of 0 are evident.

The trace of A (notation: tr(A)) is defined as the sum of the elements on the diagonal from the
upper left to lower right of A, i.e.

tr(A) :=
n∑
i=1

[A]ii.

The traces obeys the following properties:
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(a) tr(A + B) = tr(A) + tr(B)

(b) tr(cA) = ctr(A)

(c) tr(A) = tr(AT).

(d) tr(AB) = tr(BA).

Please note that (d) implies that tr(ABC) = tr(BCA) = tr(CAB), but does not imply that
tr(ABC) = tr(BAC). In general, the trace in invariant under cycle permutations, as seen above.

The Hadamard product is the element-wise multiplication, denoted by ◦, that is

[A ◦B]ij = [Aij ] · [B]ij .

A matrix is called sparse if that matrix contains mostly zero entries.4 The number of zero-valued
entries of that matrix divided by the total number of elements is referred to as its sparsity.

Proposition A.1. Adding some matrix to its transpose yields a symmetric matrix. Moreover,
multiplying a matrix by its transpose yields a symmetric matrix as well.

Proof. Let M ∈ Rm×n be some arbitratry matrix. Since (M + MT)T = MT + M = M + MT,
we conclude that M + MT is symmetric. Moreover, since (MMT)T = (MT)TMT = MMT, we
conclude that MMT is symmetric, as well.

A.2 Vector Spaces

A vector is often depicted as an object describing both magnitude and direction. The operations
such vectors can perform are quite restricted: two vectors can either be added together to form a
third vector or be scaled by some constant. If we restrict ourselves to arrows in two-dimensional
space we can see that the product of applying only addition and scalar multiplication always still
lie within two-dimensional space (and thus are vectors still).

Arrows in Euclidian spaces are, however, not the only collection obeying these properties. One of
many examples of collections that also have this property is the set of linear function over x with
real coefficients, denoted R[x]≤1. Given some function ax + b ∈ R[x]≤1, we can quickly see that
multiplying this function by some scalar c ∈ R we get that

c · (ax+ b) = (ca)x+ cb ∈ R[x]≤1,

hence being closed under scalar multiplication. Moreover, adding two functions ax + b, a′x + b′ ∈
R[x]≤1 gives us

ax+ b+ a′x+ b′ = (a+ a′)x+ (b+ b′) ∈ R≤1,

hence also being closed under addition. One other such example is the set of all continuous functions.

We can therefore directly translate all the concepts and ideas from linear algebra that are intuitively
defined for arrows in space to such sets, allowing us to deduce properties of these families using
linear algebra.

In general, we call every set the obeys these properties a vector space, and the elements in the
sets are called vectors. A more rigorous definition of a vector space is listed in C.

4There is no strict definition of how many elements need to be zero for a matrix to be considered sparse [42].
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A.3 Subspaces

Let V be a vectorspace and let S ⊆ V . We call S a subspace of V if S itself forms a linear space,
that is

(a) S is non empty.

(b) If u,v ∈ V , then u + v ∈ V .

(c) If v ∈ V , then λv ∈ V for all λ ∈ R.

Example: In R2, every line through the origin is a linear subspace.

Please note that every vector space is a subspace of itself. A few important subspaces of any vector
space are:

• The column space Col(M), the set of all linear combinations of the columns of M, referred
to as column vectors.

• The row space Row(M), the set of all linear combinations of the rows of M, referred to as
row vectors.

• The null space Nul(M), the set of all solution of the equation Mx = 0.

A.4 Dependence and Rank

Let A ∈ Rm×n with column vectors a1,a2, ...,an. We call any set of vectors dependent if we can
find λ1, λ2, ..., λn not all zero such that

λ1a1 + λ2a2 + λnan = 0.

If we could find such λ for which the above equation hold such that λi 6= 0, we could rewrite ai as
a linear combination of the vectors in the original set, i.e.

ai = −λ1
λi

a1 − ...−
λi−1
λi

ai−1 −
λi+1

λi
ai+1 − ...−

λn
λi

an. (40)

The column rank of some matrix, is the maximum number of independent column vectors it has.
Similarly, the row rank is the maximum number of independent row vectors it has. A famous
result in linear algebra shows us that the two are always equal, hence we often refer to rank in
general. A matrix has full rank if its rank is maximized, i.e. equal to the lesser of the number of
columns and rows. A major theory in linear algebra tells us that a matrix is invertible if and only
if it has full rank.

Given that the columns of A are the rows of AT and vice versa, we know that the rank of a matrix
is equal to the rank of its transpose.

A.5 Inner Products

Often, we want to define concepts such as length, distance, and angles on our vector space. In order
to do this, we define an inner product on our vector space, describing how much of one vector is
pointing in the direction of another one. Intuitively, we want this similarity between a vector and
itself to be zero and the similarity between one vector and another to be equal to the similarity
between the other and the one. Lastly, we want our metric to be linear.

Let V be an arbitrary vector space and let 〈·, ·〉 : V × V → R be a function obeying the following
properties:

• 〈v,u〉 ≥ 0 for all v,u ∈ V , and 〈v,v〉 = 0 ⇐⇒ v = 0
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• 〈v,u〉 = 〈u,v〉 for all v,u ∈ V

• 〈av + bu,w〉 = a〈u,w〉+ b〈v,w〉 for all u,v,w ∈ V and a, b ∈ R.

Example: The function

〈f, g〉 =

∫ 1

0
f(x)g(x)dx

is a inner product on the vector space of continous functions.

A.5.1 Norms

A norm defined on V is a function
|| · || : V → R

that defines the length of a vector, that is the distance from the origin. Intuitively, we want the
norm of a vector to be non-negative, and only zero if the vector itself is zero. Moreover, we want
our distances to obey the triangle inequality, in order for our metric to resemble standard Euclidean
geometry. The triangle inequality states that the sum of the lenghts of two sides of any triangle
must be greater than or equal to the remaining side. In other words, that the direct path between
points a and b is always smaller than or equal to taking the detour through c. Lastly, we want the
length of a some n times some vector to be equal to n times the length of that vector, giving us
the following properties:

(a) ||v|| ≥ 0, and ||v|| = 0 ⇐⇒ v = 0

(b) ||av|| = a||v||

(c) ||v + u|| ≤ ||v||+ ||u|| (triangle inequality)

It neat property of an inner product is that every inner product on V induces a norm on V , that is

||v|| :=
√
〈v,v〉

is always a norm on V . The converse is, however, not true in general.

We can now straightforwardly define the distance between two vectors, by considering the length
of the difference between the two, i.e.

d(v,u) = ||v− u||.

We refer to a vector space with an inner product as an inner product space and refer to a vector
space with a norm as a normed space.

A.6 Vector Space of Matrices

Two vector spaces extensively used are the space of m by n matrices, i.e. Rm×n, and the space
of symmetric matrices, i.e. Sn. That is to say, adding or scaling any (symmetric) matrix, is
guaranteed to yield another (symmetric) matrix. The standard inner product used on Rm×n and
Sn is the Frobenius inner product, defined as

〈M,N〉F = tr(MTN),

inducing the Frobenius norm, i.e.

||M||F :=
√

tr(MTM).

The details why these sets form vector spaces will be discussed in C.
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A.7 Eigenvalues

If we consider some matrix M ∈ Rm×n, we can consider the effect of multiplying it times some
arbitrary vector v ∈ Rn. Every nonzero vector for which the above multiplication results in
only a change by a scalar factor is called an eigenvector, and corresponding scalar is called an
eigenvalue, i.e. if

Mv = λv,

we call v an eigenvector and λ an eigenvalue of M.

A major result in linear algebra tells us that all eigenvalues of symmetric matrices are real. If we
assume - without loss of generality - that λ1 ≥ λ2 ≥ ... ≥ 0, we call

σi =
√
λi

a singular value of this symmetric matrix. Moreover, it can be shown that the rank of a matrix
is equal to the number of nonzero singular values.

The singular value decomposition of matrix M is given by

M = UΣVT,

such that U,V are unitary matrices and Σ is a matrix with the singular values on the diagonal.

A.8 Definite Matrices

If for some symmetric matrix M with real entries it holds that xTMx > 0 for all x ∈ Rn \ {0},
we call M positive definite. Moreover, if we have that xTMx ≥ 0 for all x ∈ Rn, we call M
positive semi-definite. We denote the set of positive definite matrices and positive semi-definite
matrices as Sn++ and Sn+ respectively.

A property of positive definite matrices is that its eigenvalues are all positive. Comparably, if a
matrix is positive semi-definite its eigenvalues are all non-negative.

Proposition A.2. If M = LTL, then M is postive semi-definite.

Proof. If we can express M = LTL for some matrix L, we see that

xTMx = xTLTLx

= (Lx)T(Lx)

= ||Lx||2F
≥ 0,

where || · ||F denotes the Frobenius norm as defined in (A.6), finishing our proof.
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B Calculus

B.1 Derivatives and Gradients

One of the major ideas studied in calculus is the derivative. The derivative of a function is a new
function that describes the amount by which the original function is changing in each point, denoted
as df

dx or f ′(x) for some original function f in x. More exactly, it is the change in f evaluated in
some point x and some second point x+ h as the two get closer together, i.e.

f ′(x) = lim
h→0

f(x+ h)− f(x)

h
.

If some function has multiple variables, we define the partial derivative (notation: ∂f
∂xi

or ∂xif),
describing the change in f given a infintely small change in variable xi, keeping the other variables
constant, i.e.

∂f

∂xi
= lim

h→0

f(x1, ..., xi + h, ..., xn)− f(x1, ..., xn)

h
.

We can combine all possible partial derivatives of some function into one vector, called the gradient
(notation: ∇f), such that

∇f : Rn → Rn, ∇f(x) =


∂f

∂x1
(x)

...
∂f

∂xn
(x)

 .

The Hessian of f (notation: Hf ) is the n × n matrix, containing all second partial derivative of
f , i.e.

[Hf ]i,j =
∂

∂xi

(
∂f

∂xj

)
=

∂2f

∂xi∂xj
.

A tangent line of a point of some function is a line that ‘touches’ the function in that point.
Formally, this implies that a line l : y = ax + b is a tangent line of f in p if ap + b = f(p) and
a = f ′(p), with can more consisely be stated as

y = f(p) + a(x− p).
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C Abstract Algebra

A binary operation ∗ on set S is a mapping of the Cartesian product of S to S:

∗ : S × S → S.

Given that applying the operation to any two elements in a set yields an element in the set, we call
the set closed under the operation.

C.1 Groups and Fields

We call a set S together with an operation ∗ a group if the following axioms are satisfied:

• The operation ∗ is associative, i.e. for all a, b, c ∈ S, one has that (a ∗ b) ∗ c = a ∗ (b ∗ c).

• There exists some e ∈ S such that a ∗ e = e ∗ a = a for all a ∈ S. We call e an identity
element.

• For all elements s ∈ S there is some element s′ ∈ S such that s∗s′ = e. We call s′ the inverse
of s.

Moreover, if the operation is commutative, i.e. for all a, b ∈ S we have that a ∗ b = b ∗ a, the
group is said to be Abelian.

Example: The integers form an Abelian group under addition, denoted (Z,+). We know that
(a + b) + c = a + (b + c) for all a, b, c ∈ Z. Moreover, we have 0 as an identity element, since
a+ 0 = 0 + a = a for all a ∈ Z. Furthermore, there exists an inverse for all a ∈ Z, for a+ (−a) = 0.
Lastly, a+ b = b+ a for all a, b ∈ Z.

We call a set F together with two operations, called addition + and multiplication ·, a field if the
following axioms are satisfied:

• Additive and multiplicative associativity: a + (b + c) = (a + b) + c and a · (b · c) = (a · b) · c
for all a, b, c ∈ F .

• Additive and multiplicative commutativity: a+ b = b+ a, and a · b = b · a.

• Additive and multiplicative identities: there exist two distinct elements 0 and 1 in F such
that a+ 0 = a and a · 1 = a.

• Additive inverses: for every a ∈ F , thre exists some (−a) ∈ F such that a+ (−a) = 0, called
its inverse.

• Multiplicative inverses: for every a ∈ F − {0}, there exists an a−1 ∈ F such that a · a−1 = 1.

• Distributivity: a · (b+ c) = (a · b) + (a · c) for all a, b, c ∈ F .

In other words, a field is a set with two operations, such that it forms an abelian group under
addition with 0 as its identity, and all the nonzero elements also form an abelian group under
multiplication with 1 as its identity. Moreover, the distributivity ‘connects’ the operations.

Example: The real numbers form a field, with the number 0 as its additive identity and 1 as its
multiplicative identity.

C.2 Vector Spaces

We call some set V , together with two operations addition and multiplication a vector space over
some field F (notation: (V,+, ·)F ), if
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(a) V is an Abelian group under addition

(b) For every vector v ∈ V and every scalar f ∈ F we have that f · v ∈ V .

(c) f · (v1 + v2) = f · v1 + f · v2 and (f1 + f1) · v = f1 · v + f2 · v

(d) f1 · (f · v) = (f1 · f2) · v

(e) 1 · v = v.

All the vector spaces considered in this thesis are defined over the reals.

Proving all the individual properties mentioned in C.2 for both Rm×n and Sn are vector spaces can
be done by using the properties of matrices defined in A.1, where In is used as the multiplicative
identity and 0n as the additive identity.
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D Reduction

In this section, we shortly reflect on what is meant when we say that Sn+ is smaller than Rn×n.

We know that [a, b] ∼ R for all a, b ∈ R such that a < b. Moreover, we know that

[−3, 3] ⊂ [−5, 5].

Hence, there exist (uncountably many) elements in [−5, 5] that are not in [−3, 3]. However, we
know that since [−3, 3] ∼ R and [−5, 5] ∼ R and ∼ is an equivalence relation, that

[−3, 3] ∼ [−5, 5].

A veridical paradox arises when one asks if [−5, 5] contains more elements than [−3, 3].

We ask ourselves what percentage of squared real matrices is symmetric, or equivalently what the
probability are that a given square real matrix is symmetric, i.e.

P[M ∈ Sn |M ∈ Rn×n].

On one hand, we have that all symmetric matrices are square real matrices, but not all square real
matrices are symmetric, that is

Sn ⊂ Rn×n.

However, given that matrices are mere collections of real numbers, we know that Rn×n ∼ Sn, and
a similar veridical paradox arises.

There is a (pragmatic) cheat out, for we cannot generate uncountably many matrices in our sim-
ulations. Imagine a n by n matrix of real numbers, where each entry is represented by a B-bit
number. Since each number consists of B bits, we have a total of 2B different values any entry can
take on. Hence we have (2B)n

2
= 2Bn

2
different real matrices.

Moreover, a matrix M is symmetric if for all entries mij = mji for all i, j. Considering that the n
diagonal entries do not matter for the symmetry, we can imagine the other n2−n elements in such
a way that half of them lie under the diagonal and the other half above. Without loss of generality,
we ‘fix’ the lower half and want all upper n2−n

2 elements to match the lower ones. Assuming that
all values have an equal probability of being chosen and each entries is chosen independently of the
others, the odds of such a match is 1

2B
, giving a total probability of

P[M ∈ Sn |M ∈ Rn×n] = (
1

2B
)
n2−n

2 = 2−
1
2
Bn(n−1).

That is, for some 32 bit number and matrix of dimension 10, we have that

P[M ∈ Sn |M ∈ Rn×n] ≈ 1

10434
.

For comparison, is is estimated that there are roughly 1080 atoms in the observable universe.

A similar argument can be made when considering if Sn+ is smaller than Sn, hence in an applied
setting, we can say that Sn+ is smaller than Sn, which again is smaller than Rn×n, even though the
sets are equinumerous in a theoretical sense.
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E Proofs

Lemma E.1: The intersection of convex sets is a convex set.

Proof. Let C1, C2, ..., Cn be convex sets and let s and t lie in their intersection. If the intersection
is empty, the result follows trivially. If we assume that the intersection is non-empty, then by
definition of the intersection we know that s and t lie in the individual sets. The convexity of these
sets implies that the line segment between s and t lie in the individual sets as well, hence implying
it lies in their intersection, proving our lemma.

Proposition 3.5: The constraint set CS-SLRMD is convex.

Proof. To see that CS-SLRMD is convex, we first notice that CS-SLRMD is the intersection of the sets
of the individual contraints, that is

CS-SLRMD = {
[
A
B

]
| A + B−C = 0n} ∩ {

[
A
B

]
| A−AT = 0n}.

Let

[
A1

B1

]
,

[
A2

B2

]
∈ {

[
A
B

]
| A + B − C = 0n}. We notice that for some θ ∈ [0, 1] we have the

following convex combination:

θ

[
A1

B1

]
+ (1− θ)

[
A2

B2

]
=

[
θA1 + (1− θ)A2

θB1 + (1− θ)B2

]
.

Using the fact that A1 + B1 = A2 + B2 = C, we see that

[θA1 + (1− θ)A2] + [θB1 + (1− θ)B2] = θ(A1 + B1) + (1− θ)(A2 + B2)

= θC + (1− θ)C
= C,

which implies that

[
θA1 + (1− θ)A2

θB1 + (1− θ)B2

]
∈ {
[
A
B

]
| A + B − C = 0n}. We conclude that {

[
A
B

]
|

A + B−C = 0n} is convex.

Moreover, using the convex combination already found, we also see that

[θA1 + (1− θ)A2]− [θA1 + (1− θ)A2]T = θA1 + (1− θ)A2 − θAT
1 + (1− θ)AT

2

= θ(A1 −AT
1 ) + (1− θ)(A2 −AT

2 )

= θ0− (1− θ)0
= 0.

Hence, since

[
θA1 + (1− θ)A2

θB1 + (1− θ)B2

]
∈ {
[
A
B

]
| A−AT}, we conclude that {

[
A
B

]
| A−AT} is convex.

Using lemma E.1, we conclude that CS-SLRMD is a convex set.
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Proposition 4.1: The following matrix derivative rules hold::

(a) ∂Atr(ZA) = ZT

(b) ∂Atr(ATZ) = Z.

(c) ∂Atr(ATA) = 2AT.

Proof. Using the definition of the trace, we see that

tr(ZA) = tr(


zT

1 a1 zT
1 a2 ... zT

1 an

zT
2 a1 zT

2 a2 ... zT
2 an

...
...

. . .
...

zT
n a1 zT

n a2 ... zT
n an

)

= zT
1 a1 + zT

2 a2 + ...+ zT
n an

=
n∑
k=1

z1kak1 +
n∑
k=1

z2kak2 + ...+
n∑
k=1

znkakn.

Hence, ∂aij tr(ZA) = zji. We conclude that ∂Atr(ZA) = ZT. Moreover, since tr(ZA) = tr(AZ),
we know that

∂Atr(ZA) = ∂Atr(AZ) = ZT.

Similarily, we have that

tr(ATZ) = a1z1 + ...+ anzn =
n∑
k=1

ak1zk1 + ...+
n∑
k=1

aknzkn,

and hence ∂aij tr(A
TZ) = zij . We conclude that

∂Atr(ATZ) = ∂Atr(ZAT) = Z.

Lastly, we see that

tr(ATA) = a1a1 + a2a2 + ...+ anan

=

n∑
i=1

x1ixi1 +

n∑
i=1

x2ixi2 + ...+

n∑
i=1

xnixin.

Hence, ∂aij tr(A
TA) = aji + aji = 2aji and we have our derivative

∂Atr(ATA) = ∂Atr(AAT) = 2AT,

proving the last rule.
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Proposition 5.2: ∂(||A + LRT −C||2F) = 2

 A + LRT −C
(A + LRT −C)R
(A + LRT −C)TL


Proof. We will show ∂A||A + LRT −C||2F = 2(A + LRT −C), the other cases follow by a similar
argument. Using the properties of the trace, we see that

||A + LRT −C||2F = tr((A + LRT −C)T(A + LRT −C))

= tr(ATA) + tr(RLTA)− tr(CTA) + tr(ATLRT) + tr(RLTLRT)

− tr(CTLRT)− tr(ATC)− tr(RLTC) + tr(CTC)

Dropping all the terms independent of A, we see that

∂A||A + LRT −C||2F = ∂A(tr(ATA) + tr(RLTA)− tr(CTA) + tr(ATLRT)− tr(ATC)),

which using lemma 4.1 we see gives

2A + LRT −C + LRT −C = 2(A + LRT −C),

which completes the proof.
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Proposition 5.3:

∇A,L,RLA = 0 ⇐⇒


A = S γ

ξ
(C− LRT + Λ+K−KT

ξ )

L = (−Λ− ξ(A−C))R(I + ξRTR))−1

R = (−Λ− ξ(A−C))TL(I + ξLTL))−1

,

Proof. We will show that

∂RLA = 0 ⇐⇒ R = (−Λ− ξ(A−C))TL(I + ξLTL))−1,

and

∂ALA = 0 ⇐⇒ A = S γ
λ

(C− LRT +
Λ

ξ
).

The argument that

∂LLA = 0 ⇐⇒ L = (−Λ− ξ(A−C))R(I + ξRTR))−1.

is similar to the former.

We recall that the optimality conditions for ∂LA are given by

∂LA(A,L,R) = 0 ⇐⇒


0 ∈ γ∂A||A||1 + Λ + K−KT + ξ(A + LRT −C)

0 = LT + ΛR + ξ(A + LRT −C)R

0 = R + ΛTL + ξ(A + LRT −C)TL

(41)

Using this conditions, we know that ∂RLA = 0 if and only if

0 = R + ΛTL + ξ(A + LRT −C)TL

= R + ΛTL + ξATL + ξRLTL− ξCTL

Taking all the terms containing R one side, we see that

R + ξRLTL = −ΛTL− ξATL + ξCTL

R(I + ξLTL) = (−Λ− ξ(A−C))TL

R = (−Λ− ξ(A−C))TL(I + ξLTL))−1,

which proves the first equivalence.

The prove the second equivalence, we again use (35), implying that ∂ALA = 0n if and only if

0 ∈ γ∂A||A||1 + Λ + K−KT + ξ(A + LRT −C).

Taking out a factor of γ, we see that ∂ALA = 0n if an only if

0 ∈ γ
ξ
∂A||A||1 +

Λ + K−KT

ξ
+ (A + LRT −C).

Hence, we see that ∂ALA = 0 if and only if A is the matrix to minimize

A = arg minA

γ

ξ
||A||1 +

1

2
(||A + LRT −C− Λ + K−KT

ξ
||2F). (42)

Using a result by [9], we know that the following two are equivalent:

A = arg min α||A||1 +
1

2
(||A−Ψ||2F) ⇐⇒ A = Sα(Ψ), (43)
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where Sα(M) is the soft thresholding function, replacing each element mij ∈M with the maximum
of |mij | − α and zero, i.e.

[Sα(M)]ij := max(|[M]ij | − α, 0). (44)

Rewriting (42) in the form of (43) gives

A = arg min
γ

ξ
||A||1 +

1

2
(||A− (C− LRT +

Λ + K−KT

ξ
)||2F),

and hence A is minimized when

A = S γ
ξ
(C− LRT +

Λ + K−KT

ξ
),

proving the second equivalence.
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Proposition 6.4:

∇A,L,RLA = 0 ⇐⇒


A = S γ

λ
(C− LRT + Λ

ξ )

L = [−M− (Λ + ξ(A−C + I))R](I + ξ(RTR− I))−1

R = [M− (ΛT + ξ(A−C− I)T)L](I + ξ(LTL + I))−1.

.

Proof. The ∂A biconditional is almost unchanged, only dropping the terms that used to ensure
symmetry (i.e. the terms containing K). We will show that

∂RLA = 0 ⇐⇒ R = [M− (ΛT + ξ(A−C− I)T)L](I + ξ(LTL + I))−1.

The argument that

∂LLA = 0 ⇐⇒ L = [−M− (Λ + ξ(A−C + I))R](I + ξ(RTR− I))−1

is again similar to the case we show.

We recall that our optimality conditions were given by

∂LA(A,L,R) = 0 ⇐⇒


0 ∈ γ∂A||A||1 + Λ + ξ(A + LRT −C)

0 = LT + ΛR + M + ξ[(A + LRT −C)R + L−R]

0 = R + ΛTL−M + ξ[(A + LRT −C)TL + R− L]

(45)

We therefore know that ∂A = 0 if and only if

0 = R + ΛTL−M + ξ[(A + LRT −C)TL + R− L].

Hence, we see that

0 = R + ΛTL−M + ξ[(A + LRT −C)TL + R− L]

= R + ΛTL−M + ξ((A + LRT −C)TL + R− L)

= R + ΛTL−M + ξATL + ξRLTL− ξCTL + ξR− ξL.

Isolating R gives us

R + ξRLTL + ξR = −ΛTL + M− ξATL + ξCTL + ξL

R(I + ξ(LTL + I)) = M− (ΛT + ξ(AT −CT − I))L

= M− (ΛT + ξ(A−C− I)T)L,

and hence we conclude that

R = [M− (ΛT + ξ(A−C− I)T)L](I + ξ(LTL + I))−1,

which is what we wanted to show.
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F Figures

F.1 ADM-S Parameters

(a) Effect of choice of δ on number of iterations (for
ξ = 0.62, ξ = 1.02, ξ = 1.42).

(b) Effect of choice of ξ on number of iterations (for
δ = 100, δ = 500, δ = 1000).

Figure 5: Alternating Directions Method (S-SLRMD)

F.2 ADM-PSD Parameters

(a) Effect of choice of δ on number of iterations (for
ξ = 0.62, ξ = 1.02, ξ = 1.42).

(b) Effect of choice of ξ on number of iterations (for
δ = 100, δ = 500, δ = 1000).

Figure 6: Alternating Directions Method (PSD-SLRMD)
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