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Abstract 

McGurk and MacDonald (1976) found the visual illusion in audiovisual speech 

perception, called “the McGurk effect”, where a face articulating /ga/ was presented 

synchronously with an auditory /ba/ syllable and subjects reported that they had 

perceived it as the syllable /da/, which compromised the conflicting visual and auditory 

cues. Although the visual influence in audiovisual speech perception was robustly 

demonstrated in several aspects during the last four decades, the consensus regarding 

the McGurk effect has not been reached in two aspects: (1) why does the magnitude of 

the McGurk effect differ across languages; (2) why does the development of 

audiovisual speech perception represent a U- shaped pattern, i.e., the visual influence 

is strong in infants, adolescents and adults while weak in children especially 4- to 6-

year-old preschool children. The current thesis, therefore, focusing on these two aspects, 

provides two hypotheses to tackle each aspect respectively.  

The first hypothesis, called the visual speech intelligibility hypothesis, suggests 

that speakers native to languages with a higher degree of visual intelligibility adopt 

more visual information in their audiovisual speech perception and therefore 

demonstrate a stronger McGurk effect. The second hypothesis suggests that early 

literacy training, by accelerating the development of phonological awareness, facilitates 

children to adopt phonetic visual information in audiovisual speech perception and this 

acceleration is related to the orthography. The two hypotheses, with the first targeting 

on cross-linguistic differences and the second on differences across developmental 

states, collectively provides a holistic framework for the cross-linguistic differences on 

the developmental trajectories of audiovisual speech perception from childhood to 

adulthood.  
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Chapter 1. Introduction 

Speech is not merely acoustic sounds. The process of formulating a speech 

involves the cooperative movements of various articulators or speech organs, such as 

jaws, teeth, and lips. In face-to-face multimodal communication, the speaker’s auditory 

speech is heard and at the same time the speaker’s articulatory movements are seen to 

facilitate the perceiver’s language comprehension. Thus, the integration of the auditory 

and visual stimuli became important in the optimal understanding of speech (Brancazio, 

Miller, & Paré, 2003). Studies found that participants’ responses to audiovisual stimuli 

are significantly faster than auditory-only counterparts (Holle et al., 2008; Kelly et al., 

2010; Nagels et al., 2015; Wu & Coulson, 2015). These studies showed that the 

processing of audio-visual language stimuli is bimodal, and the fact that the visual 

modality facilitates speech perception is called the “audiovisual benefit effect” (e.g., 

Bernstein et al., 2004; Jesse & Janse, 2012; MacLeod & Summerfield, 1987; Sumby & 

Pollack, 1954). The process to synthesize different modalities simultaneously and in 

synchrony is called ‘multisensory integration’. The multisensory integration is involved 

in the audiovisual speech perception, where the auditory and visual information is 

integrated simultaneously. The integration is also an involuntary process happening 

automatically. The audiovisual benefit effect happens when the auditory information 

and visual information are synchronized, i.e., the visual cue is congruent with the 

auditory counterpart. What if the visual information is inconsistent with the auditory 

correspondence? Do perceivers still integrate information from two modalities, or do 

they disregard the deceptive visual information and still perceive the audiovisual 

conflicting stimuli same as its auditory-only counterparts? Besides the audiovisual 

benefit effect, the other type of audiovisual effects is called ‘the McGurk effect’ 

(McGurk & MacDonald, 1976), where a face articulating [ga] was presented together 

with an auditory /ba/ syllable and participants reported that they had perceived it as the 

syllable /da/, which compromised the two conflicting cues. The McGurk effect and the 

audiovisual benefit effect altogether make up two main strands of research on 
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audiovisual speech perception. Although the current thesis provides some discussion 

about audiovisual benefit effect, the focus of the study is on the McGurk effect.  

A large body of research on audiovisual speech perception including both the 

McGurk effect and audiovisual benefit effect suggests that the magnitude of visual 

influences on audiovisual speech perception varies not only across languages but also 

across developmental states (Burnham & Lau, 1998; Chen & Hazan, 2009; Chen & 

Massaro, 2004; de Gelder & Vroomen, 1992; de Gelder et al., 1995; Dupont et al., 2005; 

Hayashi & Sekiyama, 1998; Lalonde & Werner, 2019; Lalonde & McCreery, 2020; 

Magnotti et al., 2015; Massaro et al., 1995; Sekiyama, 1997; Sekiyama & Burnham, 

2004, 2008; Sekiyama & Tohkura, 1991, 1993; Tremblay et al., 2007). However, the 

reasons accounting for cross-linguistic differences and developmental differences in 

audiovisual speech perception are not clear yet. Therefore, the current thesis aims to 

provide underlying reasons responsible for different degrees of visual influences in 

audiovisual speech perception across developmental states and across languages. Two 

main research questions are addressed: 

RQ1: Why does the magnitude of the McGurk effect differ across languages? 

RQ2: Why does the developmental trajectory of the McGurk effect demonstrate 

a U-shaped pattern, i.e., the degree of visual impacts is smallest in children while salient 

in infants and adults? 

The present thesis consists of six chapters to account for the two research 

questions. Chapter 2 provides a review of studies on audiovisual speech perception and 

discusses insufficiencies in the experimental paradigm. It starts with the cross-linguistic 

studies of the McGurk effect in adults and different aspects of the research design in 

adult studies are discussed in each subsection. The second part of Chapter 2 examines 

previous research on audiovisual speech perception in infants and children, and 

furthermore discusses previous accounts for the U-shaped developmental trajectory. 

This chapter aims to summarize earlier findings of audiovisual speech perception across 

the life span and inspect hypotheses proposed in previous studies. With those findings, 
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the present thesis in subsequent chapters pinpoints drawbacks of previous experiments 

and supplies a new framework to account for the audiovisual speech perception across 

languages and across developmental states.  

Chapter 3 introduces the two hypotheses suggested in the current thesis. The first, 

the visual speech intelligibility hypothesis, is to elucidate empirical results of the 

magnitude of the McGurk effect in different languages in adults. The purpose of the 

second hypothesis is resolving the U-shaped pattern in the development of audiovisual 

speech perception. The U-shaped pattern, however, is not universal across languages 

due to the binding of the visual speech intelligibility hypothesis and therefore the two 

hypotheses altogether account for the different degree of influences of visual 

information in audiovisual speech perception in different languages and in different 

developmental states. In Chapter 4 and Chapter 5, two experiments are proposed 

respectively to justify the two hypotheses elaborated in Chapter 3.  

Chapter 4 proposes a design of an adult multimodal speech perception experiment 

with speakers of six language backgrounds as participants. The six languages, including 

American English, Mandarin Chinese, Dutch, Cantonese, Japanese, and Russian, were 

selected mainly because of their various degrees of visual intelligibility. Different 

aspects of flaws in the research methods as discussed in Chapter 2 will be carefully 

avoided. The main purpose of this chapter is to justify the first hypothesis of the current 

thesis, and two peripheral research aims that can be achieved are: (1) comparing results 

of American English, Mandarin Chinese, Dutch, Cantonese and Japanese with previous 

studies since those five languages were most frequently studied; (2) providing McGurk 

experimental results in Russian, a language that has barely been examined in 

audiovisual speech perception research. 

Chapter 5 aims to resolve the following: how is early literacy training at school 

important for first-grade children to integrate visual cues in speech perception? The 

hypothesis is that phonemic awareness is crucial for adopting visual phonetic cues in 



 
 

8 

audiovisual speech perception. Various languages demonstrating different 

developmental trajectory of phonemic awareness should be included to justify the 

hypothesis. Dutch and Cantonese children are included in the experiment because the 

development of phonemic awareness is fast in Dutch children and slow in Cantonese 

children. More importantly, Dutch and Cantonese have the same degree of visual 

intelligibility, which can control the possible factor of the first hypothesis as suggested 

in Chapter 3 and Chapter 4. 

Chapter 6 contains a general discussion of the current thesis. It evaluates whether 

the hypotheses and experiments proposed in this study effectively address the two 

research questions raised above. Furthermore, limitations in the current thesis are 

suggested, which provide implicatures for future studies. 
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Chapter 2. Literature review 

McGurk and MacDonald (1976) discovered ‘the McGurk effect’, where a face 

articulating [ga] was presented together with an auditory /ba/ syllable and participants 

reported that they had perceived it as the syllable /da/, which compromised the two 

conflicting cues. The response of /da/ to visual [ga] and auditory /ba/ is called the fused 

perception, which is mostly studied in previous research (Massaro, 1987). Besides the 

fused perception, the McGurk effect contains the other perception called the combined 

perception (Green & Gerdeman, 1995). The combined perception happens when the 

stimulus is visual /ba/ with auditory /ga/ and the response is /g°ba/.  

Studies have found that the McGurk effect is robust in several aspects. The 

McGurk effect is demonstrated not only on consonants, but also vowels (Traunmüller 

& Öhrström, 2007; Valkenier et al., 2012). Traunmüller and Öhrström (2007) found that 

Swedish high unrounded front vowel /e/ was perceived as the high rounded front vowel 

/ø/ when the auditory syllable /geg/ was paired concurrently with visual /gyg/. Valkenier 

et al. (2012) found the McGurk effect when audiovisual incongruent vowels in Dutch 

were presented to Dutch speakers, e.g., the unrounded high vowel /I/ was perceived 

when the auditory rounded mid-high vowel /Y/ was synchronized with visual 

unrounded mid-high vowel /e/. Besides segmental features, studies (Han et al., 2020; 

Wang, 2018) found the McGurk effect in lexical tones, which are suprasegmental, 

although the effect of visual information is marginal. Wang (2018) created stimuli 

where the tonal auditory and tonal visual cue are incongruent. Wang (2018) found that 

lexical tone perception benefits from adding visual information of corresponding 

articulatory movement and the duration perception of lexical tones is changed by 

incongruent visual information, by using both the response time paradigm and event-

evoked potential (ERP) methodology. Another demonstration of the robustness of the 

McGurk effect is that it is an automatic and involuntary process, which is not affected 

even when participants were told that visual and auditory input are incongruent (Wang, 

2018). The robustness of the McGurk effect has been shown in different conditions as 
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well, e.g., with modifications on the auditory or visual cues (Campbell, 2008; Massaro 

& Jesse, 2007; Summerfield, 1987). Although the McGurk effect has been found robust 

in those aspects mentioned above, the consensus has not been reached in another two 

aspects, i.e., whether the McGurk effect is robust (1) across developmental stages and 

(2) across languages. Targeting on these two aspects, two methods were suggested by 

Sekiyama and Burnham (2004) to study the development of the audio-visual speech 

processing, one is the ‘differential experience method’ and the other is the ‘ontogenetic 

method’.  

The ‘differential experience method’ is to examine the McGurk effect across 

languages and the ‘ontogenetic method’ to across developmental stages. The 

differential experience method investigates “individuals of the same age brough up in 

functionally different environments on a common task in order to investigate the effect 

that the type of exposure or experience may have on the development” and the 

ontogenetic methods involves “comparing the abilities of individuals of different ages 

brought up in functionally identical environments on a common task in order to 

investigate the amount of experience or maturation on development” (Sekiyama & 

Burnham, 2004, p. 1). The current thesis proposes two experiments in Chapter 4 and 5, 

one adopting the differential experience method and the other the ontogenetic method. 

Combining the two methods, this thesis aims to explore the cross-linguistic differences 

in the developmental trajectory of audio-visual speech perception. The following two 

subsections first discuss earlier cross-linguistic studies of the McGurk effect in adults 

and then offer a review on infant and child studies of the McGurk effect. 

2.1 Cross-linguistic studies of the McGurk effect in adults 

Since the McGurk effect was firstly reported in English (McGurk & MacDonald, 

1976), it was reduplicated in abundant studies and the robust McGurk effect was 

consistently demonstrated in English speakers (for a review, see Summerfield, 1987). 

Besides English, the McGurk effect has also been examined in other languages, such 
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as Mandarin Chinese (Chen & Hazan, 2009; Chen & Massaro, 2004; Hayashi & 

Sekiyama, 1998; Magnotti et al., 2015; Sekiyama, 1997), Japanese (Sekiyama & 

Burnham, 2008; Sekiyama & Tohkura, 1991, 1993), Cantonese (Burnham & Lau, 1998), 

and Dutch (de Gelder & Vroomen, 1992; de Gelder et al., 1995; Massaro et al., 1995). 

A series of Sekiyama’s studies (Sekiyama & Burnham, 2008; Sekiyama & Tohkura, 

1991, 1993) consistently found that the magnitude of the McGurk effect is smaller in 

Japanese speakers than in American English speakers. Only the study by Sekiyama 

(1997) demonstrated that Chinese Mandarin native speakers present a significantly 

weaker magnitude of the McGurk effect than American English subjects. In contrast, 

studies developed by Chen and Hazan (2009) and Magnotti et al. (2015) showed that 

American English speakers and Mandarin Chinese speakers demonstrated no difference 

on the degree of the McGurk effect. Burnham and Lau (1998) found that Cantonese 

speakers demonstrated a significantly weaker McGurk effect than Australian English 

speakers. However, when comparing Cantonese speakers with Dutch speakers, de 

Gelder et al. (1995) found that Cantonese participants were more influenced by vision 

(larger McGurk effect) than the Dutch. In summary, abundant studies examined the 

McGurk effect in different languages with inconsistent results across studies. 

Furthermore, three hypotheses were proposed to account for the different magnitude of 

the McGurk effect across languages, but each hypothesis has its limitation as elaborated 

below. The subsequent texts first compare research methodologies among earlier 

studies, whose differences may result in the inconsistent findings across studies. After 

that, the three hypotheses suggested in previous research will be discussed.  

2.1.1 Research paradigms 

To our knowledge, three main types of behavioral paradigms were adopted in 

cross-linguistic studies on the McGurk effect. The first is the written-down task, where 

participants were instructed to write down in Roman letters what they thought they had 

perceived (e.g., Sekiyama & Tohkura, 1991). Another paradigm is the verbal production 

task, that is, subjects repeated verbally aloud each time they were presented with one 
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stimulus (de Gelder et al., 1995; Magnotti et al., 2015). Last, the forced-choice 

procedure was adopted in previous research, in which participants needed to press one 

of the response buttons (Burham & Lau, 1998) or click one of the options on the 

computer (Chen & Hazan, 2009). Furthermore, the study by Mallick et al. (2015, as 

cited in Marques et al., 2016) compared different methodologies and suggested that the 

forced-choice paradigm is better to register responses, where the options are restricted 

and “the response is oriented specifically to one of the options, rather than being open 

to any possible response” (p. 1116) as in open-choice procedures. The forced-choice 

paradigm increased by 27 percent of the visually biased responses compared to the 

open-choice paradigm (Mallick et al., 2015).  

2.1.2 Stimuli in previous research 

Besides research paradigms, the stimuli used in previous studies are diversified 

as well. In the original McGurk effect study, McGurk and MacDonald (1976) designed 

stimuli from syllables of English /ba/, /ga/, /pa/ and /ka/. In a series of Sekiyama’s 

studies (Sekiyama, 1997; Sekiyama & Tohkura, 1991, 1993), 10 syllables were adopted 

including /ba/, /da/, /ga/, /ka/, /ma/, /na/, /pa/, /ra/, /ta/, and /wa/ in English and in 

Japanese to create 100 stimuli (10 audio x 10 visual) in each language, and both 100 

English stimuli and 100 Japanese stimuli were presented to both Japanese and English 

participants. In the study by de Gelder et al. (1995), the audio-visual stimuli were 

composed of six different audio-visual combinations: auditory /apa, aba, ata, ada, ama, 

ana/ were combined with visual /ata, ada, apa, aba, ana, ama/ respectively to test Dutch 

and Cantonese subjects. However, de Gelder et al. (1995) did not report which language 

was used in the auditory stimuli and the native language of the performer in the stimulus 

video. Burnham and Lau (1998) adopted /ba/ and /ga/ with different tones in Cantonese 

and Thai as stimuli to test Cantonese native participants and Australian-English native 

participants. In Chen and Hazan (2009), there were three incongruent audiovisual 

stimuli: (1) auditory-ba/visual-ga, (2) auditory-da/visual-ba, and (3) auditory-ga/visual-

ba, produced by two Chinese and two English native speakers (one male and one female 
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in each language), and participants consisted of both Chinese and English speakers. 

Magnotti et al. (2015) included English /ba/, /ga/, /pa/ and /ka/, like in McGurk and 

MacDonald (1976). In their study (Magnotti et al., 2015), all the nine performers in the 

stimuli were Americans and the faces were non-Asian (e.g., Caucasian), whilst 

participants were one group of Chinese and one group of Americans. In summary, 

syllables consisting of the open vowel /a/ and one of bilabial, alveolar, and velar stops 

are most frequently adopted as stimuli in previous McGurk studies. In addition, the 

influence of faces of different ethnic groups was not considered in previous research. 

However, that is important in audiovisual speech perception since recognizing faces 

from the own ethnic group is easier than faces from other racial groups, known as the 

other-race effect (for a review, see Meissner & Brigham, 2001). Moreover, a mismatch 

may exist between the native language in the stimuli and the native language of 

participants, which results in the “non-native speaker” effect, as illustrated in the next 

subsection.  

2.1.3 The non-native speaker effect 

The non-native speaker effect is another factor that has been investigated in cross-

linguistic studies on the McGurk effect. The hypothesis is that people use more visual 

information (as shown by a greater visual effect) when the stimuli are non-native (cited 

from Chen & Hazan, 2009, p. 864). It suggests that when listening to non-native speech, 

it is more difficult for respondents to process the auditory speech compared to their 

native language and therefore they borrow more information from the visual modality 

when perceiving a foreign language. In Sekiyama and Tohkura (1993) and Sekiyama 

(1994), they tested Japanese subjects with Japanese syllables (spoken by Japanese 

performers), another group of Japanese subjects with 10 corresponding English 

syllables (same as Japanese syllables but spoken by American English performers), 

American English subjects with Japanese syllables, and another group of American 

English subjects with corresponding English syllables. They found that Japanese 

subjects were much less prone to visual biasing effects than were Americans for the 
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same Japanese syllables, but for English syllables the difference between Japanese and 

Americans was not significant (Sekiyama & Tohkura, 1993). Sekiyama and Tohkura 

(1993) suggested that American English speakers automatically integrate visual and 

auditory cues in their native language and the integration is strengthened in a non-native 

language while Japanese speakers incorporate visual cues much less in their native 

language. Sekiyama and Tohkura (1993) referred to the Japanese style of audiovisual 

speech processing as “vision-independent processing” and “this vision-independent 

processing breaks down for non-native syllables, where they were subject to visual 

biasing effects” (p. 441). Chen and Hazan (2009) found that English perceivers used 

significantly more visual information when the stimuli were Chinese, but Chinese 

native perceivers did not show such a difference between the stimuli in English and in 

Chinese. They suggested a possible explanation: while none of the English participants 

had learned Chinese, all the Chinese participants had knowledge of English through the 

classes they had taken for at least 6 years in school (Chen & Hazan, 2009). Previous 

studies suggested that the (non-)nativeness is important in audiovisual speech 

perception. However, they did not disentangle whether the different degree of visual 

influences is resulted from the non-native auditory speech information (the non-native 

speaker effect) or from the non-native visual cues (the other-race effect).  

2.1.4 The number and age of participants 

Apart from methodologies, different syllables of the stimuli and the language 

background of the performers in the stimuli, the number of participants in previous 

studies was also different from each other. Magnotti et al. (2015) criticized that the 

sample sizes in Sekiyama’s studies (Sekiyama, 1997; Sekiyama & Tohkura, 1991, 1993) 

were small, which were 10-20 participants in one language group. In contrast, Magnotti 

et al. (2015) recruited 162 Mandarin speakers native to China and 145 English speakers 

native to the USA. Most studies of cross-linguistic differences regarding the McGurk 

effect have recruited 18 – 24 participants in one language group (e.g., Bunham & Lau, 

1998; Chen & Hazan, 2009; de Gelder et al., 1995).  
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Furthermore, the influence of the age of adult participants was not sufficiently 

discussed. In Magnotti et al. (2015), the age range of the Chinese group is 14 – 23 while 

in English it is 18 – 26. The Chinese participants are more teenager-like, but the English 

participants are all in adulthood. In Chen and Hazan (2009), the participants had a great 

age range, which varied between 20 to 54. Although the developmental course of the 

audiovisual speech perception is not fully discovered, Pearl et al. (2009) found that 

adolescents performed significantly more efficiently in the integration process than 

adults. Furthermore, Marques et al. (2016) suggested that the capacity to integrate 

auditory and visual modality is decreasing with aging during adulthood. Therefore, it 

is crucial to control the variabilities of subjects’ age in cross-linguistic studies in adults 

where the dependent variable is the magnitude of the McGurk effect and the 

independent variable is the language. In other words, it is important not to have a large 

range of age in participants.  

The following table 1 summarizes previous investigations on the different 

magnitude of the McGurk effect across languages. Only cross-linguistic studies on the 

McGurk effect that included discussion about at least two languages were included in 

this table. Other studies that investigated only one language (e.g., McGurk & 

MacDonald, 1976) are not listed.
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Table 1: Review of previous cross-linguistic studies on the McGurk effect 

NA: Not Applicable

 Paradigm Syllables in the 

stimuli 

Languages in the stimuli 

(produced by the performer) 

Performers’ 

nationality and faces 

Number & Native 

language of participants 

Age of participants 

Sekiyama & 

Tohkura, 

1993 

written-down 

task 

[ba] [da] [ga] [ka] 

[ma] [na] [pa] 

[ra] [ta] [wa] 

Japanese, American English Asian, Caucasian 20 Japanese,  

20 American English 

20 – 30 (All) 

Sekiyama & 

Tohkura, 

1994 

written-down 

task 

[ba] [da] [ga] [ka] 

[ma] [na] [pa] 

[ra] [ta] [wa] 

Japanese, American English Asian, Caucasian 24 Japanese,  

20 American English 

20 – 30 (All) 

de Gelder et 

al., 1995 

verbal 

production 

task 

[aba] [ada] [ata] 

[apa] [ama] [ana] 

NA NA 18 Dutch,  

18 Cantonese 

NA 

Sekiyama, 

1997 

written-down 

task 

[ba] [da] [ga] [ka] 

[ma] [na] [pa] 

[ra] [ta] [wa] 

Japanese, American English Asian, Caucasian 14 Mandarin Chinese 19 – 30  

Burnham & 

Lau, 1998 

forced-choice 

procedure 

[ba] [ga] Thai, Cantonese Asian 24 Cantonese, 

24 Australian English 

NA 

Chen & 

Hazan, 2009 

forced-choice 

procedure 

[ba] [da] [ga] Chinese, British English Asian, Caucasian 22 Mandarin Chinese,  

18 British English 

20 – 54 (All) 

Magnotti et 

al., 2015 

verbal 

production 

task 

[ba] [ga] [bab] 

[gag] [pa] [ka] 

American English Caucasian 162 Mandarin Chinese,  

145 American English 

14 – 23 (Chinese) 

18 – 26 (American) 
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2.1.5 Hypotheses in previous research 

Three hypotheses were suggested to account for the different size of the McGurk 

effect across languages. The first one is the tonal hypothesis (Sekiyama et al., 2003): 

the more tonal the language is, the greater reliance speakers with this language 

background have on the auditory information, and thus the less McGurk effect the 

speakers demonstrate. Sekiyama et al. (2003) claimed that in tonal languages, since 

lexical meanings are modulated by different lexical tones and the tonal difference is not 

saliently demonstrated on speaker’s face, tone-language speakers rely less on the visual 

information to differentiate lexical meanings with different tones (for a review, see 

Sekiyama & Burnham, 2004). However, Wang (2018) found the McGurk effect 

regarding Mandarin lexical tones using the response time paradigm and event-evoked 

potential (ERP) methodology. Also, although the effect of visual information for tone-

language speakers in the tone identification tasks is marginal (Han et al., 2020), the 

marginal McGurk effect of lexical tones does not necessarily imply that the McGurk 

effect of consonants is also marginal in tonal languages. In other words, the marginal 

McGurk effect of lexical tones as found in (Han et al., 2020) does not deny the 

possibility that there might be strong McGurk effect in consonants and vowels in tonal 

languages since tone languages may also have wide varieties of consonants and vowels 

such as Mandarin Chinese.  

The second hypothesis (Sekiyama, 1997) to account for the different strength of 

the McGurk effect between American English and Chinese Mandarin is the face-

avoidance tradition, which is a sociocultural convention in Asian countries such as 

China and Japan, i.e., the listener has to avoid eye contact and prevent seeing speaker’s 

face to show respects especially when the speaker’s status is social-economically higher 

than the listener such as between the teacher and the student. However, this convention 

is increasingly abandoned by young generations under the influence of globalization 

(Isei-Jaakkola, 2006). Previous studies that found different degrees of the McGurk 
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effect among American, Japanese and Mandarin speakers were conducted more than 20 

years ago (Burnham & Lau, 1998; Sekiyama, 1997; Sekiyama & Tohkura, 1991, 1993). 

However, recent studies (Chen & Hazan, 2009; Magnotti et al., 2015) found that 

Mandarin Chinese speakers have the same degree of the McGurk effect as English 

speakers, which refuted the face-avoidance hypothesis.  

Chen and Hazan (2009) suggested another linguistic account - the richness of the 

language’s phonetic inventory - for the different degrees of the McGurk effect across 

languages. They (Chen & Hazan, 2009) argued that Chinese Mandarin has 16 vowels, 

much richer than 5 vowels in Japanese, and thus speechreading is more needed for 

Chinese Mandarin speakers. However, the suggestion provided by Chen and Hazan 

(2009) cannot account for the results found in Cantonese and English speakers in the 

study of Burnham and Lau (1998). Like Chen and Hazan’s (2009) study, Burnham and 

Lau (1998) also included native stimuli with Cantonese tones while their results 

supported the tonal hypothesis, i.e., English speakers made more visually influenced 

responses compared to Cantonese speakers.  

To summarize, the consensus regarding the McGurk effect across languages has 

not been achieved, and three accounts were proposed, which are (1) the tonal hypothesis, 

(2) the face-avoidance convention, and (3) the phonetic inventory. As discussed above, 

all three accounts have limitations. Therefore, the current study provides a new 

theoretical framework in chapter 3 to account for empirical findings in previous studies. 

Before that, studies in infants and children are examined in the remainder of this chapter.  

2.2 Audiovisual speech perception in infants and children 

Above we have seen McGurk-effect studies in adults in different languages and 

the magnitude of the McGurk effect differs across languages. However, it still remains 

unknown at which developmental state speakers native to different languages diverge 

from each other. Therefore, it is important to examine the ontogenetic development of 

audiovisual speech perception in a specific language as well as across languages. The 
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subsequent two subsections discuss previous studies on audiovisual speech perception 

in infants and children respectively. At the end of this section, based on a summary of 

findings in infants, children and adults, a discussion will occur of the development of 

audiovisual speech perception across the lifespan, which represents a U-shaped pattern. 

2.2.1 Infant studies 

Studies have shown that infants are sensitive to the congruency of the facial 

articulation and voice at the age of 2.5 months (Dodd, 1979; Burnham & Dodd, 1998). 

Infants are also able to match the auditory and visual signal as young as two months 

old. When they were first presented with a silent video displaying two same faces side 

by side simultaneously, one face with visual articulation of one syllable and the other 

articulating a different syllable, and later infants were presented with the same video of 

two faces adding the sound of one of the syllables, infants preferentially look at the side 

where the visual articulation was matched with the sound (Aldridge et al., 1999; Kuhl 

& Meltzoff, 1982, 1984; Mackain et al., 1983; Patterson & Werker, 1999, 2002, 2003). 

Besides the cross-modal matching, Hollich et al. (2005) found the audiovisual benefit 

effect in 7.5-month-old infants, suggesting that the visual information facilitates infants’ 

auditory speech perception. Studies also found that infants demonstrated the McGurk 

effect like adults (Burnham & Dodd, 2004; Desjardins & Werker, 1996; Rosenblum et 

al., 1997). Burnham and Dodd (2004) adopted the habituation-test paradigm, where the 

experimental group was habituated to a McGurk stimulus (e.g., visual information of a 

person articulating [ga] dubbed with auditory [ba]), and the control group to an 

audiovisual congruent stimulus (e.g., audiovisual “ba”). Both groups were later 

presented with the auditory-only stimuli, [ba], [da], and [ða]. It found that infants in the 

experimental group in the test phase fixated at the auditory [da] or [ða] significantly 

longer than auditory [ba], which indicated that participants in the experimental group 

recognized the McGurk stimulus (auditory [ba] accompanied with visual [ga]) as 

auditory [da] or [ða] rather than [ba] (Burnham & Dodd, 2004). In short, audiovisual 

speech perception research on infants found that: (1) infants are sensitive to auditory 
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and visual synchrony; (2) infants are able to adopt visual cues to facilitate the auditory 

speech perception; (3) infants demonstrate the McGurk effect. 

2.2.2 Child studies 

Developmental studies of the audiovisual speech perception consistently found 

that the visual influence is weaker in children compared to adolescents and adults. 

Dupont et al. (2005) recruited eight 4 and 5-year-old French Canadian children and ten 

adults as participants, who were presented with visual-only, auditory-only and 

audiovisual congruent and incongruent stimuli. Adults were asked to write down the 

perceived utterances while children were asked to repeat what they thought the speaker 

had just said (Dupont et al., 2005). Results showed that around 90 percent of children’s 

responses to audiovisual incongruent stimuli were identical with the auditory 

component of the audiovisual incongruent stimuli, and adults’ audio percepts only took 

up approximately 40 percent of responses, which suggested that adults were much more 

biased towards the visual information than children (Dupont et al., 2005). Tremblay et 

al. (2007) recruited participants (French Canadian) with wider range of ages, including 

three age groups 5-9 years old (11 subjects), 10-14 years old (16 subjects), and 15-19 

years old (11 subjects). Participants were asked to repeat the syllable they thought they 

had heard after being presented with the stimuli, which were (1) unimodal auditory [ba], 

(2) unimodal auditory [va], (3) bimodal congruent [ba], (4) bimodal congruent [va], 

and (5) bimodal incongruent auditory /ba/ visual /va/ (Tremblay et al., 2007). Tremblay 

et al. (2007) found that the 5–9-year-old group had 60 percent of /ba/ responses to the 

incongruent stimulus auditory /ba/ visual /va/, which was significantly higher than the 

other two groups (around 20 percent of /ba/ responses), and there was no significant 

difference between 10-14-year-old group and 15-19-year-old group. The results 

suggested that the audiovisual speech perception may be adult-like after 10 years old 

and there may be a change of processing audiovisual speech during the development 

between 5 to 9 years old. Therefore, more refined age groups should be included in the 

study to pinpoint the age when children went through the developmental change. 
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Sekiyama and Burnham (2004, 2008) recruited native speakers of Japanese and native 

speakers of English as participants, who were divided into four age groups in both 

language groups, namely 6 years, 8 years, 11 years and adults. Participants were asked 

to press one of the three buttons for a ‘ba’, ‘da’ or ‘ga’ response accurately and without 

delay after they were presented with syllables in audiovisual (with congruent or 

mismatched auditory and visual components), audio-only and video-only trials at 

various signal-to-noise levels (Sekiyama & Burnham, 2004, 2008). In line with studies 

of Dupont et al. (2005) and Tremblay et al. (2007), Sekiyama and Burnham (2004, 2008) 

found that in English speakers, the degree of visual influence on speech perception was 

low at the age of 6 and increased over the age, and the increase was particularly 

prominent between 6 and 8 years old. For Japanese participants, the degree of the visual 

influence in 6-year-old children was the same compared to 6-year-old English children. 

In contrast, the degree of visual influence remained the same for Japanese speakers over 

the development (Sekiyama & Burnham, 2004, 2008). In summary, the strength of the 

McGurk effect was found to be adult-like in children older than 10 years old. English-

speaking children and Canadian French-speaking children younger than 10 years old 

demonstrate a weaker McGurk effect compared to adolescents and adults and the 

degree of the McGurk effect gradually increases between 4 to 9 years old. This increase 

might be the most prominent between 6 to 8 years old. However, for Japanese speakers, 

the strength of the McGurk effect remains intact after 6 years old. 

So far, we have seen that the visual influence is strong in audiovisual speech 

perception in infants and in adults (except Japanese adult speakers) whereas in 6-year-

old children regardless of language backgrounds the visual influence is weak. Jerger et 

al. (2009) suggested a U-shaped pattern for the developmental trajectory of audiovisual 

speech perception, where the auditory perception in infants, adolescents and adults is 

strongly influenced by visual information while the influence is much less prominent 

in children. However, the U-shaped pattern in audiovisual speech perception may not 

be language universal since it is present in English speakers but not found in Japanese 

speakers in Sekiyama and Burnham (2004, 2008). Furthermore, the underlying 
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mechanism remains unclear about why the age of 6 is the critical period for English 

speakers to change the direction of the trajectory. The next paragraph discusses possible 

accounts for the U-shaped pattern in the development of audiovisual speech perception. 

2.2.3 The U-shaped pattern 

One interpretation for the U-shaped pattern is that different methods adopted in 

previous studies, with different complexity of tasks, require different cognitive burdens 

between children and infants (Lalonde & Werner, 2021). In infants, experiments 

measuring looking time indirectly examine participants’ sensitivity to the stimuli. 

However, direct experiments for children explicitly instruct them to give responses that 

consciously reflect their awareness (e.g., to repeat what they thought they had 

perceived). Due to the same methodology used between children and adults (e.g., 

Sekiyama & Burnham, 2008; Tremblay et al., 2007), the degree of the visual influence 

can be compared across age groups with the percentage of the visually influenced 

responses. However, the methodology of habituation-test paradigm only measures 

whether infants demonstrated the McGurk effect or not by comparing the looking time 

difference, but it cannot determine the percentage of the McGurk responses or the 

degree of the visual influence on the continuum. To have a consistent methodology 

among infants, children and adults, studies (Lalonde & Werner, 2019; Lalonde & 

McCreery, 2020) adapted an audiovisual benefit paradigm in adults and made it 

compatible with infants and children by using a modified observer-based 

psychoacoustic procedure in Werner (1995). The test setup and most of the procedural 

details are the same between infants and adults in three visual conditions (i.e., auditory-

only, audiovisual, and onset-offset cue) in Lalonde and Werner (2019). The experiment 

included three phases in both infant group and adult group: familiarization, training and 

test (Lalonde & Werner, 2019). Lalonde and Werner (2019) found that in audiovisual 

speech detection, infants like adults benefited from both the audiovisual and onset-

offset cue. By using typical audiovisual speech detection experiments where 

participants were asked to “repeatedly indicate which of two noise intervals contains 
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acoustic speech” (Lalonde & Werner, 2021, p. 2), Lalonde and McCreery (2020) 

observed that 6- to 12-year-old children and adults demonstrate the same degree of 

audiovisual detection benefit, i.e., both adults and children “detect speech at about a 2 

dB lower signal-to-noise ratio in audiovisual conditions than in auditory-only 

conditions” (Lalonde & Werner, 2021, p. 3). The two studies (Lalonde & Werner, 2019; 

Lalonde & McCreery, 2020), suggesting that infants, children and adults demonstrated 

the same degree of visual benefit effect, seem to contradict with the U-shaped 

trajectories found in other studies. However, these results by Lalonde and colleagues 

(Lalonde & Werner, 2019; Lalonde & McCreery, 2020) only suggested that the 

audiovisual benefit in syllable detection tasks is the same across the development but it 

does not deny that the audiovisual benefit may differ among different age groups in 

speech recognition or discrimination tasks. Whereas detection requires only basic 

awareness of the presence of speech, discrimination requires perception of more fine-

grained differences between the spectrotemporal properties of speech sounds (Lalonde 

& Werner, 2019).  

Another account for the U-shaped pattern is that the underlying processing 

mechanism differs between infants and adults, although both groups are strongly 

influenced by visual cues in audiovisual speech perception. Infants adopt only temporal 

cues including the onset/offset of speech and amplitude envelope in all types of 

audiovisual speech tasks whereas adults administer the temporal cues in audiovisual 

speech detection tasks and use phonetic information in audiovisual speech 

discrimination tasks (for a review, see Lalonde & Werner, 2021). The use of phonetic 

cues is a “speech-specific and lexical mechanism” where interlocutors “associate 

salient visual cues with phonemes, syllables, and words in their native language” 

(Lalonde & Werner, 2021, p. 6). To determine whether the temporal or phonetic cues 

are adopted, Baart et al. (2014) used sine-wave replicas of auditory speech (SWS), 

which preserves the temporal characteristics of speech and the amplitude of the 

formants that correlate with the visual amplitude envelope (Chandrasekaran et al., 2009; 

Grant & Seitz, 2000), but phonetic information is removed. The study (Baart et al., 
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2014) found that adults matched natural auditory speech very well to visual speech but 

matched SWS poorly to visual speech, while infants did well in matching both SWS 

and unprocessed auditory speech to visual speech, suggesting that adults used phonetic 

cues and infants rely heavily on temporal cues. Hollich et al. (2005) found that when 

being presented with a female speaker reading a story with infant-directed speech while 

a competing male reading out an academic paper, 7.5-month-old infants were able to 

segregate the competing speech stream (male speech) and attend to the target speech 

stream (female speech) even though the visual speech was replaced by an oscilloscope 

pattern that kept only the temporal envelope of the speech signal. Lalonde and Werner 

(2019) designed an audiovisual stimulus where the visual component contained only 

the visual onset and offset of the auditory syllable to test whether the onset-offset cue 

is used for detection and discrimination tasks in adults and 6- to 8.5-month-old infants. 

They found that (1) infants’ speech detection and discrimination were both facilitated 

by the onset-offset cue; (2) adults relied on the onset-offset cue in detection while not 

in discrimination and the full visual cue benefited adults to a larger extent than infants, 

and they suggested that 6-month-old infants are mature in using temporal cues but not 

phonetic cues for audiovisual speech perception and adults relied mostly on phonetic 

information (Lalonde & Werner, 2019). These studies of audiovisual speech perception 

in infants imply that the underlying mechanism of the McGurk effect in infants is 

integrating temporal cues of visual and auditory information (although they are 

asynchronous) in the McGurk stimuli. More importantly, neurological research 

suggested that the cortical structures responsible for using visual phonetic/lexical 

information had limited development during the first year but the brain networks 

responsible for the synchrony between the auditory and visual speech showed 

maturation before the age of 6 months (Bushara et al., 2001; Eggermont & Moore, 

2012). Some may argue that the aforementioned suggestion that infants are unable to 

adopt visual phonetic cues contradicts with empirical results (e.g., Teinonen et al., 2008; 

Weikum et al., 2007) which showed that infants demonstrated visual speech 

discrimination before 6 months old. However, the audio-visual stimuli used in those 
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studies (Teinonen et al., 2008; Weikum et al., 2007) are natural speech materials 

containing both temporal and phonetic information. Therefore, these studies (Teinonen 

et al., 2008; Weikum et al., 2007) failed to exclude the possibility that infants may 

benefit only from temporal cues to accomplish visual speech discrimination. In contrast, 

the finding in (Lalonde & Werner, 2019) that infants’ audiovisual benefit effect 

facilitated by temporal-only cues is the same with that facilitated by temporal and 

phonetic combined cues suggests that phonetic information may be unimportant in 

audiovisual speech perception in infants.  

In summary, previous studies robustly suggested that the difference of 

audiovisual speech perception between adults and infants is on the use of phonetic and 

temporal information. Infants are sensitive to temporal cues but not able to use phonetic 

information in audiovisual speech perception. The sensitivity to temporal cues may 

decrease from infancy to adulthood since temporal cues are the only sources for infants 

to rely on while adults adopt phonetic cues besides temporal cues. Due to the decrease 

of using temporal cues in audiovisual speech perception from infancy to childhood and 

at the same time children’s ability to use phonetic cues like adults is not matured in 

children. Therefore, the size of visual influence on audiovisual speech perception is 

weaker in children compared to infants and adults. However, it is still unknown which 

factors make children start using visual phonetic information in audiovisual speech 

perception and whether speakers with different language backgrounds share the same 

developmental pattern. To unravel those issues, Chapter 3 subsequently suggested two 

hypotheses, one accounting for the different magnitude of the visual influence across 

languages in adults, and the other one for the influence of literacy training at school on 

children’s audiovisual speech perception, altogether to provide a holistic account for 

the cross-linguistic development of audiovisual speech perception. In Chapter 4 and 

Chapter 5, two experiments are proposed to test the two hypotheses suggested in 

Chapter 3 respectively. 
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Chapter 3. Hypotheses in the present study 

As discussed in Chapter 2, the magnitude of the McGurk effect differs across 

languages in adult studies. In ontogenetic studies, the degree of visual influence is also 

different at individual’s different developmental states. However, the underlying 

reasons are unclear regarding why the magnitude of the McGurk effect differs in those 

two aspects; some potential accounts in previous studies were rebutted in Chapter 2. 

Therefore, Chapter 3 aims to provide two hypotheses to account for the two aspects 

respectively, which together holistically account for the cross-linguistic differences on 

the developmental trajectory of audiovisual speech perception. 

3.1 Hypothesis 1: visual speech intelligibility 

The size of the McGurk effect of consonants is different according to the different 

vowel context the consonant is situated in. Studies (Shigeno, 2000; Hampson et al., 

2003) found that the McGurk effect of consonants is the most prominent in the /i/ 

context, moderate in the /a/ context, and weakest (almost nonexisitent) in the /u/ context. 

The current thesis postulates the following hypothesis: 

Visual speech intelligibility hypothesis 

The quality of vowels influences the visual intelligibility of the mouth’s 

articulatory movements. With larger visual intelligibility influenced by the 

vowels, more visual information from speech can be adopted by perceivers, and 

thus more visual influences, as well as a greater size of the McGurk effect, will 

be demonstrated in audiovisual speech perception.  

From the aspect of articulatory movements, the tongue moves forward for the 

front vowel and moves down for the low vowel (Zsiga, 2013), which both enlarge the 

visual intelligibility of mouth movements. For the back non-low vowels, such as the 

round vowel /u/, perceivers have difficulty detecting the articulatory movements of the 

speaker in such vowel context, in which lip bursting is slight and ambiguous (Shigeno, 
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2000). Thus, this hypothesis predicts that the McGurk effect is the most prominent in 

the front low vowel /æ/ context and weakest in the /u/ context among all the vowels 

since /æ/ has the largest visual intelligibility while /u/ has the least. However, this 

prediction has no empirical support since no McGurk study has been conducted in the 

/æ/ context yet. Despite that, the current hypothesis suggests that languages in which 

the front low vowel /æ/ occurs have larger visual speech intelligibility than languages 

where the vowel /æ/ is absent.  

The production of any one phonetic segment is highly influenced by the 

production of phonetic segments occurring both before and after the target segment 

(Green & Gerdeman, 1995), which is named as coarticulation. The coarticulation has 

been found obvious between consonants and vowels. Liberman et al. (1967) found that 

vowel context (e.g., /i/ vs. /u/) heavily influenced the production of the preceding 

consonants (such as /d/). The phenomenon of coarticulation was accounted for from the 

perspective of articulatory phonology (Hall, 2010). There is a gestural overlap between 

the consonant and its incoming vowel – that is, the body gestural movements of the 

consonant and the vowel occur at the same time – for example, when you say a word 

key [ki], the tongue body gesture of the /k/ and the tongue body gesture of the /i/ start 

at the same time (for more details, see Hall, 2010). The articulation of the /i/ involves 

a target position in the front of the mouth and it makes the closure of the /k/ happens in 

a more front position than usual (Hall, 2010). The articulatory and acoustic realization 

of the consonant /k/ in the syllable /ki/ is therefore different compared to the /k/ in /ku/. 

It thus theoretically supports that the audiovisual speech perception of the consonants 

varies according to different vowel contexts. Furthermore, empirical studies (Shigeno, 

2000; Hampson et al., 2003) supported the influence of the vowel on the size of the 

McGurk effect of the preceding consonant, finding that the McGurk effect on 

consonants is the largest in the /i/ context, moderate in the /a/ context, and weakest 

(almost nonexistent) in the /u/ context. 

The aforementioned hypothesis assumes that the audiovisual speech perception 
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of consonants is affected by the visual salience of articulatory movements of vowels 

and thus the varied vowel inventories across languages determine speakers’ different 

degrees of reliance on the visual information. The current hypothesis further accounts 

for the difference in the magnitude of the McGurk effect across languages. Each 

language has its vowel inventory. If the inventory in one language contains a larger 

proportion of visibly more intelligible vowels, the McGurk effect on the consonants in 

speakers of this language will be more conspicuous. Based on this proposal, the 

different magnitude of the McGurk effect can be compared across languages by 

comparing their vowel inventories. Furthermore, the current thesis postulates that only 

accounting for monophthongs (excluding diphthongs) is sufficient for measuring visual 

intelligibility because both the beginning and ending position of a diphthong have 

corresponding positions in one of the monophthongs in the inventory. To quantify the 

degree of visual intelligibility from the monophthong inventory, the current thesis 

proposes to follow the three subsequent rules. 

Rule 1: Languages which include the vowel /æ/ have larger visual intelligibility 

than languages where the vowel /æ/ is absent. 

Rule 2: With higher proportion of open and front vowels, the visual intelligibility 

is higher. 

Rule 3: With higher proportion of back non-low vowels, the visual intelligibility 

is lower. 

Rule 1 is proposed since as suggested above the vowel /æ/ has the largest visual 

intelligibility among all the vowels. Open vowels and front vowels increase the visual 

intelligibility and back non-low vowels decrease the visual intelligibility and therefore 

Rule 2 and Rule 3 were proposed. In the subsequent texts, it will measure the visual 

intelligibility in Mandarin Chinese, American English, Dutch, Cantonese, and Japanese, 

which are languages frequently investigated in previous research of audiovisual speech 

perception.  
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The vowel charts of American English and Mandarin Chinese are demonstrated 

in table 2 and table 3, summarized by Lin (2007).  

Table 2 Chart of American English monophthongs 

 front central back 

high i        u 

 I  U 

mid e ø o 

 ε ə  

low   O 

 œ a A 

   (Adapted from Lin, 2007, p. 64) 

Table 3 Chart of Mandarin Chinese monophthongs 

 front central back 

high i        u 

 y  ɤ 

mid e  o 

 ε ə  

low œ a A 

  (Adapted from Lin, 2007, p. 65) 

We see that the number of front vowels and low vowels is similar across the two 

languages. The low front vowel /æ/, which is predicted to be the most visually 

prominent, is present in both charts. Following Rule 1, the two languages both have 

high visual intelligibility. Furthermore, the proportion of front vowels and low vowels 

is 62% (8/13) in American English and 64% (7/11) in Mandarin Chinese. The back non-

low vowels take up 23% (3/13) in American English and 28% (3/11) in Mandarin 

Chinese. The proportion of open vowels and front vowels in American English is lower 
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compared to Mandarin Chinese (62% versus 64%), which indicates that Mandarin 

Chinese may be slightly more visually intelligible than American English regulated by 

Rule 2. However, the proportion of back non-low vowels is also lower in American 

English than in Mandarin Chinese (23% versus 28%), which may indicate that the 

visual intelligibility is lower in Mandarin Chinese bound by Rule 3. Therefore, above 

all, we predict that the visual intelligibility of speech is high in both American English 

and Mandarin Chinese, and it is similar between the two languages. This finding 

predicts that the articulations in both languages have similar degrees of visual 

intelligibility, and the vowel context in the two languages provides a similar degree of 

visual influence on the audiovisual speech perception of consonants. Finally, the 

magnitude of the McGurk effect is predicted to have no difference between Mandarin 

Chinese and American English. 

Compared with Mandarin Chinese and American English, Japanese vowel 

inventory is observably different, shown in table 4. 

Table 4 Japanese monophthongs 

 front central back 

high i  u 

mid e  o 

low  a  

(Adapted from Tsujimura, 2013) 

We can see that there are five vowels in Japanese, including two front vowels 

/i/ and /e/, and one low vowel /a/. The number and variety of front and low vowels 

are obviously lower than those in American English or in Mandarin Chinese. 

Furthermore, the front low vowel /æ/, the most visually salient vowel as suggested 

above, is absent in Japanese. Although the proportion of front vowels and low vowels 

in Japanese is 60% (3/5), marginally smaller to that in Mandarin Chinese (64%) and 

American English (62%), back non-low vowels take up 40% (2/5) in Japanese vowel 



 
 

31 

inventory which is much bigger than in Mandarin Chinese (28%) or in American 

English (23%). Therefore, the McGurk effect is weaker in Japanese compared to 

American English and Mandarin Chinese.  

Different from Japanese, the vowel inventory is more complex in Dutch and 

Cantonese. Table 5 and table 6 respectively depict the chart of Dutch and Cantonese 

vowels.  

Table 5 Chart of Dutch monophthongs 

 front central back 

high i      y  u 

 e      I  o 

mid ε      Y ø ɔ 

 œ ə  

low  a  

(Adapted from Gussenhoven, 1992) 

Table 6 Chart of Cantonese monophthongs 

 front central back 

high i      y  u 

 e  o 

mid ε  ɔ 

 œ ɵ  

low  ɐ  

  a  

(Adapted from Zee, 1991) 

The front open vowel /æ/ is absent in both Cantonese and Dutch, which indicates 

that the visual intelligibility in Cantonese and Dutch may not be as high as in Mandarin 
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Chinese and American English. In Dutch, 7 front vowels and 1 low vowel altogether 

account for 62% (8/13) of the inventory, and the proportion of front vowels and low 

vowels in Cantonese is 64% (7/11). As for non-low back vowels, the percentage is 23% 

(3/13) in Dutch while 28% (3/11) in Cantonese. Therefore, we predict that Dutch and 

Cantonese have similar degrees of visual speech intelligibility, which is lower 

compared to Mandarin Chinese or American English but higher than Japanese. 

Therefore, the current hypothesis predicts that American English speakers and 

Mandarin speakers should show the stronger McGurk effect than Dutch and Cantonese 

speakers, and in turn, the McGurk effect in Dutch and Cantonese is predicted to be 

larger than that in Japanese. The metric of measuring the visual speech intelligibility is 

given in the following table 7. 

Table 7 The metric of measuring the visual speech intelligibility 

 Presence of /æ/ Proportion of front 

vowels and open vowels 

Proportion of back 

non-low vowels 

American English YES 62% 23% 

Mandarin Chinese YES 64% 28% 

Cantonese NO 64% 28% 

Dutch NO 62% 23% 

Japanese NO 60% 40% 

In summary, the current hypothesis estimates that the McGurk effect is strongest 

in American English and Mandarin Chinese, intermediate in Dutch and Cantonese, and 

weakest in Japanese.  

Furthermore, the current visual speech intelligibility hypothesis, seems to be 

compatible with results of previous cross-linguistic McGurk studies to the utmost 

compared to aforementioned hypotheses, e.g., the tonal hypothesis. The prediction that 

American English speakers and Mandarin Chinese speakers demonstrate no difference 

on the magnitude of the McGurk effect supports findings in Chen and Hazan (2009) 
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and Magnotti et al. (2015), although contradict results in Sekiyama (1997). However, 

the tonal hypothesis and the face-avoidance account cannot account for results in Chen 

and Hazan (2009) or Magnotti et al. (2015). The visual speech intelligibility hypothesis 

predicts that Cantonese speakers have a smaller size of the McGurk effect than English 

speakers, which is also consistent with the finding in Burnham and Lau (1998). The 

study by de Gelder et al. (1995), suggesting that Cantonese participants were more 

influenced by vision than the Dutch, seems to contradict with the visual speech 

intelligibility hypothesis. Two sets of stimuli were designed in their study: (1) an 

auditory bilabial was paired with a visual lingual (e.g., auditory /ba/ with visual /da/), 

(2) a visual bilabial was paired with an auditory lingual (e.g., ba-visual and da-auditory) 

(de Gelder et al., 1995). In the first set of stimuli, Cantonese participants reported 75 

percent of visually biased responses while Dutch speakers reported 65 percent, and no 

significant difference was found in the second set (de Gelder et al., 1995). The 

difference between Dutch and Cantonese speakers is slight (65% vs. 75% in the first 

set of stimuli and no significant difference in the second set). Furthermore, it is unclear 

whether de Gelder et al. (1995) controlled the other-race effect and the non-native 

speaker effect since the native language and ethnicity of the speaker in the stimuli were 

not specified, which may cause the slight difference between Cantonese and Dutch 

speakers in their study. Therefore, to evaluate the visual speech intelligibility 

hypothesis, it is important to conduct a study across these languages with a scientific 

and consistent methodology. Such an experimental design is thus proposed in Chapter 

4. Before that, the next subsection proposes the second hypothesis of the current thesis, 

to account for the difference of the magnitude of the McGurk effect between children 

and adults. 

3.2 Hypothesis 2: phonemic awareness hypothesis - the influence of orthography 

and early literacy training on audiovisual speech perception 

Sekiyama and Burnham (2004) found that the increase of the visual influence in 

Australian English children is the most prominent between 6 to 8 years and they 
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suggested that what is learned at school influences audiovisual speech perception 

because 6 years old is the onset of schooling. However, for Japanese children, the 

degree of the visual influence remains intact from 6 years old to adulthood. Therefore, 

it is possible that different schooling between Japanese and Australian English children 

have different degrees of influence on each group of children. Jerger et al. (2009) 

suggested that visual phonetic recognition is related to phonological reorganization. 

One of the most important periods for phonological reorganization is the early literacy 

training during the age between 6 to 9 years old (Anthony & Francis, 2005; Morais et 

al., 1986). Burnham (2003) found that children’s reading ability is associated with their 

performance in language speech perception. Studies of last four decades have 

undoubtedly demonstrated that the phonological awareness in children is strongly 

associated with their reading ability at least in languages with alphabetic orthographies 

e.g., English (for reviews, see Deacon & Kirby, 2004; National Reading Panel, 2000; 

Snow et al., 1998). Phonological awareness refers to the insight that spoken words 

consist of smaller units of sound including syllable awareness, onset and rime 

awareness, phonemic awareness and tone awareness (Chen et al., 2004; Treiman & 

Zukowski, 1991). Above it was noted that the phonetic cue in visual information is used 

to facilitate their speech perception for adults but not for infants. As aforementioned, 

we postulated that children are developing their ability of using the phonetic 

information in audiovisual speech perception between 6 to 8 years old. Therefore, we 

hypothesize that: 

Phonemic awareness hypothesis 

The phonological awareness especially the phonemic awareness is involved in 

McGurk tasks, which require participants to differentiate consonants such as ‘b’, 

‘d’ and ‘g’. The training of early literacy and reading, which is crucial for the 

development of phonological awareness, is facilitating children to adopt visual 

phonetic information in audiovisual speech perception. However, this facilitation 

may be with different degrees due to different orthographies across languages 

that demonstrate different pace of the phonological awareness development.  
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The reading ability facilitates phonological awareness and most importantly 

phonemic awareness. Phonemic awareness allows individuals to be sensitive to the 

phonetic information in not only auditory speech but also visual speech. After being 

equipped with phonemic awareness, children are able to use phonetic information in 

audiovisual speech perception. Therefore, we see the nadir of the U-shaped pattern at 

around 6 years old, a period when children are developing their phonological awareness 

through literacy training. Furthermore, the developmental trajectory of audiovisual 

speech perception is different across languages, as we discussed in English and 

Japanese. Noteworthily, due to the difference of the orthography and the transparency 

of the grapheme-phoneme or letter-sound correspondence (for more details, see 

Goswami, 2008), the development of phonological awareness also differs across 

languages.  

Defior (2004) suggested that in alphabetic languages, orthographies in languages 

such as German, Dutch, Turkish, Italian are considered as “transparent” while in 

languages like English as “opaque” depending on the application of grapheme-

phoneme correspondence rules (for more details, see Frost & Katz, 1992). Previous 

research on alphabetic languages showed that children speaking a language with a 

higher transparency of orthography i.e., higher regular grapheme-phoneme 

correspondences, developed phonemic awareness earlier and with a speedier pace 

(Cossu et al., 1988; Demont & Gombert, 1996; Durgunoğlu & Öney, 1999; Høien et 

al., 1995; Liberman et al., 1974; Wimmer et al., 1991). For example, Cossu et al. (1988) 

compared the development of phonemic awareness between Italian and English 

preschool (4 and 5 years old) and first-grade (6 years old) children by using the tapping 

task and found that correct responses for phonemic segmentation are 13%, 27% and 97% 

respectively in 4-, 5- and 6-year-old Italian children, 0%, 17% and 70% accordingly in 

American English-speaking children. However, non-alphabetic languages where 

logograms are used, such as Chinese and Japanese, may be considered as languages 

with an extremely low degree of grapheme-phoneme correspondences. Mann (1986) 

found that Japanese first-graders performed 10% correct responses in phoneme-based 
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tasks, compared to 70% in English first-graders, and the performance of Japanese 

children in third, fourth, fifth and sixth grade was 56%, 73%, 81% and 75% respectively. 

It suggested that Japanese children develop phonemic awareness with a much slower 

pace than English children, and despite of the low transparency in Japanese orthography, 

Japanese children have relatively high degrees of phonemic awareness when they are 

older (e.g., 81% in the fifth grade). The gradual increase of phonemic awareness in 

Japanese children could be because Japanese orthography is not only composed of 

logograms but also kana characters which represent mora. Unlike Japanese, Chinese 

characters are 100% logograms, which makes it relevant to study the relationship 

between logographic languages and phonemic awareness. However, the education of 

romanization systems for logograms in school may significantly facilitate phonemic 

awareness, e.g., pin-yin system adopted in China and zhu-yin-fu-hao in Taiwan. Read 

et al. (1986) compared Chinese adult readers who are literate only in logograms with 

those who are also educated with the alphabetic pinyin system. The former group 

demonstrated weaker phoneme skills (20% correct responses) compared to the latter 

(80% correct responses) in Read et al. (1986). McBride-Chang et al. (2004) included 

Cantonese-speaking children in Hong Kong, Mandarin Chinese children in Xian 

(China), and English-speaking children in Toronto. Pinyin training at school was given 

only to Mandarin subjects in Xian but not to Cantonese children in Hongkong. The 

phonemic awareness was scored 0 for Hong Kong subjects whereas it was fairly high 

for children in Xian and Toronto (McBride-Chang et al., 2004). In summary, children 

speaking an orthography-transparent language are more advantageous in acquiring 

phonemic awareness than children speaking an orthography-opaque language or a 

logographic language. However, in logographic languages, education of the 

romanization system at school compensates the deficiency. 

Above it was noted that orthographies are important in the development of 

phonemic awareness, which may be significant for the use of phonetic information in 

audiovisual speech perception. Previous studies in audiovisual speech perception 

including the audiovisual benefit effect and the McGurk effect that suggested the U-
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shaped pattern may target on the perception at the phonemic. Stimuli in experiments 

using the McGurk effect paradigm (Dupont et al., 2005; Tremblay et al., 2007; 

Sekiyama & Burnham, 2004, 2008) are syllables such as ‘ba’, ‘da’, and ‘ga’, and we 

hypothesize that in those the tasks where participants are required to differentiate 

consonants such as ‘b’, ‘d’ and ‘g’, the phonemic awareness of participants is involved. 

In experiments for the audiovisual benefit effect such as in Lalonde and Werner (2019), 

syllables such as ‘mu’, ‘gu’ and ‘lu’ were used, which also requires phonemic awareness 

and the use of phonetic information. Since those tasks demand ability of audiovisual 

speech perception on phonemes while children’s phonemic awareness is not fully 

developed, we see poor performance in young children and thus U-shaped pattern in 

previous research. Furthermore, the development of phonemic awareness varies across 

languages due to different orthographies (e.g., Japanese, English and Italian as seen 

above) and the school education across cultures (e.g., the pinyin system is taught in 

China but not in Hong Kong), and therefore the U-shaped pattern is not universal or 

identical across languages. It is noteworthy that Japanese children still developed 

phonemic awareness but with a much slower pace compared to alphabetic-language 

speakers such as English and Italian (Mann, 1986). However, Japanese adolescents and 

adults showed the same low degree of the visual influences as in Japanese children in 

Sekiyama and Burnham’s (2004, 2008) McGurk studies even though Japanese 

adolescents and adults possess phonemic awareness. To account for this, we 

hypothesize that the visual speech intelligibility hypothesis as elaborated above should 

play a role. The development of phonemic awareness allows individuals to be able to 

segregate and recognize phonemes in visual speech. However, the maximum degree of 

the visual influence at the endpoint of the development depends on the degree of visual 

intelligibility of the language. Therefore, in Japanese, even though the phonemic 

awareness grows, the degree of the visual influence in audiovisual speech perception 

intactly keeps low from 6 years old to adulthood due to the limitation set by the low 

degree of visual intelligibility in Japanese vowels. As for English, the high degree of 

visual intelligibility allows the visual influence increase gradually when the phonemic 
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awareness grows with age in children. Therefore, we see that in English speakers, the 

degree of visual influence drops from infancy to preschool childhood and it rebounds 

after children receive literacy training at school, which altogether represent a U-shaped 

developmental trajectory. 

In summary, the current thesis suggests two hypotheses to account for the 

developmental trajectory regarding the degree of the visual influence in audiovisual 

speech perception across languages: 1) the visual speech intelligibility hypothesis binds 

the maximum of the visual influence that can be reached until adulthood; 2) phonemic 

awareness is correlated with the degree of visual influences, i.e., with higher phonemic 

awareness, individuals demonstrate a higher degree of visual influences. Following the 

visual intelligibility hypothesis and the phonemic awareness hypothesis, the current 

thesis makes three predictions: first, at the endpoint of the development (in adults), the 

magnitude of the McGurk effect differs across languages depending on the degree of 

visual speech intelligibility; second, the acceleration of development between 

preschool children to adults is different across languages because of the different pace 

of phonemic awareness development due to different orthographies; last, the U-shaped 

pattern is absent in some languages such as Japanese in Sekiyama and Burnham (2008). 

In Chapter 4 and Chapter 5, two experiments are designed to examine the validity of 

the two hypotheses.  
  



 
 

39 

Chapter 4. Experiment 1 

4.1 Introduction 

As suggested above, the three hypotheses in previous studies, namely the tonal 

hypothesis, the face-avoidance hypothesis, and the phonetic inventory hypothesis are 

all incompatible with previous empirical studies. The first hypothesis proposed in the 

current thesis, the visual speech intelligibility, is compatible with results of previous 

studies to the utmost compared to other hypotheses, as discussed in the previous chapter. 

The main purpose of Chapter 4 is to design an experiment to examine the validity of 

the visual speech intelligibility hypothesis.  

Six languages will be examined, consisting of American English, Mandarin 

Chinese, Cantonese, Dutch, Japanese and Russian. The first five languages, English, 

Chinese, Cantonese, Dutch and Japanese were all investigated in previous studies, as 

summarized in table 1, but they were never included in one single study at the same 

time. Reduplicating investigations on these five languages will provide more 

discussions on cross-linguistic McGurk effect and comparisons with previous studies. 

Russian is included in the current study due to its same vowel inventory with Japanese, 

as seen in Table 8 below, which can exemplify whether the same degree of the McGurk 

effect can be found in two languages with same degree of visual intelligibility. The six 

languages form three levels of visual intelligibility as suggested in the previous chapter, 

with highest in English and Mandarin Chinese, middle in Cantonese and Dutch, and 

lowest in Japanese and Russian. Following the hypothesis of the visual intelligibility, 

the order of the magnitude of the McGurk effect across these six languages is: 

(Mandarin Chinese ≈ American English) > (Dutch ≈ Cantonese) > (Japanese ≈ Russian). 

In addition, the inclusion of Russian provides new language data for McGurk-effect 

experiments since no such study has been conducted in Russian.  
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Table 8 Russian monophthongs 

 front central back 

high i  u 

mid e  o 

low  a  

(Adapted from Jones & Ward, 1969) 

This study plans to examine the fused perception (the response of the /da/ to the 

stimulus of auditory /ba/ and visual /ga/) of the McGurk effect and exclude 

investigations of the combined response (/g°ba/ to the stimulus of visual /ba/ and 

auditory /ga/). Sekiyama and Tohkura (1993, 1994) found that Japanese speakers had 

few combination responses, and they suggested that it was because the Japanese 

phonological system does not allow any phonological consonant clusters, which may 

cause Japanese speakers more biased to the single consonantal articulation (e.g., /ba/ or 

/ga/) rather than double articulation (e.g., /g°ba/) compared to speakers of other 

languages which allow consonant clusters. Like Japanese, consonant clusters are also 

not allowed in Mandarin Chinese. Therefore, to avoid the impact of the presence of 

consonant clusters, only the fused McGurk effect will be studied in the current proposal. 

Regarding the syllables, only /pa/, /ta/ and /ka/ will be included, which are all 

devoiced stops. Although the most frequently investigated syllables in previous studies 

were voiced stops /ba/, /da/, and /ga/, there are two reasons to adopt devoiced stops. 

First, there is no voiced stop in Mandarin Chinese, while the devoicing aspirated stop 

and its unaspirated counterpart (such as /pʰ/ and /p/) are separate phonemes. However, 

in Chinese pinyin system, the unaspirated stops are written as devoiced counterparts 

(e.g., /p/ is written as “b”). It is possible that Chinese subjects produce unaspirated 

devoiced /p/ even though they are presented with voiced /b/. Another reason is that 

when Dutch speakers see the letter “g”, they pronounce it as the velar fricative /x/ or 

/ɣ/, instead of the velar stop /g/ as in English. In contrast, the three devoiced stops /pa/, 



 
 

41 

/ta/, and /ka/ are legitimate syllables in all the six languages that are being investigated, 

and therefore they are chosen in the current proposal. 

Magnotti et al. (2015) criticized that it is problematic for cross-linguistic studies 

to use stimuli produced by only two talkers since different speakers may evoke different 

degrees of the McGurk effect due to their great variabilities. Therefore, the current 

proposal will recruit 8 native speakers with gender counterbalanced in each language 

to create stimuli. The face of the speaker will be in line with the language she/he speaks. 

In other words, the one who speaks Chinese, Japanese, or Cantonese has an Asian face, 

and the one who speaks English, Dutch, or Russian has a Caucasian face. 

As discussed in the literature review, it is crucial to control the age of subjects 

since there may be age effects in audiovisual speech perception even after adulthood. 

Tse & Herrup (2017) suggested that the cognitive performance in lifespan peaks at 20 

– 30 years. To be more cautious, the age range of the participants in each language 

group will be 23 – 26 years in the current proposal. 

Unlike studies by Sekiyama and Tohkura (1993) or Chen and Hazan (2009), the 

current proposal decides not to examine the non-native speaker effect. The current study 

aims to investigate whether the magnitude of the McGurk effect differs across 

languages when perceivers process their native languages. Thus, English stimuli will 

only be presented to American subjects and the same procedure will be applied to the 

other five languages. In other words, each participant will be presented with stimuli of 

their native language.  

4.2 Method 

4.2.1 Participants 

Native monolingual speakers in each language of Mandarin Chinese, American 

English, Cantonese, Dutch, Japanese and Russian will be recruited in this study. The 
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age of all participants will fall at the range of 23 to 26 years old. In each language group, 

there will be 30 participants and the gender will be counterbalanced. All participants 

should have a normal (or corrected-to-normal) vision and no language or hearing 

deficits. 

4.2.2 Stimuli 

The stimuli will be created by three syllables /pa/, /ta/, and /ka/ uttered by 8 

different speakers in each of the aforementioned six languages, and therefore there will 

be 48 speakers to be recorded, with 4 males and 4 females in each language. Videos 

will be recorded in a sound-attenuated room with high-end equipment for all speakers. 

Since speakers may communicate with the experimenter only in English, which may 

not be their native language, they may stay in the mode of speaking a foreign language 

before their speech was collected. Therefore, they will first be instructed to read 

verbally some newspaper texts in their native language, which is designed to allow 

performers to attune to their native speech. Later, they will be asked to articulate 10 

repetitions of each syllable. Both the face and the speech will be recorded for each 

speaker. one of the repetitions with the highest quality for each syllable will be chosen 

for each speaker. 

Three types of stimuli will be designed based on the collected materials: visual-

only (V), auditory-only (A), and audio-visual (AV) stimuli. The AV stimuli will be 

composed of AV congruent stimuli and AV incongruent stimuli. The AV incongruent 

stimuli will be the McGurk stimuli, where the audio will be /pa/ and the visual 

information will be /ka/. Furthermore, the AV incongruent stimuli will be the 

experimental items, which will take up 1/4 of the whole AV stimuli. However, the AV 

congruent stimuli will be fillers, consisting of audiovisual /pa/, audiovisual /ta/, and 

audiovisual /ka/, which will account for 3/4 of the AV stimuli. As in Chen and Hazan 

(2009), the audio track will be cut out to create the V stimuli. In the A stimuli, the visual 

information will be substituted by a black screen. In either A or V stimuli, there will be 
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24 trials (8 speakers x 3 syllables). In AV stimuli, there will be 32 trials (8 speakers x 

(3 congruent AV + 1 incongruent AV)). Thus, there will be 80 trials (24 + 24 + 32) in 

total. 

4.2.3 Procedure 

The forced-choice paradigm will be adopted in the experiment. After each trial 

of the stimuli, three buttons of characters representing sound “pa”, “ta” and “ka” will 

appear on the screen in orthographies of each language. For example, in Dutch and 

English, they will be Roman letters, and Chinese logograms that correspond to the same 

syllable as in English /pa/, /ta/, and /ka/ will be used to test Mandarin Chinese subjects. 

Two reasons of doing that are: (1) participants may have no education on the 

pronunciation of Roman letters; (2) participants may switch to the mode of speaking a 

foreign language once they see foreign characters while the current study aims to find 

responses to their native stimuli. After being shown each stimulus, participants will be 

asked to click one of the three buttons they think they have perceived.  

The stimuli will be presented to participants in three blocks in the order of AV, A 

and V, as in Chen and Hazan (2009). The V condition was given last because of its 

difficulty and the A condition was interposed to avoid a transfer of visual effect from 

AV to V block (Chen & Hazan, 2009). The presentation of the stimuli will be 

randomized in each block. There will be a two-second interval between each stimulus. 

After each block, a one-minute break will be given. The experiment is expected to last 

around 20 minutes in total for each participant. 

4.3 Hypothesized results 

For each of the six language groups, we will collect results from 30 participants, 

with each of them giving 80 responses. In sum, the data will consist of 2400 (30x80) 

responses for each language. Like in Magnotti et al. (2015), responses to McGurk effect 

stimuli (experimental stimuli/incongruent AV stimuli) will be categorized in three 
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different ways. The responses “ta” will be categorized as McGurk fusion responses. 

The responses “pa” will be categorized as auditory responses and “ka” as visual 

responses.  

In general, across the six languages, we hypothesize that the visual responses 

will be rare and the fused and auditory responses will be more frequent. The current 

study also hypothesizes that the proportion of the three types of responses differs across 

languages. The fused responses and the visual responses should take up a higher 

proportion in a language with greater articulatory visual intelligibility, predicted by the 

visual speech intelligibility hypothesis. However, in a language with weaker visual 

intelligibility, the auditory responses will be more frequent since it has less clear visual 

information.  

To analyze the data, a repeated-measure ANOVA will be performed with 

participant languages as factors and the percentage of McGurk fusion responses as the 

dependent measure. The current study hypothesizes that the percentage of McGurk 

fusion responses in English and Mandarin will be significantly higher than in Dutch 

and Cantonese, in which the percentage of McGurk fusion responses will in turn be 

significantly higher than in Japanese and Russian. In addition, we hypothesize that no 

significant difference will be found between English and Mandarin, between Dutch and 

Cantonese, or between Japanese and Russian. 

4.4 Discussion 

The current experiment aims to provide a clear understanding of the influence of 

language background on the audiovisual speech perception, more specifically, the 

McGurk effect, since the consensus has not been reached regarding the various 

magnitude of the McGurk effect across languages. It first examines whether the 

McGurk effect is less saliently seen in Mandarin speakers compared to English speakers 

like in Sekiyama (1997), or there is no significant difference between Mandarin and 

English speakers as found in Chen and Hazan (2009). We hypothesize that the result 
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will be consistent with Chen and Hazan (2009) and Mandarin speakers demonstrate the 

same magnitude of the McGurk effect with English speakers. Second, we predict that 

the result that Japanese speakers showed a much weaker McGurk effect than English 

speakers found in Sekiyama and Tohkura (1991; 1993) will be replicated in the current 

proposal. Furthermore, as mentioned before, previous findings (Burnham & Lau, 1998; 

de Gelder et al., 1995) in English, Dutch and Cantonese speakers suggested that 

Cantonese speakers demonstrated a weaker McGurk effect than English speakers but 

stronger than Dutch speakers. However, the difference between Dutch and Cantonese 

speakers in de Gelder et al. (1995) was slight and might be due to the problematic 

methodology, as suggested earlier. Therefore, we aim to provide more discussion on the 

McGurk effect in Dutch and Cantonese speakers and we predict there will be no 

significant difference of that in the two groups of speakers. Last, we include one another 

language, Russian, that has never been observed regarding the McGurk phenomenon. 

Another reason for choosing this language is that it has almost the same vowel 

inventory as Japanese, and we predict that the magnitude of the McGurk effect in 

Russian is not different from Japanese but weaker than the other four languages.  

Three hypotheses were suggested to account for the different degrees of the 

McGurk effect across languages: (1) the tonal hypothesis, (2) face-avoidance cultural 

convention, (3) the phonetic inventory (for more details, see Sekiyama & Burnham, 

2004). The tonal hypothesis and the face-avoidance convention will be countered by 

the theoretical framework proposed in Chapter 3, the visual speech intelligibility 

hypothesis, which is developed from the phonetic inventory account. However, the 

phonetic inventory takes the number of phonemes into account while the current 

proposal focuses only on the vowels, which are suggested to be crucial for the McGurk 

effect of consonants.  

The tonal hypothesis suggests that if more tonal information is adopted in one 

language, speakers are prone to use less visual information in this language since 

auditory cues are more informative in tone perception than visual cues (Chen & Hazan, 
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2009). The face-avoidance convention means, in Asian cultures such as in China and 

Japan, the cultural habit to avoid eye contact during conversation especially with the 

one who has a higher socio-economic status. Under the two hypotheses, the McGurk 

effect should be strongest in English speakers, intermediate in Japanese speakers, and 

weakest in Chinese Mandarin speakers, in line with Sekiyama’s studies (Sekiyama & 

Tohkura 1991, 1993; Sekiyama, 1994, 1997). In contrast, the current proposal predicts 

that there is no difference in the magnitude of the McGurk effect between in Mandarin 

speakers and in English speakers, and the McGurk effect is weaker in Japanese speakers 

compared to the previous two groups.  

To further examine the visual speech intelligibility hypothesis, six languages 

were selected with different vowel inventories as illustrated in the current chapter, 

which are Mandarin Chinese, American English, Dutch, Cantonese, Japanese and 

Russian. The degree of visual intelligibility is highest in Mandarin Chinese and 

American English, intermediate in Dutch and Cantonese, and smallest in Japanese and 

Russian. According to the hypothesis, the articulatory movement is the most visually 

intelligible in Mandarin Chinese and American English, mediocre in Dutch and 

Cantonese, and the least salient in Japanese and Russian. Therefore, the reliance on the 

visual information and the McGurk effect are accordingly the most prominent in 

Mandarin Chinese and American English speakers, secondary in Dutch and Cantonese 

speakers, and least in Japanese and Russian speakers. 
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Chapter 5. Experiment 2 

5.1 Introduction 

Results in Sekiyama and Burnham (2004, 2008) are in line with the current two 

hypotheses i.e., visual speech intelligibility hypothesis and phonemic awareness 

hypotheses, finding that the degree of visual influences increased after 6 years old in 

English participants but stayed intact in Japanese participants. Chen and Hazan (2009) 

using the McGurk effect paradigm found that Mandarin Chinese perceivers and English 

perceivers had the identical developmental pattern, with smaller visual influences in 8- 

to 9-year-old children and larger in adults in both language groups, and there is no 

difference between the two language backgrounds. The study by Chen and Hazan (2009) 

also supports the two hypotheses. Above it was noted that English (an alphabetic 

language) and Mandarin Chinese (with education of pinyin system) children both 

develop their phonemic awareness relatively fast after schooling, e.g., in McBride-

Chang et al. (2004). Furthermore, English and Chinese have the same and high degree 

of visual intelligibility.  

To further justify the two hypotheses, studies are needed to investigate children 

with other language backgrounds and control either the transparency of the orthography 

(impacts of hypothesis 2) or the degree of visual intelligibility (impacts of hypothesis 

1). Dutch and Cantonese are ideal in several aspects. Dutch and Cantonese have the 

same degree of the visual intelligibility and are predicted to be identical in the 

magnitude of the McGurk effect in adults, as suggested in Chapter 3 and 4. However, 

Dutch has relatively high grapheme-phoneme transparency (Frost & Katz, 1992; 

Borleffs et al., 2017) whereas Cantonese-speaking children in Hong Kong learn 

Chinese logograms with extremely low transparency without education of the pinyin 

system. Although no study directly compared phonemic awareness between Cantonese 

and Dutch children, Patel et al. (2004) found that Dutch children were faster and more 

accurate in tests of phonemic awareness than English children of the same age and 
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McBride-Chang et al. (2004) found that Cantonese children in Hong Kong were much 

poorer in the performance of phonemic awareness compared to same-aged English 

children. The two studies (McBride-Chang et al. 2004; Patel et al., 2004) collectively 

suggested that Dutch speakers develop full phonemic awareness faster than Cantonese 

speakers growing up in Hong Kong.  

The current study aims to investigate the magnitude of the McGurk effect across 

ages in Dutch and Hong Kong Cantonese speakers. Although adult McGurk studies 

have been conducted in Cantonese and Dutch as reviewed in Chapter two, no study has 

explored the developmental trajectory of audiovisual speech perception in Dutch and 

Cantonese children. Also, results from the current developmental study in Dutch and 

Cantonese can be compared with developmental research in other languages such as 

English and Japanese in Sekiyama and Burnham (2004, 2008), and English and 

Mandarin Chinese in Chen and Hazan (2009). The development of audiovisual speech 

perception in infancy is not included in the current study due to two reasons: (1) a large 

body of infant studies in audiovisual speech perception was already conducted with 

consistent findings; (2) it is beyond the scope of the current thesis. Therefore, the 

current study focuses on the development from preschool children of 6 years old to 

adulthood.  

5.2 Method 

5.2.1 Participants 

Four age groups respectively in Dutch and Cantonese monolinguals will 

participate in the current experiment, including 6-year-old preschoolers, 7-year-old first 

graders, 8-year-old second graders, and 9-year-old third graders. Each age group in each 

language will consist of 30 participants, same as the number in the adult study proposed 

in chapter two, which will lead to 240 participants in total. Dutch participants will be 

recruited from kindergartens and elementary schools in the Netherlands, and Cantonese 

participants in Hong Kong. Experimenters will ensure that all Cantonese participants 
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have not received any education on pinyin system or zhu-yin-fu-hao at home, school or 

any training center by requesting a survey from each caregiver. The gender will be 

counterbalanced in each group. All participants should have a normal (or corrected-to-

normal) vision and no language or hearing deficits. 

5.2.2 Stimuli and procedure 

The stimuli will be the same with those in the adult study in the previous chapter. 

The research method, however, will be different in children. Like in Tremblay et al. 

(2007), participants will be asked to repeat the syllable they think they have heard after 

being presented with the stimuli since preschoolers may not recognize characters. It 

takes around 20 minutes for each adult participant to complete the experiment. For 

children, however, intermission especially for 6-year-old children will be necessary as 

suggested in Sekiyama and Burnham (2008), and therefore it takes around 45 minutes 

for each child participant to finish the experiment.  

5.3 Hypothesized results 

To calculate the size of visual effects, the current study adopts the method in 

Sekiyama and Burnham (2008). Combining both the positive and negative visual 

effects, the total degree of visual influence can be taken as the difference between the 

percent of auditorily correct responses to audiovisual congruent stimuli and the percent 

of auditorily correct responses to McGurk (audiovisual incongruent) stimuli (Sekiyama 

& Burnham, 2008).  

As suggested in the adult study in Chapter 4, Dutch and Hong Kong Cantonese 

speakers in adulthood are predicted to present the same magnitude of the McGurk effect 

and demonstrate the same size of visual influence. However, due to the transparency in 

Dutch orthography and the logographic feature in Chinese orthography, Dutch speakers 

achieve the adultlike degree of visual influence at a faster pace than Cantonese speakers.  
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Combining the hypothesized results in both child and adult studies, the following 

figure 1 depicts the hypothesized difference of the developmental trajectory between 

Dutch and Cantonese speakers.  

 

Figure 1 Visual influence across ages between Dutch and Cantonese 

Before schooling, Dutch children and Cantonese children should have the same 

degree of the visual influence at 6 years old since the literacy training at school has not 

started yet. After learning to read, the visual influence gradually increases in both 

language groups with a faster pace in Dutch children. Finally Dutch and Cantonese 

adults demonstrate the identical visual influence due to the same degree of visual 

speech intelligibility. 

5.4 Discussion 

The current proposed experiment aims to examine the development of 

audiovisual speech perception in Dutch and Cantonese speakers, specifically in 

children of 6 to 9 years old. In Tremblay et al. (2007), the size of visual influence is 

adultlike after 9 years old in English speakers (found in 10-14-year-old group and 15-

19-year-old group). In addition, previous research on the relationship between reading 

and development of phonemic awareness suggested that the most important period for 
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phonological reorganization is the early literacy training during the age between 6 to 9 

years old (Anthony & Francis, 2005; Morais et al., 1986). Furthermore, Sekiyama and 

Burnham (2008) suggested that the increase of visual influence between 6 years old 

and 8 years old is highly prominent in English speakers. Therefore, the present study 

focuses on the development from 6 to 9 years old. 

As suggested above, the current thesis considered two factors as significant, 

namely the literacy training and the visual speech intelligibility, to influence the 

developmental trajectory of audiovisual speech perception across languages. Results in 

English and Japanese speakers in Sekiyama and Burnham (2004, 2008) and in English 

and Mandarin Chinese speakers in Chen and Hazan (2009) supported the hypotheses, 

as previously discussed. The present study investigates Dutch and Cantonese, which 

have distinct types of literacy training and visual speech intelligibility compared to 

Japanese, English and Mandarin Chinese, to further testify the hypotheses.  

More importantly, results in the current study can be compared with studies in 

Sekiyama and Burnham (2008) and Chen and Hazan (2009). Although different age 

groups were included across studies, i.e., only 8-year-old children and adults in Chen 

and Hazan (2009) and 6-, 8-, 11-year-old children and adults in Sekiyama and Burnham 

(2009), we hypothesized the developmental trajectories in English, Mandarin Chinese, 

and Japanese as shown below in figure 2. 
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Figure 2 Visual influence across ages in Dutch, Cantonese, English, Mandarin Chinese 

and Japanese 

As seen from figure 2, due to the highest transparency of orthography in Dutch, 

we hypothesize that Dutch children acquire phonemic awareness at the fastest speed 

and therefore demonstrate the fastest increase in the visual influence. The 

developmental trajectory in Mandarin Chinese is identical with in English, in line with 

results in Chen and Hazan (2009). The trajectories in English and Japanese in figure 2 

are also consistent with findings in Sekiyama and Burnham (2008). At the end of each 

trajectory, the magnitude of visual influence is largest in English and Mandarin Chinese 

adults, intermediate in Dutch and Cantonese, lowest in Japanese, as suggested in 

Chapter 4. In summary, the visual speech intelligibility, results in the cross-linguistic 

difference in the magnitude of visual effects in speech perception in adults; the 

transparency of the orthography and literacy education determine the relative speed of 

the increase in the visual influence, with fastest in Dutch, intermediate in English and 

Mandarin, lowest in Cantonese.  
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Chapter 6 General discussion 

This thesis investigated why the magnitude of the McGurk effect differs in two 

aspects, first in different languages and second in different ages, since in previous 

research inconsistent results have been found and no consensus has been agreed on. 

Two main research questions were thus raised in the current thesis: (1) why does the 

magnitude of the McGurk effect differ across languages? (2) why does the 

developmental trajectory of the McGurk effect demonstrate a U-shaped pattern?  

To answer the first research question, this thesis proposed the visual speech 

intelligibility hypothesis. This hypothesis suggested that in the vowel inventory of a 

language, if vowels have wider and more drastic mouth movements, the articulation of 

consonants in this language will present more salient and intelligible visual information. 

Furthermore, the stronger McGurk effect is shown in languages with higher visual 

intelligibility in consonants. As mentioned above, the hypothesis is supported by 

articulatory phonetics and coarticulation. The perception of a consonant is closely 

related to the surrounding vowels. Also, the McGurk effect of consonants is more easily 

demonstrated if the vowel is front or open (e.g., /a/ and /i/) compared to back non-low 

vowels such as /u/ (Shigeno, 2000; Hampson et al., 2003). With non-low back vowels, 

less visual information can be adopted in audiovisual speech perception while visual 

cues of consonants are more salient if the following vowel is front and/or open. 

Therefore, the visual influence is more prominent in a vowel inventory with more front 

and open vowels. To validate this hypothesis, this thesis proposed a cross-linguistic 

experiment in adults in Chapter 4. It suggested that the McGurk effect is strongest in 

American English and Mandarin Chinese speakers, intermediate in Dutch and 

Cantonese speakers, and lowest in Japanese and Russian speakers. This prediction was 

made after qualitatively analyzing the vowel inventory of each language. Following the 

visual speech intelligibility hypothesis, we suggested that American English and 

Mandarin Chinese are the least rounded languages while Japanese and Russian have 

the highest degree of roundedness and Dutch and Cantonese are in between. Previous 
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cross-linguistic studies in the McGurk effect consisted of only two languages and the 

hypotheses from those studies failed to account for other languages. For example, the 

tonal hypothesis and the face-avoidance hypothesis are plausible to account for results 

in Japanese and American English speakers as in Sekiyama and Tohkura (1991, 1993) 

but the results in Mandarin Chinese and American English speakers countered the two 

hypotheses as in Chen and Hazan (2009) and Magnotti et al. (2015). The visual speech 

intelligibility hypothesis, which is possible to be applied to every language, 

complements this shortcoming present in previous studies. However, this hypothesis 

also has limitations. In this hypothesis, the way to quantify the visual intelligibility of 

different languages is by spotting front and open vowels in each vowel inventory. It 

suggested that with a higher proportion of front and open vowels, the visual speech is 

more articulatorily salient. However, a higher proportion of front and open vowels in 

the inventory does not necessarily infer that the front and open vowels are more 

frequently present in this language. To resolve this, future corpus studies may be 

conducted to calculate the frequency of open and front vowels across languages and 

examine its correlation with the degree of the McGurk effect. Another limitation of the 

visual speech intelligibility hypothesis is that even for the same front and/or open vowel 

in different languages, the frontness and/or openness may be different. For example, 

although the open vowel /a/ is present in both Mandarin Chinese and Japanese, this 

vowel is opener in Mandarin Chinese compared to Japanese, judged from experiences 

of the author as a Mandarin Chinese native speaker and second language learner of 

Japanese. To more accurately quantify the degree of vowel openness and frontness 

across languages, the electromagnetic articulography could be adopted in the future 

experiment to measure the mouth openness in speech of different languages. 

The second hypothesis in the current thesis, the phonemic awareness hypothesis, 

was suggested to account for the second research question, i.e., why does the 

audiovisual speech perception development demonstrate a U-shaped pattern. As 

suggested earlier, the U-shaped pattern in the development of audiovisual speech 

perception means that the visual information of speech impacts infants, adolescents and 
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adults to a larger extent compared to children especially preschoolers between 4 to 6 

years old (Dupont et al., 2005; Ross et al., 2011; Sekiyama & Burnham, 2008; Tremblay 

et al., 2007; Wightman et al., 2006; for a review, see Lalonde & Werner, 2021). The 

phonemic awareness hypothesis suggests that due to the underdevelopment of 

phonemic awareness in preschool children, they are unable to adopt the phonetic 

information of visual speech and therefore they rely mostly on auditory information for 

phoneme distinguishing tasks. After children enter school and receive literacy training, 

which greatly helps developing their phonemic awareness, the visual influences in 

audiovisual speech perception increase gradually with age. Therefore, the U-shaped 

pattern is demonstrated in audiovisual speech perception development. Although 

results in previous developmental studies in Mandarin Chinese and English children 

(Chen & Hazan, 2009; Sekiyama & Burnham, 2008) already supported the phonemic 

awareness hypothesis, this thesis in Chapter 5 proposed to investigate Dutch and 

Cantonese, two languages that are identical in the degree of visual speech intelligibility 

whereas different in the development of phonemic awareness, as illustrated before. We 

predicted that the developmental trajectory is also U-shaped in Dutch and Cantonese. 

However, the increase is speedier in Dutch because of the faster development of 

phonemic awareness in Dutch children compared to Cantonese children educated in 

Hong Kong. Therefore, although the endpoint of the two languages is identical as 

hypothesized in the adult study in Chapter 4, the U-shaped trajectory is different 

between Dutch and Cantonese.  

The two main research questions, one targeting on the cross-linguistic difference 

in adults, the other on the difference throughout the development, altogether address 

one central question: why is the development of audiovisual speech perception different 

across languages? The two hypotheses, the visual speech intelligibility and the 

phonemic awareness hypothesis, collectively answers the question. Although the U-

shaped pattern was found in English and Canadian French speakers (Dupont et al., 2005; 

Ross et al., 2011; Sekiyama & Burnham, 2008; Tremblay et al., 2007; Wightman et al., 

2006; for a review, see Lalonde & Werner, 2021) and we suggested that it should also 
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be illustrated in Dutch and Cantonese, the U-shaped pattern is not identical or universal 

across languages in three regards. First, the endpoint differs across languages as 

estimated by the visual speech intelligibility hypothesis; second, the acceleration of 

development between preschool children to adults is different across languages because 

of the different pace of phonemic awareness development due to different orthographies; 

last, the U-shaped pattern is absent in some languages such as Japanese in Sekiyama 

and Burnham (2008).  

Experiments proposed in the current thesis adopt behavioral research paradigm. 

Behavioral methods reflecting the conscious response of the subjects, however, may 

not be as sensitive as neurological methods in audiovisual speech integration, which is 

an involuntary process that happens in several milliseconds. Therefore, future 

neurolinguistic research will be significant to further assess the two hypotheses 

suggested in the current thesis. An fMRI study (Sinozaki et al., 2016) found that 

different neural networks were adopted between Japanese and English monolingual 

adults in audiovisual speech processing. More specifically, connectivities of Thalamus-

Calcarine, Thalamus-Heschl, and Thalamus-MT were present in English speakers but 

not in Japanese speakers, and Japanese speakers merged visual and auditory 

information only at the Superior Temporal Sulcus (STS), through connectivities of 

Calcarine/MT-STS and Heschl-STS (Sinozaki et al., 2016). However, it remains 

unclear since when the brain network for audiovisual speech perception in Japanese 

and English speakers diverges from each other. It may thus be significant to conduct 

fMRI studies of audiovisual speech perception in Japanese and English children. If the 

neural network for audiovisual speech perception in preschoolers is different from that 

in literate children with phonemic awareness and if the different brain regions are 

associated with the development of phonemic awareness, it will significantly 

acknowledge the influence of reading and early literacy training on audiovisual speech 

perception and thus support the phonemic awareness hypothesis. 
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