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Abstract 
This paper describes a study into the classification of 
gender based on viewing behavior. This was done with the 
data of 1242 visitors of the NEMO museum, to which we 
had to pick a classification algorithm and decide on what 
features to use with this algorithm to train and test our 
given data with. We evaluated the algorithm based on 
multiple machine learning measures, such as Precision, 
Recall and F1-score, but the most important measure, 
which was also the measure we were basing our 
evaluation on, was the Accuracy measure. Our criteria for 
a good algorithm was set to 70%, which was based on 
related work. Our algorithm with the implemented feature 
set got exactly that as Accuracy, to which we can 
conclude that it is indeed possible to program an 
algorithm that can correctly classify sex based on eye 
tracking data. This has a few implications: by further 
analysing eye tracking data and successfully furthering 
algorithms to also correctly classify variables such as age 
and mood of a person, we can predict the way people are 
going to behave and make things such as advertisements 
more effective.  

Keywords: machine learning; sex classification; eye 
tracking; support vector machines 

Introduction 
Throughout a person’s life, there are a few actions they 
will be doing from the day they are born until the day 
they are gone. Within these actions, there is an action 
that is often performed unconsciously and yet one of the 
most important actions a person can perform. An action 
which is, on average, performed three times a second 
(Moss et al., 2012). This action is deciding where to 
look, which is also a central part of this thesis.  
 As is common with all the actions a person can 
perform, two different persons can perform these actions 
completely differently, even when the same stimulus is 
considered for both. This is also the case for looking 
behaviour. For example, when the same picture to look 
at for people with autism is presented, a difference in 
gaze can be seen when this is related back to people 
without autism (Leekam et al., 1998). This is also true 
for different ages (Gomez et al., 2019; Nikitin and 
Freund, 2011), differing cultures (Lee et al., 2016) but 
also between the two sexes (Moss et al., 2012). These 
studies all use things that can help differentiate where a 
person will (but also won’t) look, which are called 
features. These features can consist of the shape of 
objects, colours of objects or even places of the objects 
that a person may or may not look at.  
 Reversing this logic, gaze behavior could be 
conclusive about the person of whose eyes are observed. 
Since eye tracking became more widely accessible and 
the technology more accurate, its usage within machine 
learning algorithms also increased significantly (Kredel 
et al., 2017). This increase can be directly translated to 
the advancements in eye tracking technology, as 
machine learning algorithm rely heavily on the data; 
having better technology directly reflects on the quality 
of the data and therefore also on the performance of an 
algorithm. The aforementioned logic of gaze behaviour 
being conclusive about the person of whose eyes are 
observed can therefore be used by machine learning 
classifiers to try to decode properties of the beholder. 

 On top of the quality of the devices used, there 
is another property of good data, which is the amount of 
data available (Recchia & Jones, 2009). A bigger dataset 
is almost always better for machine learning purposes, as 
there is more to train on/learn from (Halevy et al., 2009; 
Sun et al., 2017). However, bigger datasets are harder to 
gather for eye tracking purposes as assessing participants 
in eye tracking is usually time- and cost expensive 
because of specialised hardware, which results in only a 
few large scale datasets (Xu et al., 2015). 
 Since the aforementioned advancement of eye 
tracking technology, there have been a multitude of 
articles proposing machine learning techniques to be 
used on eye tracking data that have yet to be 
implemented (Al-Rahayfeh & Feazipour, 2013; King et 
al., 2020; Pierdicca et al., 2020). Additionally, there have 
been a few researchers that have been successful in 
creating other algorithms used for eye tracking data, 
papers from Matsumoto et al. (2017), Bozkir et al. 
(2020) and David-John et al., (2021) to name a couple. A 
few of the used algorithms in these articles include the 
Support Vector Machines and Random Forest 
Classifiers. 
  My goal for this thesis was to utilise eye 
tracking features on the proposed machine learning 
algorithms named above to correctly distinguish between 
sexes, as I had been given access to one of the large 
scale datasets - which was data from 1000+ participants 
that were tracked for just ten seconds and looked at only 
one stimulus. Concretely, in this thesis I investigated the 
following research question: “Is it possible to program 
an algorithm such that it can correctly classify sex based 
on eye tracking data?”. I answered this question by 
evaluating my model with standard machine learning 
metrics, such as Accuracy, Recall, F1-measure and 
others. 
  By successfully creating an algorithm that can 
classify sex based on eye tracking data, this thesis will 
not only prove that it is possible to correctly classify 
based on previous works (such as features and 
recommended machine learning algorithms named 
earlier), but also layout implications for further work. 
These implications consist of the knowledge this thesis 
gains and which can be used for further research so that 
age can be correctly classified, and if that is possible, 
classify a person’s interests, mood and even mental state. 
An instance of the above would be for personalised 
advertisements, as knowledge on a person’s sex and age 
can lead to one advertisement being more successful into 
persuading the customer into buying the product than 
another advertisement (Bourreau et al., 2017; Mogaji et 
al., 2020; Shannon et al., 2009). Even so, if this thesis 
fails to create such an algorithm, the proposed 
algorithms from articles that mentioned that these 
algorithms would be successful in correctly classifying 
sex, such as the article from Moghaddam and Yang 
(2000), could be rejected for algorithms that use datasets 
such as mine (i.e datasets that were obtained outside the 
lab and with only short viewing times per participant).  
 In order to answer the research question, two 
subquestions had to be answered first. These questions 
pertained the selection of a machine learning algorithm, 
more specifically; 
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1. What algorithms can be used for the classification 
on sex, and on what basis will I pick an algorithm?  

2. What are (good) features my algorithm can use to 
correctly classify sex? 

 
These subquestions were answered in the Background 
section, followed by the Methods section in which the 
algorithm, as well as the methods for the experiment that 
resulted in the big eye tracking dataset, are described. In 
the Results section, I will go over the results I had 
obtained and subsequently going over these and discuss 
among others, the implications of these results in the 
Discussion section.

Background 
To correctly classify sex based on eye tracking data, a 
classification algorithm has to be picked. Subsequently, 
features that will be implemented have to be picked. 
Finally, thresholds for performance have to be set. All of 
the above will be discussed in this section and will be 
based on and argued by literature, starting with the 
classification algorithm.  

Algorithm choice 
To pick an algorithm means to correctly identify what 
problem you want to solve with the dataset you have. 
Because the goal of this thesis is classification, I will 
pick between classification algorithms. Since I have a 
labeled dataset with discrete values (datapoints with 
their correct labels of Male/Female), I will look 
specifically at the supervised classification algorithms 
that can handle these values. Thus I will not look at 
algorithms such as Regression as these methods are most 
often used for continuous variables, which our dataset 
labels do not fall under (Altman & Royston, 2006).  
 The most noteworthy supervised classification 
algorithms consist of Support Vector Machines, Random 
Forest Classifiers and Naive Bayes Classifiers 
(Kotsiantis et al., 2009; Osisanwo et al., 2017; Sen et al., 
2020). Each classifier has its pros-and-cons, picking a 
specific classifier will also rely on these pros-and-cons. 
By going over each of the algorithms’ pros-and-cons we 
can deliberate over the best choice for our dataset, 
starting with the Naive Bayes Classifier.  
 Naive Bayes (NB) Classifiers are statistical in 
nature, that is to say that they predict the class 
membership probability of a given input sample. The 
class membership probability is the probability that the 
given input sample belongs to a particular class, in our 
case the Male or Female class. NBs have the advantage 
that they are fast in training, can be applied to large 
datasets and are robust but have the downside that they 
are less accurate compared to other classifiers (Bhavsar 
& Ganatra, 2012; Friedman et al., 1997).  
 Second the Random Forest (RF) Classifiers, a 
classification algorithm that is defined as an algorithm 
that assembles decision trees while training and results 
in the majority of the classes of all the trees as output 
(Chen et al., 2017; Kohestani et al., 2015). As for the 
advantages of RF’s, Gupte et al., (2014) noted that RF’s 
have a high accuracy, high performance, are simple to 
build and can be used in a variety of applications. 
Additionally, Zafari et al. (2019) noted that RFs are also 
known for their reduced sensitivity for overfitting. Yet 

using RFs on big datasets is not advised, as Genuer et 
al., (2017) noted that RFs are all computationally 
expensive when making deep trees and are as such 
difficult to use for prediction. 
  Finally the Support Vector Machines, a 
classification algorithm that it is one of the most 
powerful training techniques for supervised learning, as 
stated by Mohamed (2017). SVMs can be defined by 
Noble (2006) as the following; “a mathematical entity, 
an algorithm (or recipe) for maximizing a particular 
mathematical function with respect to a given collection 
of data”. SVM’s were evaluated as the best classification 
algorithm for Accuracy in general by Bhsavar & Ganatra 
(2012). Furthermore, SVM’s can be tuned so that they 
can solve regression problems, with the pros (and cons) 
of that of the SVM’s as Gunn (1998) and Brereton & 
Lloyd (2010) have noted. Lastly, SVM’s are also 
excellent tools for binary classification (classification of 
two classes, in our case Male and Female), as Shao et al. 
(2014) mention in their article. However, SVM’s biggest 
downside is its interpretability (Martin-Barragan, 2014). 
Especially in higher dimensional features, interpreting 
the results and looking at what features are better than 
others are more difficult (Nalbantov et al., 2006).  
 To conclude, RFs and NBs are not suited well 
for this thesis as we have a particularly large dataset, 
which the RFs don’t perform well on, and are measuring 
with the Accuracy metric, which the NBs don’t perform 
as well as the other algorithms on. Hence, a SVM 
classification algorithm will be used because SVMs have 
the highest accuracy of the three classification 
algorithms and are the best when considering binary 
classification - what our dataset has. 

Feature choice 
A good algorithm choice is not the only aspect that 
matters when creating a good classifier, feature selection  
is just as important. Features are capable of improving 
learning performance, lowering computational 
complexity, building better generalizable models, and 
decreasing required storage (Tang et al., 2014). We 
define features as a characteristic or a measure of a 
phenomenon (Bishop, 2006). For example, features for 
facial recognition are among other things; eyes, nose, 
mouth and head outlines (Chen & Wenkins, 2017).  
 To pick features we can implement, we can 
look at literature in which there have already been 
differences noted on males and females. By looking at 
these differences, some features can be made to 
underline these in the algorithm and hopefully make a 
better classification algorithm. One of these differences 
is the visual processing of images, as Cazzato et al. 
(2010) noted. Cazatto et al. mention that males have a 
shorter execution time and a higher path length 
compared to females. Other articles such as Liu et al. 
(2020) note that females’ gaze patterns are more 
spatially distributed, meaning that they have more 
saccades. Saccades are defined as the voluntary rapid 
eye movement between fixations, while fixations are 
defined as a comparatively steady state of eye movement 
- essentially a pause over a region of interest (Rucker et 
al., 2021; Salvucci & Goldberg, 2000). This difference in 
saccades between males and females is underlined in 
countless articles, such as Heisz et al. (2013), Hwang & 
Lee (2018) and Meyers-Levy & Loken (2015), making it 
an important aspect of eye tracking research.  
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 On top of the general differences between 
males and females mentioned above, we can also look at 
existing literature of classification algorithms that have 
researched eye tracking/gaze. For example, the article 
from Sargezeh et al. (2019) uses features such as fixation 
duration, saccade duration, minimum fixation duration, 
amplitudes of saccades (length of saccades) and path 
length. Other research, such as articles from 
Sammaknejad et al. (2017), Pérez-Moreno et al. (2016), 
and Emam & Youssef (2012) also underline the 
differences between fixations and saccades between 
males and females, making it one of the most important 
features I can implement in my own algorithm. 
 By using both the literature on differences 
between males and females and analysing the features 
already present in gaze classifiers, I can answer my 
second subquestion. To conclude, I will focus on the 
differences in fixation, saccades, path length, and 
amplitudes as features to classify sex as these are the 
most recurring features in eye tracking research for sex 
classification.  

Threshold choices 
Finally, we have to decide on thresholds on when the 
classification algorithm can be evaluated as “good”.  
Since thresholds for machine learning metrics differ in 
certain applications, as for example, threshold for 
Accuracy in classifying a cancer cell wrongly versus 
threshold for classifying a colour wrongly are different 
from each other, I decided to make the threshold to be 
“correct/good” if the accuracy metric reached 70% or 
more, based on Sargezeh et al. (2019) investigating a 
related task. 
 We are specifically interested in the Accuracy 
metric because Accuracy gauges the overall ability of a 
classifier in correct classification of samples. Other 
metrics such as Recall and Specifity on the other hand, 
illustrate the ability of a classifier in correct 
classification of positive and negative samples (True 
Positives and True Negatives), respectively (Baratloo et 
al., 2015). We will however also calculate these 
measures as it gives us more room to interpret the 
results. 
 On top of determining the threshold for 
evaluating the algorithm, we also have to set a threshold 
for deciding a train and test set. This threshold will be 
based on the research of Rácz et al. (2021) in which they 
researched the different Train/Test split ratios, especially 
when considering differing dataset sizes. The research 
suggested that the best Train/Test split ratio for larger 
datasets was the 80%/20% split ratio. This ratio will also 
be used in this thesis. 

Methods  
Participants 
Participants were 1242 visitors of the NEMO Science 
Museum, Amsterdam, The Netherlands, 549 male, 614 
female, ages from 11 to 59 years old. Furthermore, there 
were 79 participants that did not want to disclose their 
sex, these participants were excluded from the data. 
Lastly, the age groups 10, 20 and 60 were excluded as  
there were bugs with the implementation. The visitors of 
the NEMO Science museum participated voluntarily at 
an exhibit in one of the museum rooms and gave 
informed consent to the usage of their data for scientific 

purposes. An overview of the participants can be seen in 
Table 1.  

Table 1: Demographics of participants. 

Materials 
In order to record participant's eye movements, a Tobii 
4C eye tracker whose sampling rate was set to 60 
Frames Per Second was used. There was a distance of  
80 centimeters from the eyes to the screen for every 
participant. The screen itself was a 27 inch, 1920 x 1080 
pixel and 16:9 ratio screen where the brightness was 
constant and controlled. The experiment, which was 
interactable software created by the NEMO museum in 
Amsterdam, was a single task. The stimuli used in this 
experiment was the same for all participants, which can 
be seen in Appendix A.  

Procedure 
All visitors of the NEMO museum could voluntarily 
participate in this experiment as multiple eye trackers 
were situated in one of the exhibition halls of the 
museum. Visitors that were interested had to answer two 
questions before they could start with the experiment, 
namely their sex (options consisting of Male - Neutral - 
Female) and their age. The visitors could look at the left 
side of the screen for the Male option, the middle for 
Neutral option and the right side for the Female option. 
As for their age, visitors looked at the value in the 
middle of the screen and added a year by looking to the 
left of the screen or subtracted a year to ultimately get 
the year of birth. After answering these questions, the 
visitors were asked to look at the screen where they 
could look at the picture in Appendix A for 10 seconds. 
After the ten seconds were over, the visitors would see  
visualizations of their gaze behavior and thereafter 
which areas they looked at more than other participants. 
These areas were highlighted by brightening the areas 
that were looked at more while the rest was dimmed. 
Subsequently, in video-form, a researcher asked 
participants whether they would agree in giving their 
data to science. Upon agreement, data gathered by the 
experiment including the demographics were saved and 
the visitors were deemed participants, otherwise the data 
from the experiment was absolved. Finally the 
participant was thanked and the next participant could 
start. 

Measures 
In this experiment, gaze position over time had been 
recorded along with the sex of the participant, the year 
of birth of the participant and the three most viewed 
areas of interest. To be more concrete, for every second, 

Age (years) M SD n %

Male 28.6 13.1 549 47.2

Female 28.4 12.3 614 52.8

Total 29.5 12.7 1163 100.0
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we got 60 x- and 60 y-coordinates with their timestamp  
given by (yyyy:mm:dd:hh:mm:ss:SSS), which reflected 
the change of gaze position over time (because of the 
sampling rate of 60 Frames Per Second). For the whole 
experiment this resulted in 600 points for one 
participant. 

Algorithm description 
To answer the research question, we had to create an 
algorithm that could achieve an accuracy of 70% or 
more and thereby classify sex correctly. In the 
Background section we discussed among others the 
algorithm and features that we were going to use to 
achieve this. In this section I will discuss how the final 
algorithm had been implemented, as well as give an 
overview of the features used by the algorithm and the 
steps undertaken to do so.  
 The algorithm I had chosen for this 
classification was the Support Vector Machine 
algorithm. SMVs have a parameter that can be modified, 
which is the kernel to use. Kernels are defined as 
mathematical functions that can modify the data given as  
input to the desired form. There are a few kernels to 
chose from, among which are the linear-, polynomial-, 
sigmoid- and rbfkernels. Each of these kernels has a use 
case, but for this thesis and algorithm, I had chosen the 
rbfkernel. The rbfkernel is often the preferred type of 
kernel among many applications, as it is localized and 
has a finite response along the complete x-axis 
(Mezghani et al., 2010).  
 For evaluation purposes, in which I originally 
was planning to look at the Accuracy, as it gauges the 
overall ability of a classifier in correct classification of 
samples, I also added the Balanced Accuracy measure. 
This measure is used to make the algorithm more robust, 
specifically for imbalanced datasets. In training sets 
where there were more males than females, the normal 
Accuracy measure gives a skewed view while the 
Balanced Accuracy stabilises this (Broderson et al., 
2010).  
  Furthermore, I added another step for the 
preprocessing, which was the scaling of the train and test 
data (specifically for the feature sets, as the labels did 
not have to get scaled). This was also done to make the 
algorithm more robust against imbalanced datasets; 
normalising - a variant of scaling - was used to achieve 
this. To be more precise, I used the min-max scaling as 
noted by Géron (2020), in which values are shifted and 
rescaled so that they end up ranging from 0 to 1. This is 
done by subtracting the min value from a feature and 
dividing by the max of the features minus the min of the 
features, which can be rewritten in equation form like: 

.  

  
 As for the features, in the same matter noted in 
the Background section, I laid the attention to features 
concerning fixations and saccades. Analogous to these  
were the amount of saccades and fixations for each 
participant for example, but also the statistical measures 
- such as mean and standard deviation - for fixations and 
saccades. The fixations and saccades were not saved by 
the eye tracker but had to have been calculated and 
identified separately with the x and y points. The 

calculation of fixations and saccades was done with the 
Identification by two-means clustering (I2MC) 
algorithm as noted by Hessels et al (2017). This 
algorithm was chosen because the I2MC algorithm’s 
output was the most robust against high noise, is 
automatic, works offline, and is suitable for eye tracking 
data recorded with remote or tower-mounted eye-
trackers using static stimuli, which this experiment deals 
with. 
 Other features included age and their age 
category (Young - Old), whether or not the participant 
looked more to the left side of the screen rather than the 
right side of the screen and the top three most looked at 
areas per participant. For explanation, the top three most 
looked at areas had to be normalised too, which can not 
be done with discrete values. Therefore these features 
had to be transformed with help of a Label Encoder. This 
was done by numbering every discrete value with a 
specific unique number (for example, the Turtle area had 
been given the unique number 1, the Zeppelin area with 
2 etc). By doing so, the algorithm could normalise and 
used these features as well.  
 Finally, to make research easier, I had made an 
application in which the SVM (and the other two named 
algorithms in the Background section, NB and RF) could 
be modified to work with the features I had 
implemented. All the features can be seen in the listbox 
as options and can even be turned off to see its impact on 
the overall (Balanced) Accuracy and other metrics, such 
as the Precision. In this application, the demographics 
can be shown too. Lastly, the application has a “Help” 
button to support the user in case of confusion. The 
Graphical User Interface (GUI) of this application can be 
seen in Appendix B. 

Results  
Before we could answer the research question, we 
answered two subquestions first. We deliberated on what 
algorithm we could use to classify sex and on what basis 
that decision would be made. Based on literature and 
earlier relatable work, we came to a conclusion that 
Support Vector Machines were the best algorithm for 
this specific dataset as they have the highest accuracy of 
the three classification algorithms and are the best when 
considering binary classification. Furthermore picked 
features that the algorithm could use, which was also 
done on the basis of literature. To be more precise, we 
looked at sex differences in gaze research and related 
those differences to the features already present with eye 
tracking research. By looking at both of these aspects,  I 
laid my focus on the differences in fixation, saccades, 
path length, and amplitudes as features to classify sex. 
 We posed if it was possible to classify 
someones sex based on eye tracking data on just ten 
seconds of tracking with only one stimulus as our main 
research question. By answering our two subquestions, 
we made it possible to test this. The results can be seen 
in Table 2 and Table 3. Table 2 gives a rough idea on 
how many data points in the test set were classified 
correctly, while Table 3 gives more details about these 
classifications. For example, the Recall measure 
specifically tells us how many females had been 
correctly classified, divided by the number of 
classifications. 

xscaled =
xi − min (x)

m a x (x) − min (x)
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 Finally, the measure we were most interested 
in, as it was the measure we were going to use to 
evaluate whether or not our algorithm was good, was the 
Accuracy measure. The Accuracy for this algorithm with 
the implemented feature set was 70%, exactly the 
minimum value of our criteria.  

Table 2: Confusion matrix of test data. 

Table 3: Classification report of test data. 

Discussion 
In this paper, it was investigated whether sex could be 
classified from eye-tracking data using a machine 
learning algorithm. The data used in this paper was the 
eye tracking data of 1242 visitors of a museum that were 
tracked for just ten seconds and looked at only one 
stimulus. In this single task experiment, every gaze, 
along with the sex of the participant, the year of birth of 
the participant and the three most viewed areas of 
interest had been saved. Fixations and saccades, which 
were used to create features such as fixation amplitude, 
fixation length and more, were detected by using the 
I2MC algorithm. By doing so, these features could be 
used in the Support Vector Machine classifying 
algorithm, which resulted in a 70% Accuracy measure. 
 These results imply a few things, as achieving 
70% on the Accuracy metric - by only having ten 
seconds of eye tracking data (600 datapoints per 
participant) with just one stimulus - means that it is 
possible to make an algorithm that can classify sex based 
on eye tracking data. The possibility of automatically 
classifying sex based on eye tracking data makes way 
for different aspects of person - such as age - to be 
classified too. By also accomplishing that, more 
information on a person just based on their gaze 
behaviour can be gathered, in which case things like 
personalised advertisements can be introduced, as 
knowledge on a person’s sex and age can lead to one 
advertisement being more successful into persuading the 
customer into buying the product than another 
advertisement (Bourreau et al., 2017; Mogaji et al., 
2020; Shannon et al., 2009). It also underlines previous 
work, such as different features used that have an impact 
on the classification and recommended machine learning 
algorithms, as previous research suggested that Support 
Vector Machines would be a good choice for classifying 
sex (Moghaddam & Yang 2000). 

 However there are also a few remarks to be 
made on the experiment and the algorithm. Firstly the 
experiment; Because the eye tracker had an unadjustable 
height, some visitors could not participate in the 
experiment as the height of the eyes needed to be about 
114 cm. In other words, children that were smaller than 
114 cm were having a hard time to look into the eye 
tracker. This might limit the lower and upper boundary 
regarding age due to body length. To add on top of that, 
because the eye tracker was situated in one of the 
exhibition halls in a museum without supervision, there 
could have been visitors that participated multiple times 
which would result in duplicate data. The reason that this 
is problematic is that participants that have seen the 
picture once (or more times) already, can look at totally 
different areas thenceforth. By doing so, the data of most 
looked areas (in the training- but also in the testset) 
would not be accurate, as the most looked areas don’t 
accumulate over different trials.  
 As for the algorithm itself, there are also a few 
remarks. Generally your algorithm wants to have enough 
features so that the classification gets better but not too 
much that it overfits the data, the term used for this 
concept is the complexity of a model. The more features 
you have, the more complex your model is and therefore 
more likely to overfit the data (Yu et al., 2015). Because 
of this overfitting, the algorithm scores high on the 
machine learning metrics in the train data but are 
performing worse when seeing new data. To counteract 
this, an algorithm needs to have a healthy balance of the 
complexity of its features. Something can be said about 
the amount of features used in the algorithm in this 
thesis, as a few features (more specifically, the amplitude 
based features) result in the same Accuracy as without 
the features - this can also be shown with the 
application. To go with machine learning standards, 
these features could be removed, however, I used these 
features because these features resulted in a higher 
performance in classifying males. Because this 
algorithm had the task to classify sex (so females and 
males equally well), I decided to leave these features in, 
which resulted in the classification of females being 
slightly worse but the classification of males to be 
slightly better and therefore making them more 
balanced. 
 Lastly, we propose a couple of improvements 
for further research, including improvements of our own 
experiment and its shortcomings. The first proposition 
would be to have participants look longer and at more 
(varying) stimuli and then use the algorithm described in 
this thesis, which could result in an Accuracy higher than 
we have achieved here, as the data from this study had 
participants look at just ten seconds at one stimuli 
without supervision. In other words, this algorithm could 
achieve a better Accuracy metric in a controlled setting 
with more stimuli and time. The second proposition 
would be the addition of an adjustable stand for the eye 
tracker, so that children and people that can not get to 
the eye tracker for whatever reason, to also be included 
in the experiment. The third proposition is to adjust the 
algorithm by adding a variant of a best subset selection 
method so that the most predictive feature(s) from the 
chosen specific feature set can be depicted. Even though 
the user can go over each feature and click it on and or 
off to check its impact on the Accuracy, there are a lot of 
combinations of features that work better if they are both 

n = 233 Predicted: 
Female

Predicted: 
Male

Actual: 
Female

97 29

Actual: 
Male

42 65

Precision Recall F1-score

Female 0.70 0.77 0.73

Male 0.69 0.61 0.65
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on/off. I have 24 features in my features set, which gives 
 possible combinations of features - 

which would be too much for a person to go over 
manually. The fourth proposition would be to add a 
supervisor to the experiment/eye tracker for a small 
subset of participants (e.g 100 participants) to 
understand how often people would participate twice. 
Another advantage of having a supervisor would be to 
aid people that have difficulties with adjusting the stand 
of the aforementioned adjustable stand. Finally, I used 
the rbfkernel and based my features around this specific 
kernel. However, there may also be a kernel and feature 
set that gets a higher Accuracy and scores higher on the 
other machine learning metrics if paired together. The 
last proposition would be to look at these different 
kernels and the feature sets already present. 

224 = 16777216
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Appendices 

Appendix A: Experiment Picture 

The picture that the participants got to look at for ten seconds. 
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Appendix B: App GUI 

Layout of the GUI of the app so that you can choose the features you want to use and see the impact 
it has on the model 
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