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Abstract

By rearranging the terms of a conditionally convergent series we can make it assume a different
limit or even diverge. Similarly we could do so by taking a subseries of a conditionally conver-
gent series. The recently studied rearrangement and subseries numbers are the least number of
permutations or subsets of indices that are needed to change the behaviour of every condition-
ally convergent series. The rearrangement and subseries numbers are cardinal characteristics
(uncountable cardinalities bound from above by the cardinality of the continuum). In this thesis
we will investigate their dual cardinal characteristics, that is, the least number of condition-
ally convergent series needed such that no single permutation or subset of indices alters the
behaviour of all of the series simultaneously. We show that most of the results known about the
rearrangement and subseries numbers correspond naturally to dual statements about their dual
cardinal characteristics. Additionally we formulate the subseries numbers in an alternative way

that gives rise to some new subseries numbers, and prove a few original results about them.



CONTENTS

Introduction

1 Preliminaries

1.1 Terminology . . . . .. ... ...
1.2 Descriptive Set Theory . . . . . .
1.3 Forcing . .............

2 Cardinal Characteristics

2.1 Cardinal Characteristics . . . . .
2.2 Dual Cardinal Characteristics . .
2.3 Equivalent Triples . .. ... ..

2.4 Forcing Strict Inequalities . . . .

3 The Rearrangement Numbers

3.1 Conditionally Convergent Series .

3.2 The Rearrangement Numbers . .

3.3 Rearrangement Numbers and other Cardinal Characteristics . . . . . . . .. ... ... ..

3.4 Consistency of Strict Inequalities

4 The Subseries Numbers

4.1 Subseries . ... ... ... ...
4.2 The Subseries Numbers . . . . .

4.3 Subseries Numbers and Other Cardinal Characteristics . . . . . . . . . . . . . ... ....

4.4 Converging Subseries . . . . . . .

4.5 Consistency of Strict Inequalities
Conclusion
References
Overview of Relational Systems

List of Symbols

Index

10

22
22
27
30
34

39
39
40
42
50

59
59
60
62
69
73

75

76

78

80

83



INTRODUCTION

Cardinal characteristics of the continuum are cardinalities that lie in between Ny and the con-
tinuum ¢ = 2%, When we assume that that the continuum hypothesis fails, we have a strict
inequality N; < ¢. With the method of forcing, Paul Cohen |8, 9] showed that the failing of the
continuum hypothesis is consistent with ZFC. This opened the way for studying which cardinal

characteristics could be consistently strictly larger than other cardinal characteristics.

In this thesis we will take a look at two families of cardinal characteristics that were formulated
by Andreas Blass, Jorg Brendle, Will Brian, Joel David Hamkins, Michael Hardy and Paul B.
Larson in the rearrangement [4] and subseries |7| papers. Both families of cardinal characteristics
are formulated by studying how the convergence or divergence of infinite series of real numbers

can be influenced, either by rearranging the terms of the series or by taking a subseries.

A conditionally convergent series is an infinite series ), a, that converges, but for which the
absolute series ) |a,| diverges. Bernhard Riemann showed with his rearrangement theorem
[30] that for any conditionally convergent series ) a, there exists a permutation on the natural
numbers 7 such that ) r(n) DO longer converges to the same limit. Indeed, it is possible to
rearrange the terms of any conditionally convergent series, and make it converge to any new
limit, make it diverge to positive or negative infinity or to make it diverge by oscillation. A
similar statement is true for taking subseries of a conditionally convergent series. Inspired by
Riemann’s rearrangement theorem, we define the rearrangement number and the subseries

number:

Definition — Rearrangement number
The rearrangement number tv is the smallest cardinality of a family IT C S(w) of permutations
on w such that for any conditionally convergent series ), a, there is a permutation 7 € II such

that ) ar(,) does not converge to the same limit. N

Definition — Subseries number
The subseries number § is the smallest cardinality of a family A C [w]* of infinite subsets of w
such that for any conditionally convergent series ) a, thereis an A € A for which ) _, a,

diverges. N

We can be more specific and define (i) vry, (ii) vv; and (iii) tt, as the smallest cardinality of a

family of permutations such that every conditionally convergent series (i) converges to a different



finite sum, (ii) diverges to infinity, or (iii) diverges by oscillation. We can also define try;, teys,
and tv;, for the combinations of these conditions. Similarly we can define (i) §; and (ii) §, as the
smallest cardinality of a family of subsets of w such that every conditionally convergent series

(i) diverges to infinity, or (ii) diverges by oscillation.

By a diagonalisation argument it is not difficult to see that all rearrangement and subseries
numbers are uncountable, and since the set S(w) of permutations on w and the set [w]* of infinite
subsets of w are both of cardinality 280, we see that all rearrangement and subseries numbers are
bound from above by the continuum. Furthermore, in [4] it is shown that tv = tv, = vt = Ty,

which reduces the number of different rearrangement numbers significantly.

Some cardinal characteristics, including all the cardinal characteristics we have seen above, can
be expressed using relational systems. These relational systems consist of two sets A and B,
and a relation R C A x B. We can define a cardinality by considering the least cardinality of a
subset B’ C B such that every a € A has some b € B’ for which a R b. This cardinality is called

the norm of the relational system.

There is a natural way to define a dual cardinal characteristic by considering the least cardinality
of a subset A’ C A such that there exists no b € B for which all ¢ € A’ have a R b. Since we
can formulate the rearrangement and subseries numbers as the norms of relational systems, we

can define the dual rearrangement and dual subseries numbers:

Definition — Dual rearrangement number

The dual rearrangement number vet is the smallest set C' of conditionally convergent series such
that every m € S(w) has a series ), a, € C such that ) an =), ar@m)- q

Definition — Dual subseries number
The dual subseries number § is the smallest set C of conditionally convergent series s such that

every infinite S € [w]“ has a series ) . an € C such that ) _qa, converges. N

new

Once again we can define tt;- as the smallest set of conditionally convergent series for which every

permutation has a series that does not diverge to infinity, and similar for the other numbers.

The main focus of this thesis will be towards investigating the properties of the dual rearrange-
ment and dual subseries numbers. Many of the results from the two papers can be described
in terms of relational systems. By formulating a specific kind of morphism between relational
systems we could prove statements about the ordering of their norms for both the original rela-
tional systems and the dual relational systems. By exploiting this, we will see that many of the

results from the papers are provable in their dual form.

Not all the proofs from the two papers can be translated. We will discover that the proof for
tt, = tt is not directly translatable. However, we will make use of another cardinal characteristic

to give an alternative proof that tr, = vr, and this new proof will dualise.

The rearrangement paper also contains a proof of the consistency of tr; < ¢ and rry < ¢ using
the method of iterated forcing. In this thesis we will see that the dual statements ¥; < ttl-L and

Ny < ttj; are provable as well by using a different iteration of the same forcings from the papers.
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Finally, in the subseries paper it is argued that there is no natural analogue ¢ of the rearrange-
ment number rtry. The rationale behind this thought is that getting a subseries to diverge to a
different finite sum is very easy by omitting one of the nonzero terms of the series, while such
a finite change to a permutation will have no effect. In this thesis we will slightly adjust the
definition of the subseries numbers by excluding all cofinite subsets of w from the family A. We
will show that this does not affect the size of §, ; or f,, and moreover that this gives us a way

to look at f¢ more sensibly.

The first chapter of this thesis will give an overview of the set theoretic tools that will be
used, in particular it will treat the basics of descriptive set theory and of Cohen’s method of
forcing. The second chapter is meant as an introduction to cardinal characteristics and relational
systems and furthermore gives an overview of six models of ZFC that will help us in proving the
consistency of strict inequalities between cardinal characteristics. The third chapter is devoted

to the rearrangement numbers and the fourth chapter to the subseries numbers.

For easy reference an overview of relational systems is included at the end, as well as an index

of symbols and an index of terms.
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CHAPTER 1

PRELIMINARIES

This chapter will contain a brief summary of preliminary concepts and results in Zermelo-
Fraenkel set theory. It is assumed the reader is already familiar with the basics of axiomatic
set theory. Knowledge of descriptive set theory and of forcing is useful but not essential. We
will introduce terminology of basic set theoretic notions in the first section. The second section
will treat some basic notions from descriptive set theory and the third section will introduce the

method of forcing.

1.1 TERMINOLOGY

Throughout this thesis we mostly work with Zermelo-Fraenkel Set Theory (abbreviated as
ZFC), that is, the first-order theory with a single relation symbol € consisting of the axioms of
Zermelo-Fraenkel including the Axiom of Choice (which we abbreviate as AC). We will use ZF

to denote the theory consisting of the axioms of Zermelo-Fraenkel excluding AC.
We abbreviate Va(x € y — ) as Vo € y(¢) and Jz(z € y A1) as Iz € y(¢).

The empty set is denoted as @. We write x C y if x is a subset of y and x C y if the subset is
proper. Furthermore, x Uy, x Ny, =\ y and = A y denote the union, intersection, relative

complement and symmetric difference respectively.

Ordinals are denoted by the lowercase Greek alphabet. Arbitrary ordinals are usually meant
with the letters «, 8,7, d or &, while cardinals are usually meant with the letters x, A\, u. The
aleph numbers R, are written as w, when we use them as ordinals instead of cardinals. The
class of ordinals is denoted by Ord. We denote the cofinality of an ordinal « as cf(«). Regular

cardinals are those cardinals k with cf(k) = k.

The power set of a set x is denoted as P(x). The set of subsets in P(x) of a certain cardinality
x are written as [x]® = {y € P(z) | |y| = x}, and the set of subsets strictly smaller than x are

written as [z]<". The cartesian product of sets z and y is written as x x y. In case we need



to take an infinite cartesian product over some family {X; | i € I}, we write [],.,X;. If all
X; = X are equal, we write /X to denote the cartesian product. We could regard /X as the set
of functions from I to X or as the set of sequences of elements in X indexed by I, and we

will indeed consider products, functions and sequences as being practically the same thing.

If R is a relation, we write R~! = {(a,b) | (b,a) € R} for the inverse relation. We also write
(z,y) € R in infix notation as x R y. The complement of a relation R C A x B is written as
R¢=(Ax B)\R.

If f: X — Y is a function, we write (z,y) € f alternatively as f(z) =y or as f : z — y. When
a C X we write fla] = {f(x) | z € a} for the image of f over a, and we will write dom(f) = X
and ran(f) = f[X] respectively for the domain and range of f. Like with relations, for injective
functions we will also write f~! to denote the inverse function. The composition of functions
f:X—>Yandg:Y — Ziswrittenas go f: X — Z, given by fog:x+ g(f(x)). faC X
we write f [ a = {(z,y) € f | € a} for the restriction of the domain of f to a.

If f: X — Y is a function, and g C f, we say g is a partial function from X to Y, written
as g: X+ Y. The set of partial function from X to Y with a domain of cardinality less that
Kk is written as Fn,(X,Y), for example Fny,(w,w) is the set of finite partial functions from w
to itself. If « is an ordinal, then “z is the set of functions from a to zx, also regarded as a
sequence of elements in z of length a. The set <®z is shorthand for | B<a Bz, that is, the set
of initial segments of sequences in “z. If o and [ are ordered sets, we denote the set of strictly

increasing functions from « to 5 as 1(“f).

A countable set is a set with a cardinality smaller than or equal to ¥g. If z is infinite, then a
subset a C z is cofinite if x \ a is finite, and coinfinite if = \ a is infinite. If a property ¢ holds
for almost all elements in a set z, we mean that {a € = | ¢(x)} is cofinite, and we write this
with the shorthand V*°z € X (¢(x)). Dually we have 3%z € X (p(z)), with the meaning that ¢

holds for an infinite number of elements of X.

The notation A =* B is used to say that A is almost equal to B, which means that the symmetric
difference A A\ B is finite. In a similar fashion we define A C* B to mean that A is a subset of

B except for finitely many elements, that is, A\ B is finite.

1.2 DESCRIPTIVE SET THEORY

As we are interested in properties of the real continuum R, we will spend this section to de-
scribe some properties of R. However, for several purposes it is often more useful to work with
spaces that are closely related to R, such as [0,1], (0,1), “2, “w, P(w) and [w]*. All of these
sets have the same cardinality as R, and admit topologies such that each of them is almost
homeomorphic to any other (that is, they are homeomorphic after a countable subset is re-
moved). Furthermore, many useful properties pertaining to later concepts are preserved under

such almost homeomorphisms.



Definition 1.2.1 — Polish spaces

A Polish space is a topological space on which a complete metric can be defined that has
a countable (topologically) dense subset. Note that the metric does not have to be explicitly
fixed for a Polish space, there just needs to exist one. A space is perfect if no open set is a

singleton. g

Definition 1.2.2 — Integers & rational numbers
Let ~z be the relation on w X w such that (n,m) ~z (n’,m’) if and only if n +m' = n’ + m.

The set of integers 7Z is defined as the quotient set (w x w)/~z.

Let ~g be the relation on Z x (w \ {0}) such that (a,b) ~g (a’,b’) if and only if a -0 = d’ - b.
The set of rational numbers Q is defined as the quotient set (Z x (w \ {0}))/~q. <

We define an ordering on Z and Q as follows: (n,m) < (n/,m’) in Z if and only if n+m’ < n'+m,
and (a,b) < (a/,b') in Q if and only if a-b’ < a'-b in Z. Arithmetic is defined in the standard way,
such that the maps w — Z :n+— (n,0) and Z — Q : a — (a,(1,0)) are embeddings preserving
order and arithmetic. We will identify the images of these maps with their preimage, and thus
sometimes talk about n € w as if they are integers, and about a € Z as if they are rational
numbers, given the right context. Similarly we will sometimes talk about rational numbers as if

they are real numbers.

Definition 1.2.3 — Real numbers

A Dedekind cut is a subset S C P(Q) such that S # @ and S # Q, S is downward closed
and S contains no maximal element. The set of real numbers R is defined as the set of all
Dedekind cuts on Q. If r,7’ € R are reals represented by the Dedekind cuts S, S’ respectively,
then r < o’ if and only if S C S’. A real number r € R is rational if the Dedekind cut S

represented by r has a supremum inside Q, otherwise it is irrational.

The rules of arithmetic for R are defined as usual. The map Q — R sendingg— {p € Q | p < ¢}
is an embedding that preserves order and arithmetic. As before, we will not make the distinction

between rational numbers and rational real numbers.

The standard topology on R is given by the order topology, or equivalently by the metric topology

using metric d(x,y) = |z — y. q

When we talk about reals, we usually mean any element of R. However, as it is often convenient
to work with other spaces, we use the term real freely to denote any element of a space suitably
similar to R. We will give a few examples of such spaces. The most natural are the intervals
(0,1) and [0,1] with the subspace topology inherited from R. We will introduce some other

spaces 110w.

Definition 1.2.4 — Cantor space

The Cantor space is the set “2 of functions from w to the set 2 = {0, 1}. The standard topology
on the Cantor space is given by product topology of “2, where {0, 1} has the discrete topology.
For s € 2<% define Us = {f € “2 | Vn € dom(s)(f(n) = s(n))}, then {Us | s € 2<%} is a basis
of clopens for the topology. <



Definition 1.2.5 — Baire space

The Baire space is the set “w of functions from w to w. As with the Cantor space, the
standard topology on the Baire space is the product topology of “w, where w has the discrete
topology. For s € w<¥, let Us = {f € “w | Vn € dom(s)(f(n) = s(n))}, then {Us | s € w<“} is
a basis of clopens for the topology. This topology is equivalent to the metric topology given by
d(f,g) = min{n | f(,ll)¢g(n)}+1 if f#gandd(f,g)=0if f=g. 4

Proposition 1.2.6

Each of the spaces R, “2 and “w is a perfect Polish space. N

Definition 1.2.7 — Gy and F, sets

A Gy set is a countable intersection of open sets and an F, set is a countable union of closed

sets. <

Proposition 1.2.8
A subspace X of a Polish space Y is a Polish space if and only if X is a G4 set in Y. N

Proposition 1.2.9

The space P(w) is a perfect Polish space homeomorphic to “2 by the map P(w) — “2 mapping
A — x4, where x4 is the characteristic map, i.e. xa(n) =1 if and only if n € A.

Let [w]“ be the set of infinite subsets of w, let [w]% be the set of infinite coinfinite subsets
of w and let S(w) be the set of permutations on w (with permutation we mean a bijection
from w to itself). Both [w]“ and [w]¢ are perfect Polish spaces as Gy subspaces of P(w) and

w

S(w) is a perfect Polish space as a Gs subspace of “w. <

Instead of working with “2 we might as well work with “n for any n € w, or indeed with an

infinite product space of any sequence of natural numbers.

Proposition 1.2.10
If m,m € “(w\ {0,1}) are sequences of natural numbers greater than or equal to 2, and the
product spaces S = [, 7k and T' = [],c,, mi are given the product topology with each ny,

and my having the discrete topology, then S and 7' are homeomorphic. N

Definition 1.2.11 — Cardinality of the continuum

The cardinality of the continuum is defined as ¢ = 28%. The Continuum Hypothesis
states that ¢ = N1, and is denoted as CH. The Generalised Continuum Hypothesis, GCH,
states that 2% = R, for every ordinal a. <

Theorem 1.2.12

Every nonempty perfect Polish space has cardinality 2%°. N

Hence all the spaces we have seen so far have the same cardinality.



Definition 1.2.13
A (proper) ideal of the reals is a (proper) subset I C P(R) such that I is nonempty and closed

under subsets. A o-ideal is an ideal that is also closed under countable unions. N

Ideals can be seen as a description of smallness. A subset A C R is small in the sense of an ideal
I when A € I. There are two o-ideals of the reals that are of main importance to us, namely

the ideal of Lebesgue null sets and the ideal of meagre sets, also known as sets of first category.

Definition 1.2.14 — Measure

A o-algebra over a set X is a family ¥ C P(X) such that X € ¥ and ¥ is closed under comple-
ments and countable unions. A measure p: X — R> U {oo} is a function such that p(@) =0
and for any countable disjoint family {A; | i € w} € X we have u(lU;c,, Ai) = Y ieutt(4i). A
measure space (X, Y, u) is a set X with a o-algebra 3 over X and a measure p on X. A set
A€ ¥ is a p-null set if pu(A) = 0.

A Borel measure on a space X with topology 7 is a measure p of a measure space (X, %, u),
where Y is the smallest o-algebra that contains 7. A measure p is a complete measure if the
set of p-null sets is closed under subsets. Given a Borel measure space (X, Y, u) and some subset
A C X, let C C X be a cover of A if C is countable and A C |JC. We define the Lebesgue
outer measure \*(A) of a subset A C X as the infimum of {3 cou(c) | C is a cover of A}.
A set A C X is measurable if it satisfies Carathéodory’s criterion: for every B C X we have
A(B)=X(BNA)+ X(B\A).

We define the Lebesgue measure space (X, Y', \) such that ' is the set of measurable subsets
of X, and we let A(A) = \*(A) for every A € ¥/. Equivalently we could define (X, X', \) such
that A is a complete measure, ¥’ is the least o-algebra with ¥ C ¥/ and A(A) = u(A) for all
Ael. <

In particular, when we talk about the real numbers R, we have the Borel measure p generated
by basic open sets (a,b) with a < b having measure p((a,b)) = b — a, and we have the Lebesgue
measure A that is the completion of . We use null to denote the set of Lebesgue null sets of the
reals. A subset A C R is a Lebesgue null set if and only if for any € > 0 there is a cover C of A
with measure p(C) < e.

Definition 1.2.15 — Baire category

Given a topological space X, a subset A C X is nowhere dense if for every a € A and open
neighbourhood U of a there is an open V' C U such that ANV = @. The closure of a nowhere
dense set is nowhere dense, and the complement of a closed nowhere dense set is open dense. A
set is meagre if it is the countable union of nowhere dense sets. The complement of a meagre
set is called comeagre. A comeagre set is the countable intersection of sets that contain an

open dense subset. The set of all meagre sets is denoted by meagre.

A topological space is Baire if every comeagre set is dense. A subset A C X of a topological
space has the property of Baire if there is an open set U C X such that the symmetric
difference U A A is meagre. <



Theorem 1.2.16 — Baire Category Theorem

Every complete metric space is Baire. N
As a corollary every Polish space is Baire.

Definition 1.2.17 — Baire sets

Let k be a cardinal and consider the product space ©2, where 2 has the discrete topology. The
space “2 has a basis of clopens given by the sets Us = {f € #2 | Vn € dom(s)(f(n) = s(n))}
with s € Fny,(k, 2).

Let B(*2) be the smallest o-algebra containing the basis of clopens. We call a set X C ©2 a
Baire set if X € B("2). Every Baire set has the property of Baire. <

Before we move on to forcing, let us mention a couple of zero-one laws. A zero-one law for some
ideal, such as the null and meagre ideals, is a statement that gives a sufficient condition on a set

of reals A to imply that either A or the complement of A is an element of the ideal.

Theorem 1.2.18 — Rademacher’s zero-one law

If @ € “R be an infinite sequence of real numbers and let

S = {s €“2 ’ Znew(—l)s(”)an Converges}.

If Y, c.an? diverges, then the Lebesgue measure p(S) = 0 and if it converges p(S) = 1. q

Definition 1.2.19 — Tuil set
A set X C “w is a tail set if X is closed under =*, that is, for any f,g € “w for which
f(k) = g(k) for almost all k € w we have f € X if and only if g € X. q

Theorem 1.2.20 — Baire category zero-one law

If X C “wis a tail set with the property of Baire, then either X € meagre or “w\ X € meagre. <«

1.3 FORCING

Kurt Goédel showed with his constructible universe L that a model of ZF could be employed to
construct a model where every set is transfinite recursively definable. The constructible universe
turns out to be a model of ZF itself, and moreover to be a model of both AC and GCH. This
proves that ZF itself can not prove that AC or GCH is inconsistent.

In 1963 Paul Cohen [8, 9] showed the other direction, that from a model of ZF one can construct
models in which AC or GCH do not hold, and thus that AC and GCH are also not provable in
ZF. The technique that Cohen used is called the method of forcing.

10



Definition 1.3.1 — Forcing poset
A forcing poset is a triple (P, <, 1) such that < is a preorder' on P with maximal element 1
such that P is atomless, that is, for any p € P there are ¢,r € P such that ¢, < p and for any

s € P we have s £ q or s £ r. We often only write IP if < and 1 are clear from context.

The elements of P are called conditions, and if ¢ < p, then ¢ is called a stronger condition
than p. Two elements p,q € P are compatible, denoted p || ¢, if there is some r € P such that
r < p,q. Two elements p, g that are not compatible are incompatible, denoted p L q. An
antichain is a set A C P such that for any p,q € A we have p | q. <

Note that we could relax the requirement for a forcing poset to be atomless, but this could imply
that a forcing poset is trivial. For example, if IP is finite, then it will follow that forcing with P

does not have any effect.

Definition 1.3.2 — Generic filter

Let (P, <, 1) be a forcing poset. A filter on P is a subset F' C P such that 1 € F', F' is upward
closed under < and any two p,q € F are compatible. A set D C PP is dense in P if for every
condition p € P there is some g € D such that ¢ < p. Let D be a set of dense subsets of P, then
a filter G is generic with respect to D if GN D # @ for all D € D. <

Under the assumption that there is a model for ZFC, there is a countable model by the Downward
Léwenheim-Skolem Theorem. Such a countable model is isomorphic to a countable transitive
model by use of the Mostowski Collapse Lemma. We will use the abbreviation ctm to denote a
countable transitive model of (a part of) ZFC. Forcing starts with a ground model of (a
part of) ZFC containing some forcing poset P. We will adopt the external view that the ground
model is a ctm M and use the countability of M to show that in the external model V' there
exists a filter G of P that is generic with respect to every dense subset D C P that is contained

in M.

Lemma 1.3.3
Let M be a ctm containing a set P and such that

M E “P is a forcing poset and p € P”.
Let Dy be the set of dense subsets of P such that Dyy € M. Then
V E “there exists a Dpy-generic filter G C P containing p.”

Furthermore, V F G ¢ M. q

Often, when we have a ctm M and a poset P with a generic filter G, we will just call G generic
for P. We extend this to objects that can be defined from G and from which G can be recovered

through the structure of P. For example, if PP is a set of partial functions inversely ordered

1We speak of forcing posets, instead of forcing preorders, since from the perspective of forcing it is equivalent
to work with preorders directly or to work with the quotient set generated by collapsing the cycles of the preorder.
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by inclusion, then we get a function f = |J G, from which we can recover G by looking at all
conditions p € P such that p C f.

Definition 1.3.4 — Names

Let P be a forcing poset in a ctm M. A set 0 € M is recursively defined to be a P-name if ¢
consists of pairs (7, p) such that 7 is a P-name and p € P, and such that if (7, p), (1,p’) € o, then
p # p implies p L p’. The class of all P-names is denoted M”. Note that MP is a proper class
in M and a countable set in V. Every set x € M has a canonical P-name & = {(y,1) | y € =}.
We will usually ignore the distinction between canonical names for elements of M and elements

themselves, that is, we will usually omit the check on canonical names.

If G C P is generic, then the interpretation of a name ¢ under G is the set g defined as
oqg ={7¢ | 3p € G((1,p) € 0)}. We define the generic extension M|G] to be the set of all
interpretations of names under G, that is, M[G] = {o¢ | 0 € M¥}. If 2 € M[G], then & denotes

some name o such that og = z. Such ¢ is not unique, but the choice of o is irrelevant. N

It is easy to see that M C MI]G], as for any x € M the canonical name Z has interpretation
Zg = x, because 1 € G for any filter G. Furthermore, the name I' = {(p,p) | p € P} is
interpreted as I'¢ = G, showing that G € M[G].

The whole point of forcing is that the set M[G] forms a model of (a part of) ZFC that inherits
properties from the structure of the poset P. For this we have the following definition that
gives us a way to describe which formulas hold in the generic extensions for any generic filter

containing a condition.

Theorem 1.3.5
If M is a ctm and P is a forcing poset with generic filter G, then M[G] is a ctm, that is, M[G]
is countable (in V'), transitive and M[G] F (a part of) ZFC. N

Definition 1.3.6 — Forcing relation

We define the forcing relation I such that for any p € P, names #!,...,4i" € MF and formula
o(@t,...,i") we have p - p(3!,...,4") if and only if M[G] F ¢(if,...,3%) for all generic G
with p € G. We say that p forces ¢ when p IF ¢. <

The proof of Theorem 1.3.5 is technical, and depends on the following two important lemmas:

Lemma 1.3.7 — Definability lemma

Let M be a ctm and ¢(z1,...,z,) be a formula in the language {€}, then the following set is
definable in M:

{(p,IP, <,1,01,...,0,) | (P,<,1) € M is a forcing poset with p € P
and 01,...,0, € M" and pI- (61,...,6,)} <

Lemma 1.3.8 — Truth lemma

If M is a ctm containing forcing poset P, and M[G] is a generic extension, then M[G] E ¢ if
and only if there is a p € G such that p IF . <
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The details about Theorem 1.3.5 and the above two lemmas can be read in chapter IV.2 of
Kunen [20]. The main point to note about these two lemmas is that the forcing relation IF can
be defined inside M, and that any formula ¢ that holds in the generic extension M[G] is forced
by some p € G.

We can prove the following properties of the forcing relation:

Proposition 1.3.9
Let M be a ctm containing forcing poset P, and let ¢, be sentences in the language of set

theory with constants for every name in MF.

o If p <> 1), then p Ik ¢ iff p Ik 2,

* plF = iff there exists no ¢ < p with ¢ I ¢,
* plF ¢ implies p ¥ —¢,

* plk @ and g < p implies q I ¢,

e plEoAYiff plk @ and p -,
e plk Jzp(x) iff there is some g < p and name # such that ¢ |- p(z). <

Next, we look at a few techniques to show equivalence between forcing with different posets.

Theorem 1.3.10

If M is a ctm containing forcing poset P and G is generic, then for any model N' E ZFC such
that M C N and G € N, we have M[G] C N. That is, M[G] is the smallest extension of M

containing G. 4

Lemma 1.3.11
If P C Q are posets, and Pis dense in Q and G C Pis afilter with H ={q€ Q | 3p € G(p < q)},

then G is generic for P whenever H is generic for Q and vice versa. <

Definition 1.3.12 — Dense embedding
A map ¢ : P — Q of posets is a dense embedding if for any p,q € P we have

* Ip) = 1g

* p <p ¢ implies ¢(p) <g t(q)

* p Llp ¢ if and only if ¢(p) Lg ¢t(q)
¢ ((P) is dense in Q.

Here we used subscripts to make the distinction between the poset structure in P and in Q. <«

Theorem 1.3.13

If o+ : P — Q is a dense embedding, then M[G] = M[1(G)] for any G generic for P and
M[.7Y(H)] = M[H] for any H generic for Q. 4

It follows that the generic extensions after forcing with [P are the same as the generic extensions

after forcing with Q, thus P and Q are equivalent for forcing.

13



For some posets, forcing with them will give us reals in the generic extension that were not
present in the ground model. Different posets will add reals with different properties, as we will

see later on.

Adding reals with a certain property can change the properties of sets defined on the reals,
such as the null and meagre ideals. In particular, they could alter the cardinality of cardinal
characteristics. We do not want the forcing posets to change too much about the ground model,
however. It is, for our purposes, especially essential that we do not change which ordinals are

cardinals.

Definition 1.3.14 — Chain condition

A poset P has the x-chain condition if P contains no antichain of cardinality . If Kk = Xy we

call this the countable chain condition (ccc). <

Theorem 1.3.15
If P is ccc, then cardinals and cofinalities are preserved by forcing with P. That is, if P € M

and G is generic for P, then an ordinal o € M is a cardinal in M if and only if « is a cardinal
in M[G], and similarly the cofinality of « is the same in M and M|[G]. q

A useful tool to prove that posets are ccc is the following lemma, due to Nikolai Shanin [33]:

Lemma 1.3.16 — A-lemma

If k is a regular uncountable cardinal and X = {X, | @ < s} is a family of distinct finite sets,
then there is a subset ) € X with |Y| = k and a set R such that for any X,, Xg € Y with
a # [ we have X, N X3 = R. <

Another condition that preserves cardinals and cofinalities under forcing extensions is the fol-
lowing.
Definition 1.3.17 — o-centred

A subset A C PP is centred if for any finite subset {po,...,pn} C A there is some ¢ € P with
g < p; for each 0 <i <n. A poset P is o-centred if P = |
in P. N

P,, with each P,, being centred

new

It is easy to see that every o-centred poset is ccc, since no two elements of an antichain can lie

in the same P,,.

COHEN FORCING

Cohen forcing is the forcing used by Paul Cohen to prove the independence of CH from the
axioms of ZFC. The idea is to start with a model of ZFC+ CH (for example Godel’s constructible
universe L F ZFC 4+ CH) and increase the cardinality of the continuum by generically adding a

large number of new reals.

We will see a real number as an element of “2. The easiest way to see that a forcing will add a
certain object is by having the conditions be an approximation of such an object. We therefore

consider the set of finite approximations of a potential new real as our poset.
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Definition 1.3.18 — Cohen forcing

The Cohen forcing (C(x), <¢(x): Lc(s)) has the poset with elements C(x) = Fny, (x, 2) of finite
partial functions p : kK + 2 and is ordered inversely by inclusion, i.e. ¢ < p if dom(gq) 2 dom(p)
and g(n) = p(n) for all n € dom(p). This gives us that 1) = @. N

If G C C(k) is a generic filter, then |JG is a function k — 2. This is easy to see after noting
first that all elements of G are comparable, and thus must agree on the values in their domain,

and second that for any a < k the set of conditions p € C(k) with o € dom(p) are dense.

Slightly less clear is that if M F ZFC and C(k) is the Cohen poset of M with a generic filter
G, then | JG ¢ M. Stronger even, for any limit ordinal @ < k we have that |JG | [a, a0 + w)
is a function not in M. To see this, take any real s € “2 N M and translate s to the function
Sq ¢ [, +w) = 2 with a +n +— s(n). The set of conditions p € C(k) with o + n € dom(p)
such that p(a +n) # sq(a + n) for some n € w form a dense set in C(k), hence by genericity
G contains for any real in M a condition that disagrees with it. This implies the claim that

UG | [, + w) is a new real.

Finally if we have two distinct limit ordinals o, 8 < k, then |G | [a, a+w) and |G | [3, B+ w)
describe two different reals. Once again, we have a density argument: the set of conditions
p € C(k) such that p(a+n) # p(B + n) for some n € w is dense in C(k), and thus G contains

such p for any distinct limit ordinals «, 8 < k.

We therefore see that forcing with C(k) adds x many new reals. We call such reals Cohen

reals, and often forcing with C(k) is described as “adding k many Cohen reals.”

Theorem 1.3.19
Let M E GCH be a ctm, let k > R; be regular and let G be a generic filter for C(x), then
MIG] E ¢ = k. q

Proof. First we observe that C(k) is ccc. This is a consequence of the A-lemma:
if we had an uncountable antichain A = {p, | @ <wi} C C(k), then dom(p,) is
a finite set for each @ < wi, thus the A-lemma gives us some uncountable set of
conditions A" C A and some set R such that dom(p,) N dom(pg) = R for every
distinct o, 8 < wy. But there are only finitely many partial functions R — 2, thus

A’ cannot be an antichain.

As C(k) is ccc it preserves the cardinality of k. There is an injection between s and
the reals |JG | [, a + w) defined by G, so we see that M[G] F 2% > x > R;. We
could furthermore show that M[G] F 2% < g, since every set z € M[G] is named
by some & € MF. In particular, if s € P(w) is a real in M[G], then it has a name §
of the form {{n} x A,, | n € w}, where each 7 is the canonical name for n € w and
each A, is an antichain. Since |C(k)| = k and each antichain is countable, there are
at most kN0 antichains, and hence there are at most £¥0N0 = xR0 pames for reals in

M(G]. Since M E GCH and & is regular we have x*0 = . O
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The model M|G] from the above theorem with k = R; is called the Cohen model.

We will give three alternative forcings that are equivalent to Cohen forcing. First, forcing with

a countable forcing poset is the same as adding a single Cohen real.

Theorem 1.3.20

If P is a countable forcing poset, then P is forcing equivalent to C(Xy). N

Proof. Fix an enumeration of the elements of P = {p, | n € w}. Let C' C C(Xy)
with as set of conditions w<¥. It is easy to see that C" is dense in C(Rg). We create

a dense embedding ¢ : C' < P recursively as follows:

Set t(1¢r) = Ip. At stage n, assume we defined ¢(f) for all f = (fo,..., fn—1) € W™.
For each f € w™" let Ay C P be an antichain that is maximal in that for all ¢ € A;
we have ¢ < (f) and g < py, for all K <n. Ay exists, since IP is atomless, and Ay is
countable since IP is countable, thus we can enumerate Ay = {qx | k € w}. We then
define ¢ : (fo, f1,..., fa—1,k) — q for all k € w. O

Second, Cohen forcing is closely related to Baire category. Let us first mention how we can code
meagre sets using reals. The following property is a basic consequence of the closure of nowhere

dense sets being nowhere dense.

Proposition 1.3.21

If M is a meagre set, then there is some M’ D M such that M’ is meagre and an F, set. N

Fix an enumeration {I,, | n € w} of all open intervals with rational endpoints, then every real
[ € “*“w codes an Fy set R\ (,,c., Unew, Lr(n,m)- Since every open set of reals is the union of
countably many open sets with rational endpoints, it follows that every F, set is coded by some

real.

That Cohen forcing is related to meagre sets becomes especially clear when we use the following

alternative definition of the forcing.

Theorem 1.3.22

Let B(“2) be the set of Baire sets of the product space "2, then we can define the quotient
set Ml(k) = (B("2) \ meagre)/meagre given by nonmeagre sets X,Y € B("2) being equivalent if
X A'Y € meagre. We define an order on M(k) as [Y] < [X] if and only if X \ Y € meagre.
M(k) is forcing equivalent to C(k). q

Proof. The space "2 has a basis of clopens Us = {f € "2 | s C f} for s € Fny,(k,2).
Every Baire set has the property of Baire, so it follows that the equivalence classes
{[Uf] | f € Fny,(k,2)} form a dense subset of M(x). O

Since every Baire set has the property of Baire, we see that every [X]| € M(k) contains a
nonempty open set U € [X]. Since nonempty open sets are nonmeagre, and the difference
between two distinct nonempty open sets is open, it follows that this open set is unique for each

equivalence class, thus we have yet another equivalent way of looking at Cohen forcing:
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Theorem 1.3.23
Let O(k) be the set of nonempty open subsets of the product space #2. We define an order on
O(k) as X <Y if and only if X C Y. Then O(k) is forcing equivalent to C(k). <

We are now ready to give a defining property of Cohen reals.

Theorem 1.3.24
A real r € RN M|G] is a Cohen real if and only if 7 is not contained in any meagre set that is

coded by a real from the ground model. <

Proof. We show only one of the directions. To see that Cohen reals fall outside every
meagre set coded in the ground model, let X = |JX; be a meagre set coded in the
ground model and let each X; be nowhere dense. Let X; be the closure of X;, then
X is nowhere dense. Take a condition U € O(k), then U \ X; is open, and it is
nonempty since no superset of U is nowhere dense. Therefore the set of conditions
that do not intersect X; is dense in O(k). It follows that if G is generic for O(k),
then G contains an open set that is disjoint from X; for any ¢, and thus the real
r =[G is not contained in X. O

RANDOM FORCING

Random forcing is a forcing that is similar to the definition of Cohen forcing as in Theorem 1.3.22,
but uses the ideal of Lebesgue null sets instead of meagre sets. It was introduced by Robert

Solovay to show that it is consistent with ZF that every subset of R is Lebesgue measurable.

Definition 1.3.25 — Random forcing

The random forcing (B(x), <p(x), Lp(x)) has the poset with elements B(x) = (B(*2)\null) /null,
where B(“2) \ null is the set of Baire sets of #2 with positive measure and where X,Y € B("2)
are equivalent if X A'Y" € null. We order B(x) by letting [Y] <p(,) [X]if X \ Y € null. N

Much like Cohen forcing, a generic filter G C B(x) defines a function r : Kk — 2 for which each
r | [, a+w) with o < k limit is the translation of a generic real. Such reals are called random

reals, and forcing with B(k) is described as “adding k many random reals.”
Often it is convenient to work with the following equivalent forcing.

Theorem 1.3.26
Let N(x) be the set of compact subsets of 2 with positive measure, ordered by inclusion, that
is, if X, Y C #2 are compact, then X is a stronger condition than Y if X C Y. Then N(k) is

forcing equivalent to B(k). q

Proof. The dense embedding is given by mapping X € N(k) to [X] € B(x). This
is dense, since the Lebesgue measure on 2 has the regularity property that for any

measurable set X C *2 and € > 0 there is some open set O and compact set C' such
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that C C X C O and p(O \ C) < e. In particular for any Baire set X € B(*2) with
positive measure there is some compact set C C X of positive measure, which shows

that the abovementioned embedding is dense. O

We also have a characterisation of random reals regarding null sets from the ground model that

is similar to the case with Cohen reals.

Proposition 1.3.27
If N is a null set, then there is some N’ D N such that N’ is null and an F, set. N

Theorem 1.3.28

A real r € RN MI|G] is a random real if and only if r is not contained in any null set that is

coded by a real from the ground model. N

Proof. Again, we treat just one of the directions. To see that random reals fall
outside every null set coded in the ground model, let X be a null set coded in the
ground model and let C' € N(k) be a compact set, then C'\ X is measurable, and
thus there is some compact set ¢’ C C'\ X with positive measure, hence C’ € N(k).
This shows that a dense subset of N(k) is disjoint from X, and thus if G is generic
for N(k), then G contains a set disjoint from X for any null set coded in the ground
model. The set r = (G is a generic function from x — 2 that lies in no null set

coded in the ground model. O

In a way that is similar to the Cohen model, B(x) can be used to get models that violate the

continuum hypothesis.

Theorem 1.3.29
Let M F GCH be a ctm, let kK > Ny be regular and let G be a generic filter for B(x), then
MIG|E ¢ =k. q

Proof. First, note that B(k) is ccc as a consequence of the o-additivity of measure.
If we had an uncountable antichain A C B(k) there must be some p € A such that
there is a countably infinite set B C A with 0 < u(p) < u(q) for every ¢ € B. But
as all these ¢ are mutually disjoint (up to a null set) due to B being an antichain,

we would get that u(|JB) = quB,u(q) = 00, which is impossible, since p("2) = 1.

As B(k) is ccc, it preserves the cardinality of x. That 2% > & follows by the generic
function k — 2 that is added by G having the property that each r | [a, o + w)
defines a distinct generic real. The argument that 2% < k is exactly as with the
proof of Theorem 1.3.19. O

In case k = Wy in the above theorem, we call the resulting model M[G] the random model.
Finally we will state a theorem without proof that gives us a condition for not adding random

reals with a forcing.
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Theorem 1.3.30
If M is a ctm, P is a o-centred forcing poset and G is generic for P, then no r € “w N M|G] is

random over M. 4

ITERATED FORCING

If we have a ctm Mg and a forcing poset Py with some generic filter Gg for Py, then forcing with
Py will result in a model M[Go] = M. Of course, there’s nothing stopping us from continuing
this process and take some forcing poset P; in M7 with some generic filter Gy for P; to get a

model M;[G1] = Mgy, and so on. This process is called iterated forcing.

We have to take care with the model in which a forcing poset is interpreted. For example, the
poset Py that is mentioned above is an element of M7, and might very well not exist in M.
This means that we cannot force with P; directly over M. On the other hand, Py is a poset
defined in My, thus it could be that defining the same set in My is different from Py. We
therefore give the following definition of iterated forcing, that is a little more careful about these

points.

Definition 1.3.31 — [lterated forcing

If P is a forcing poset and Q is a P-name for a forcing poset, that is 1p IF “Qis a forcing poset”,
then we define the two-step iteration P % Q as the forcing poset with conditions (p,§) with
pePand 1p - ¢ € Q, and order (pf, ') < (p,q) if p <p p and p’ I ¢’ <p ¢

For an ordinal ~, we define recursively the posets P, for 1 < a < v with as conditions sequences

of length a. If p € Py, then p [ v is an element of the poset P, defined recursively as follows:

Py is the set of singleton sequences (g), where g € Q) is a condition of a forcing poset Q.
The order on Py is defined as (¢') < (¢) if ¢’ <g, ¢.

* If o« = B+1, then P, is forcing equivalent to Pgx* Qg, where Qg is a Pg-name for a forcing
poset. We let p € Py if and only if (p [ 8, p(a)) € Pg * Qﬁ.

* For « limit, let X, be the set of a-sequences p such that p | § € Pg for each 5 < a. The
support of p € X, is the set spt(p) = {B <« ‘ p(B) # ﬂ@g}‘ Let I be an ideal on «
such that [a]<¥ C I, then P, is I-supported if P, = {p € X,, | spt(p) € I}. The order on
P, is defined as p’ <p, pif p' [ B <p, p [ B for every 3 < a.

We will denote P, as <]P’a, Q. ’ a < 'y>. We will denote P, as P, [ o and Q, as Py(a). If G is
a generic filter for P, then Go = {p [ a | p € G} is a generic filter for P, and G(«) is a generic
filter for Q.

We call P, a finite support iteration if P, is [a]<Mo-supported for each limit o < 7, or in other
words, if the support of each condition in P, is finite. P, is a countable support iteration
if P, is [a]<®t-supported for each limit a <+, that is, if the support of each condition in P, is

countable. g
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We will use iterated forcing in the following way. First, we let P be a forcing poset that will
add a generic object G to the ground model M such that G; has a nice property over all the
ground model sets. The problem is that P might also add new “spoiler” sets to the model for
which G does not have this nice property, thus we need to force with P again in the extension
to get a new generic set G2 with the nice property in the extension of the extension. We could
repeat this process transfinitely many times, until we could show that at some limit stage no
spoiler sets are added. We could then see that we end up with a model where for any set we

have some G, that has the nice property.

Example 1.3.32
For example, the nice property could be that the generic set is a real that does not belong to
any meagre set from the ground model. This is what the Cohen forcing C(w) does. However,

after forcing with C(w), we have new meagre sets in the extension.

By doing a finite support forcing P, of C(w) of length wo, we can show that the wo-th step
does not add any new reals, and thus that for every meagre set M in the extension M[G,,] it is
contained in a meagre set M’ coded by a real, and therefore there is some a < w9 for which M’
is already present in M[G,]. Subsequently, in M[Gy+1] we add a Cohen real that lies outside
M’, thus also outside of M, therefore for any collection of ¥y meagre sets, we can find some

Cohen real that lies outside all of them. N

In fact, it is not difficult to show that the iteration described above is equivalent to forcing with
C(Ry), due to the fact that we can send a finite partial function f : we + 2 to a condition p € Py,
as follows: note that p(a) : w- 2 is a finite partial function, then let p(a)(n) = f(a +n) for all
a + n on which f is defined. It is clear that spt(p) is finite, since f is only defined on finitely

many values.

Note that an iteration of countable length is not sufficient to make sure the limit step does not
add reals. We really do need an iteration of length ws, since countable limit steps will add reals

by the following theorem.

Theorem 1.3.33
If <IP’,1, Qa ’ a < /<a> is a finite support iteration of forcings of length x, then P, adds a Cohen
real for every v with cf(y) = w. N

On the other hand, the following theorem states that at uncountable limit steps no reals are

added, thus the example does work for an iteration of length ws.

Theorem 1.3.34
It <IP>a, Qq
P, with v < & of uncountable cofinality, then for any real r € “w N M[G,] there is some a < 7y
such that r € M[G,]. N

a < /1> is a finite support iteration of forcings of length x, and G, is generic for

We mention one last very nice property of finite support iterations, which is that they preserve

the countable chain condition.
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Theorem 1.3.35
1f (Pa, Qa

then P, is ccc. N

a < /{> is a finite support iteration of forcings and 1p, I “Qq is ccc” for each o < k,

As a consequence, a finite support iteration of ccc forcings will preserve cardinalities and cofi-

nalities. Unfortunately the same does not hold for countable support iterations.
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CHAPTER 2

CARDINAL CHARACTERISTICS

Using tools from combinatorics, analysis, topology or measure theory we can describe plenty
of interesting subsets of the continuum. If such a subset of the continuum can be proved to
be uncountable from its properties, we call it a cardinal characteristic of the continuum.
Particularly interesting is that the explicit cardinality of many of such cardinal characteristics
is independent of ZFC.

By the results from forcing we know that it is consistent that the continuum hypothesis fails,
and thus that N; < ¢ is consistent. The question then becomes what we can say about the
cardinality of such subsets of the continuum based on their properties and the relation between
the cardinalities of different cardinal characteristics compared to one another. In this chapter

we will meet a few of them and show some of the combinatorial relationships between them.

Most of the proofs and theory from this chapter are from Blass’ chapter in the Handbook of Set
Theory [3].

2.1 CARDINAL CHARACTERISTICS

The first two cardinal characteristics are related to the bounding of functions.

Definition 2.1.1 — Bounding & dominating numbers
Let f,g : w — w, then we say that f dominates g or that g is bounded by f, denoted as
f>*g,if f(n) > g(n) for all except for finitely many n € w.

A set D C “w is a dominating set if for every g € “w there exists an f € D such that f
dominates g. A set B C “w is an unbounded set if there exists no g € “w such that every
f € B is bounded by g.

The dominating number 0 is the least cardinality of a set D C “w such that D is dominating.

The bounding number b is the least cardinality of a set B C “w such that B is unbounded. <«
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The cardinal characteristics b and 0 are closely related to each other, and by the following
theorem we see that the least cardinality of a dominating set of functions has to be larger than

the least cardinality of an unbounded set of functions.

Theorem 2.1.2
Ny <b<o<e. <

Proof. Let B C “w be countable and enumerate B as {f; | i € w}. Define g € “w
as g(n) = max{fi(n) |7 <n}, then g dominates all of B, showing that B is not

unbounded.

Let D C “w be a set that is not unbounded, then there is g € “w such that f <* ¢
for all f € D. Define g™ : n — g(n) + 1, then f <* g, that is, f(n) < g(n) for all
but finitely many n € w. But then g is not dominated by any f € D, hence D is

not a dominating set.

Clearly the set “w itself is a dominating set, since any f € “w is dominated by
ffinw— f(n)+1. O

Next, we look at two cardinal invariants that arise from partitioning infinite subsets of w into

two infinite sets.

Definition 2.1.3 — Splitting & reaping numbers
Let z,y € [w]¥, then we say that y splits © when both zNy and z\ y are infinite. A set S C [w]¥

w

is a splitting set if every x € [w]¥ is split by some s € S. A set R C [w]“ is a reaping set if

w

there exists no z € [w]“ such that every r € R is split by x.

The splitting number s is the least cardinality of a set S C [w]* such that S is splitting. The

reaping number t is the least cardinality of a set R C [w]¥ such that R is reaping. N
We can relate the size of s to 0 and the size of t to b, as is shown in the next two theorems.

Theorem 2.1.4
N <5 <0. N

Proof. Let S C [w]“ be countable and enumerate S as {s; | i € w}. We build a
sequence of sets t; such that tg = sg, and for each ¢ we have ¢;11 = ¢; N s; if £; N s; i
infinite, and ¢;41 = t; \ s; otherwise. It follows that each ¢; is infinite. Let ag € tg,
and for each ¢ let a;y1 € ti+1 \ a;. We then have a strictly increasing sequence
(a; | i € w). The set A ={a; | i € w} is not split by any s;: if t;1+1 = ¢; N s;, then all
a; with j > i are elements of s;, while if ¢;11 = ¢; \ s;, then no a; with j > i is an

element of s;.

Let D C “w be a dominating set, then we can assume without loss of generality that
D C 1(%w), that is, each function in D is strictly increasing. For each g € 1(“w)
define a set sy = {m € w | In(m € [¢**(0), g*"*1(0)))}. For z € [w]* let f, € N(“w)
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be such that ran(f,) = z, that is f, is a bijection from w to z. Let g € D dominate
fz, then we will see that s, splits z. Take k € w be such that f;(n) < g(n) for all
n > k, and fix an n € w such that g"(0) > k. Then ¢"(0) < f.(¢™(0)) < g"*1(0),
where the first inequality holds by f, being increasing and the second holds by g
bounding f, above k, in particular at ¢"(0) > k. Since fz(¢™(0)) € x, we see that
there is an a € N [¢"(0), g"**(0)) for every large enough n € w. If n is even, then
a € s4, and if n is odd, then a ¢ sg4, so both  N's; and z \ s4 are infinite. s <0

follows since both maps g + s, and = — f, are injective. O

Theorem 2.1.5
b<r<e. g

Proof. Clearly the set [w]“ itself is a reaping set, as no x € [w]* splits itself, so v < c.

The argument for b < v uses the same injective maps g — s, and x — f; as in
the previous proof. Suppose R C [w]¥ has cardinality |R| < b, and define B =
{fz € “w | x € R}, then B is not unbounded. Let g € “w dominate all f, € B, then
sg splits all € R. The reasoning is as before. O

The fact that the proofs of s <0 and b < t resemble each other a lot is no coincidence, as these

two proofs are dual to each other. We will talk more about this in Section 2.2.

Using the technique of forcing it is possible to show that none of the inequalities shown so far

are provably reversible.

MEASURE AND CATEGORY

We can define several functions that assign a cardinality to an ideal of the reals. Such functions
are called cardinal functions. Many cardinal charactacteristics of the continuum can be de-
scribed as cardinal functions on the reals. We will define four commonly used cardinal functions

on ideals:

Definition 2.1.6 — Cardinal functions on ideals

Let I be a o-ideal on R, then we define the following cardinal functions:

 The uniformity number non(7) is the least size of a set N C R such that N ¢ I.

* The covering number cov(I) is the least size of a set C' C I such that |JC = R.

» The additivity number add(]) is the least size of a set A C I such that JA ¢ I.

* The cofinality number cof([/) is the least size of a set F' C I such that every i € I has
an f € F such that ¢ C f. <

We will only work with two specific o-ideals, namely the sets null and meagre, which we defined

in the first chapter.

The following theorem states that we can freely choose the perfect Polish space in which we are

working, as was promised at the beginning of Section 1.2.
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Theorem 2.1.7

If X and Y are nonempty perfect Polish spaces, then all cardinal functions on the ideals null

and meagre are identical on X and Y. N

The following diagram, known as Cichoii’s diagram, gives an overview of the provable rela-
tions between the sizes of the cardinal functions on the ideals null and meagre and the cardinal
characteristics b and 9. An arrow X — Y means that X > Y is provable. As before, none of

the reverse inequalities is provable.

cov(null) +—— non(meagre) «— cof(meagre) «+—— cof(null) +——¢

| !

b 0

! !

Ny «—— add(null) «—— add(meagre) «— cov(meagre) «—— non(null)

For our purposes we will only work with the covering and uniformity numbers on the ideals null
and meagre. We will therefore only prove those relations concerning b, 0 and the aforementioned

relevant cardinal functions.

Theorem 2.1.8

Ny < cov(null) < non(meagre) < ¢ and Ny < cov(meagre) < non(null) < c. q

Proof. R has nonzero measure, and thus is not a null set. Since R is a Polish space
it is Baire, so the countable intersection of open dense sets is dense. Any meagre set,
being the complement of a countable intersection of open dense sets, cannot contain
an interval, which shows R is not meagre. These two facts show that ¢ is an upper
bound to both non(meagre) and non(null). Furthermore, a countable union of null
sets is null by o-additivity of Lebesgue measure, and the countable union of meagre
sets is clearly still meagre, and thus R cannot be covered by countably many null

sets or countably many meagre sets.

We will now prove cov(null) < non(meagre) and cov(meagre) < non(null). We will
represent reals as elements of “2. Define Iy = {0} and recursively define the intervals
Iny1 = [max(l,)+1, max(I,) +n+1], then {I, | n € w} is an partition of w. Define

the symmetric relation ~ on “2 as f ~ g if f [ I, = g | I, for infinitely many n € w.

Givenany z € “2,let S} ={ye“2 |z [, =y | I} andlet S = {y € Y2 | z = y}.
Given k € w, we can cover S; with J,,; Sy Since p(S3) = 2=+ for each n we

see that J,,~, Sy is a cover of S, with measure 27k It follows that S, € null.

Let N¥ = {y €“2|Vn>k(x|I,#y]I,)}, then each NF is nowhere dense: if
y € N¥, and Uy is some basic open around y (i.e. s =y | m for some m € w), then

take some n > k such that m is smaller than all elements of I,, and extend s to a
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function ¢ : max(I,) + 1 — 2 such that ¢ [ I,, = 2 | I,, to see that U; N N = &,

Therefore | J,,,, N¥ is meagre, and it is the complement of 5.

Suppose X ¢ null, then for any null set N there is some x € X such that x ¢ N. Let
y € “2, and consider the set S, € null, then let z € X such that « ¢ S,. It follows by
symmetry of ~ that y ¢ S, and thus y € “2\ S;. This shows that {“2\ S, | z € X}
covers “2, and thus there is a cover of “2 with |X| meagre sets. This shows that
cov(meagre) < non(null). The proof of cov(null) < non(meagre) is exactly the same,

except that the roles of null and meagre sets are reversed throughout the proof. [

Theorem 2.1.9

b < non(meagre) and cov(meagre) < 0. q

Proof. We work in “w. Suppose that B C “w and |B| < b, then there is some
f € “w such that g <* fforall g € B. Let Ly = {g € “w | g <* f}. Given n € w,
let L = {g € “w | Vk > n(g(k) < f(k))} and take some g € L. For a basic open
Us containing g, we have s = ¢g | m with m the length of s. Let m’ > m,n and
extend s to some ¢ : m' + 1 — w such that ¢(m’) > f(m'), then Uy N L} = @. This
shows that L is nowhere dense for each n € w, and thus that L; = U L is

new

meagre. Therefore B C Ly is meagre as well.

Let D C “w be a dominating family, and take some g € “w. Let f € D be such that
g <* f,then g € Ly. Hence {L; | f € D} forms a cover of “w with meagre sets. [

We can also prove a relation between the covering and uniformity numbers and the splitting and
reaping numbers s and t. In particular, v is above both covering numbers, and s is below both

uniformity numbers.

Theorem 2.1.10

s < min {non(null), non(meagre)} and max {cov(null), cov(meagre)} < t. N

Proof. Let A C [w]“ be a set of infinite subsets of w with |A| < s, then there is
some subset B € [w]“ such that B is not split by any set in A. We will see that this
implies that A is both null and meagre.

Given f €“2,andncwlet K} ={ge€“2|VYm>n(f(m)=1—g(m)=1)}. If f
is the characteristic function of an infinite subset of w, then K ;} is a null set, because
we can fix an arbitrary number of myq, ..., my > n for which f(m;) = 1 for each i and
take the open set U(m1,...,my) = {g €“2 [ g(m1) =1A...Ag(my) =1} 2 K}
with measure 27%. We can also see that K% is nowhere dense, since for any basic
open Us = {g € “2 | g 3 s} extending some finite initial s : m — 2, we can pick a
k > m,n such that f(k) = 1 and take the open V¥ = {g € “2 | g s A g(k) =0},
then K N VF is empty.

Clearly the same holds for the sets L% = {g € “2 | Vm > n(f(m) =1 — g(m) = 0)}.
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It is easy to see that the set X4 of characteristic functions for the sets in A is a
subset of (J

countable union of null nowhere dense sets, and thus X 4 is a subset of a null meagre

new

K% U Ly with f the characteristic function for B. This union is a

set, making X 4 itself null and meagre. We can conclude that any set of cardinality

smaller than s must be null and meagre.

If A C [w]¥ is a set witnessing the property of v, that is, no set B € [w]“ splits all the
elements of A, then consider the set X 4 of characteristic functions for the sets in A.
Let C = {UnEw Ky U LY ‘ fe XA}, then C'is a set of null meagre sets. Suppose
B € [w]“ and let g be its characteristic function. Choose F' € A with characteristic
function f such that B does not split F, then g € | K¥ U LY, since g either

shares almost all the 1’s of f, or g shares almost no 1’s with f. O

new

2.2 DUuAL CARDINAL CHARACTERISTICS

We have already hinted that the similarity in the proofs from the last section was no coincidence.
In this section we will formalise this idea by introducing Tukey connections. Almost all
cardinal characteristics we will discuss can be represented as the “norm” of a certain triple of
sets. A Tukey connection is a morphism between such triples that implies an order between

their norms.

Definition 2.2.1 — Tukey connections

Let 2" = (X ,XT,X) be a relational system (from now on simply called triple) with X~
and X sets and X C X~ x X' arelation. We call X~ the set of challenges and X the set
of responses, where a challlenge x~ € X~ is met by response x+ € X+ when (z—,2%") € X.
We define the norm ||27|| of such a triple 2 as the least cardinality of a subset A C Xt such

that every challenge x € X~ is met by at least one response a € A.

If 2 =(X",X", X)is a triple, the dual of 2 is the triple '+ = (X, X, (X1)¢), where
(zF,27) € (X 1) if and only if (z—,2) ¢ X.

A Tukey connection ¢ : 2" — % between triples 2" = (X, X, X) and # = (Y, YT)Y)
is a pair of maps ¢ = (p~, ") with o= : Y~ — X~ and ¢* : XT — YT such that for any
x € Xt and y € Y~ for which (¢~ (y),z) € X we also have (y, " (z)) € Y. N

The usefulness of relational systems to describe cardinal characteristics becomes apparent with

the following theorem.

Theorem 2.2.2
If p: 27— % is a Tukey connection, then ||27|| > ||#/|| and H@LH > H%LH <

Proof. Let A C X be a set of responses for .2~ that meets all challenges x € X~
and let y € Y~ be a challenge for #'. Since ¢~ (y) € X, there is some a € A such
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that (¢~ (y),a) € X. By the definition of a Tukey connection it then follows that
(y, T (x)) € Y, thus p*(z) is a response meeting y. It follows that the image p*[A4]

is a set of responses for ¢ that meets all challenges y € Y ~. Therefore we get that
IZ7]] = [|Z]], because [T [A]| < |A].

We have ||#1|| > [|2+

a Tukey connection. O

, as it is easy to see that o+ = (pT, 7)) : &+ — 271 is

We will use 2" and % to denote arbitrary triples. All other times a caligraphic letter is used we
will mean a specific fixed triple, such as the ones defined in the following definition and several

definitions in later sections. For a quick reference we refer to the table on page 79.

If we look back at the cardinal characteristics from the previous section, we can see they are the

norms of triples.

Proposition 2.2.3
Define the following triples:

P = (w, w, 27)

7 = (Yw,“w, <)

S = ([w], [w]“, S) where S = {{a,b) € [W]“ X [w]” | lanb] =]a\ b =No}
Z = (W], w]*, (S71)°)

¢r=(R,Z,e)
N1 =(L,R, %)

We have duals 1 = 9; S+ = % and €7 = A7 and norms ||B|| = b, ||2|| =0, ||.7|| = s,
1Z]| = v, ||%7]| = cov(Z) and [[47]| = non(Z). <

Because of Theorem 2.1.7, if 7 is equal to null or meagre, we can replace R with any other perfect

Polish space in the above definitions of the triples ¥7 and A47.

Many proofs of the previous section can be formulated in terms of Tukey connections. For
example, the proofs of s < 0 and b < v are the result of the same Tukey connection, as are the
proofs of cov(null) < non(meagre) and cov(meagre) < non(null), and of b < non(meagre) and

cov(meagre) < 0.

Example 2.2.4

A Tukey connection ¢ : 9 — . is obtained by ¢~ : [w]¥ — “w and ¢t : “w — [w]¥ where
o~z fpand o7 1 g — s, as defined in the proof of Theorem 2.1.4. The proof goes
on to show that ¢ is a Tukey connection by proving that if f, <* g, then (z,s4) € S, or in
words, then s4 splits . From Theorem 2.2.2 we get both that ||[2|| =0 > s = ||.|| and that
|74 =b <=l

A Tukey connection ¢ : Ameagre — null is given by ¢~ : “2 — null and ¢ : meagre — “2 where
o xSy and pt iz “2\ S, as defined in the proof of Theorem 2.1.8. The proof shows
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that if z ¢ S, for some z,y € “2, then y € “2\ S, which means that ¢ is a Tukey connection.

Hence cov(null) < non(meagre) and cov(meagre) < non(null).

A Tukey connection ¢ : Ameagre — A is given by ¢~ : “w — meagre and ¢T : “w — “w where
o~ : f > Ly, as defined in the proof of Theorem 2.1.9, and ¢ is the identity function. The rest
of the proof shows that ¢ is a Tukey connection by showing that L is indeed meagre, which gives
that for any f,g € “w, if g & Ly, then g £* f. Hence b < non(meagre) and cov(meagre) <d. <

For some purposes it will be useful to combine multiple triples to be able to say something about

both norms at the same time.

Definition 2.2.5 — Sequential composition of triples
Let 2 = (X, X", X)and & = (Y,YT,Y) be two triples. Define their sequential compo-

sition and dual sequential composition as the triples
XY = <X— Xy X x Y+,7>,
2y — <X— XY™, Xt x X_Y+,Z>.
Here XY~ is the set of functions from X+ to Y~ and similar for X Y*+. We define Z as

(x7,f) Z (zF,y") if and only if 2= X 2+ and f(z7) Y y*, and Z as (z7,y ) Z (z, f) if and
only if 2= X 2% or y~ Y f(27). These are dual operators by 2 ~% = (Z+_# )L <

Lemma 2.2.6
Let ||Z7]| and ||#/|| be infinite. Then

|27 = max{|| 27|, [|#]]} and |[Z || =min{||2Z°]], [[Z]]} . <

Proof. Assume without loss of generality that ||27|| > ||#/]|.

There is an obvious Tukey connections ¢ : 2% — 2 with o~ : (7, f) = 2~ and
et 27— (27, y") for some fixed y~, and an almost as obvious Tukey connection
Y XH — & given by ™ 1y~ = (27, f,-) with f,- the constant function to
y~and T (2, yT) =y

On the other hand, let A C X and B C Y satisfy the properties of 2" and %/,
that is, let A and B be sets of responses that meet all challenges of their respective
triple. Then the set A x B satisfies the property of 2 "% .

The case for dual sequential composition is similar. ]

Definition 2.2.7 — Union of triples
Let 2 = (X,Y,R) and % = (X,Y,S) be two triples with the same set of challenges and

responses. Define their union as the triple 2" U % = (X,Y, RUS) and their intersection as
the triple 2 N#% = (X,Y,RNS). <
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Lemma 2.2.8
|20 || <min{||Z°|[,[|Z]|} and |[Z N || > max {|[Z|], [|Z][}. <

Proof. The Tukey connections 2" — 2 U#% and 2 N¥ — Z with all maps equal

to the identity map are as required. O

Note that either inequality may be strict. For example if 2" = (R,R, <) and # = (R, R, >),
then ||Z°|| = [|#|| = N, but |2 UZ|| =1 and |2 NZ]|| = 2.

2.3 EQUIVALENT TRIPLES

When two triples have the same norm, we call them equivalent. For example, the triples
(R,null;€), (“2,null, €) and (“w,null, €) are all equivalent because cov(null) is independent of

the perfect Polish space that is being used.

It is important to note that equivalence of two triples does not imply that their duals are also

equivalent, as is seen by the following example.

Example 2.3.1

Let us say that f € “w strongly dominates g € “w or g is strongly bounded by f, denoted
f > g when f(n) > g(n) for all n € w. A strongly dominating family X is a set such that
any function in “w is strongly dominated by an element of X, and similarly we can define a

strongly unbounded family.

Let X be a dominating family of cardinality 9, and let Y = |J X, with
Xp={f€“w|Jge XVkecw(f(k)=gk)+n)}.

Then Y is also a dominating family, and as Y is a countable union of sets of cardinality 0, we
see that |Y| = 0 as well. However, Y is also a strongly dominating family: for any f € “w
there is some g € X such that f <* g. Let N be the maximum of the values f(n) on which
f(n) > g(n), which exist since there are only finitely many of such n. Then ¢’ : n — g(n) + N
strongly dominates f and ¢ € Xy C Y.

On the other hand, the set Z = {f € “w | Ik € wV¥n € w(f(n) = k)} of constant functions is

strongly unbounded.

From this we can conclude that the triples 2 = (Yw,“w,<*) and 2’ = (Yw,“w, <) have the

same norm 9, but 2+ = (“w,“w, #*) has norm b, while 2'* = (“w,“w, #) has norm Ry. q

This example also shows that if we have two norms ||«7|| > ||4]||, then a Tukey connection
o — 9 need not exist. If we can find Tukey connections &/ — % — &, however, we can
conclude that ||</|| = ||4|| and HQZH’ = H%LH

We will use this to formulate a few alternative triples that are equivalent to the ones given in

Proposition 2.2.3, since in later proofs it will often be easier to work with such alternative.
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Proposition 2.3.2

The following triples are equivalent and have equivalent duals:

= (*w,“w, Z%)
(1(w), 1(“w), B)  where
B ={{f,9) | 3*n(|ran(g) N [f(n), f(n+1))| < 1)}
= (], S(w), J)  where
J={(X,n) | I,y e X(x <yAn(z)>n(y))} q

AN
[

Here 4 is the triple with norm b that was defined before.

The triple & can be best understood as an interval partition on w. We can retrieve the
intervals from f € 7(“w) by considering the intervals [f(n), f(n + 1)) for each n € w (as well
as the interval [0, f(0)) if f(0) # 0). The relation B says that if (f,g) € B, then there are
infinitely many n such that the interval [f(n), f(n + 1)) contains at most a single value in the
range of g. This is equivalent to saying that there are infinitely many n € w such that the
interval [f(n), f(n+ 1)) does not contain any closed interval [g(k), g(k + 1)] with k € w.

Finally the triple ¢ has the jumbling number j as norm. If (X, 7) € J for an infinite subset
X € [w]¥ and a permutation 7, then we say that X is jumbled by 7. We have that 7 jumbles

X when there are infinitely many pairs z,y € X such that their order is reversed by 7.

We will give Tukey connections & — Z — ¢ — 9, showing that each of their norms is equal
to b, and dually the norms of their duals to 0. We start with & — £.

Proposition 2.3.3
There is a Tukey connection ¢ : 8 — £. <

Proof. Define ¢~ : 1(“w) — “w to be the function such that for m € [f(n), f(n+1))
we have o (f) : m — f(n+2) — 1. Define o7 : “w — $(“w) to be the map that

sends ¢ to a function ¢’ that we define recursively such that ¢’(0) = 0 and for any
n € w we have ¢'(n + 1) = max{g(0),¢(1),...,9(¢'(n)),d'(n)} + 1.

Suppose that f € 1(“w) and g € “w, let f':= ¢~ (f) and ¢’ = ¢ (g). Then we have
to show that if f' 2* g, then (f,¢') € B. So let (z,, | n € w) € 1(“w) be a sequence
such that f'(z,,) < g(z,) for all n € w. Since ¢ is strictly increasing, we can find
for each x,, some k,, € w such that g(z,,) € [¢'(kn), ¢ (kn +1)).

Now z,, lies in some interval [f(m), f(m + 1)), and thus f'(x,) = f(m + 2) — 1.

Therefore we see that:
fm4+1) < f(m+2) = 1= f(z,) < g(xn) < g'(kn +1).

We will see that the interval [f(m + 1), f(m + 2)) contains at most one value in
the range of ¢'. If ¢'(k,) < f(m + 1) this is immediate. If ¢'(k,) > f(m + 1),
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suppose that ¢'(k, — 1) > f(m + 1), then for any y < ¢'(k, — 1) we see that
g(y) < ¢'(kn) by how we defined ¢’. But since ¢'(k, — 1) > f(m + 1) > z,, we see
that ¢'(kyn) > g(z,), which contradicts g(z,,) € [¢'(kn), ¢’ (kn+1)). Therefore we can
see that ¢'(k,—1) < f(m+1) < f(m+2) < ¢'(kn,+1), and thus [f(m+1), f(m+2))
contains at most one value in the range of ¢'. O

Proposition 2.3.4
There is a Tukey connection ¢ : Z — 7.

Proof. Foraset X € [w]“,let fx : w — X be the (unique) order-preserving bijection.
Now define ¢~ : [w]¥ — 1(“w) as the function that sends X € [w]“ to the function
fine fx(3n). Let 7 : 1(“w) = S(w) send a function g € 1(“w) to a permutation
7 such that if x € [g(n),g(n + 1)), then w(z) = g(n) + g(n +1) — 2z — 1.

Suppose that X € [w]” and g € 1(“w) and let f = ¢~ (X) and 7 = ¢ (g). Then we
have to show that if (f,g) € B, then X is jumbled by 7. Let h = fx be the order-
preserving bijection between w and X, and let (ky, | n € w) be an infinite sequence
witnessing that (f,g) € B. Then there is no more than a single value in the range
of g contained in each interval I,, = [f(ky), f(kn, + 1)) = [h(3ky), h(3ky, + 3)).

Let m € w such that g(m) < h(3k, + 2) < g(m + 1). Since one of g(m) ¢ I, or
g(m+ 1) ¢ I, must hold, we see that the interval [g(m),g(m + 1)) contains one of
h(3k, + 1) or h(3ky, + 3). But in the case it contains h(3k, + 1) we then see by h

being order-preserving that:

7(h(3kn +2)) = g(m) + g(m + 1) — h(3k, +2) — 1
< g(m) + glm+1) — h(3kn + 1) — 1 = w(h(3ky + 1)).

And in case it contains h(3k, + 3) we see:

m(h(3kn, +2)) = g(m) +g(m +1) — h(3k, +2) — 1
> g(m) +g(m+1) — h(3k, +3) — 1 = w(h(3ky, + 3)).

This implies that = will jumble X, since the order of at least two of the three
elements h(3ky, + 1), h(3k, + 2) and h(3k, + 3) of X is reversed by 7 for infinitely
many k. O

Proposition 2.3.5
There is a Tukey connection ¢ : ¢ — Z.

Proof. For g € “w, let ¢’ € 1(“w) be the least strictly increasing function larger than
g (with the order as usual on “w), then define ¢~ : “w — [w]¥ to be the function
that sends ¢ to the set X = {z; | i € w} such that 2o = 0 and x;41 = ¢'(«;) for all

1€ w.
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Let the function ¢ : S(w) = “w send p*(7) to the function f that sends n € w
to max(m~[max(7[n + 1])] + 1) + 1, that is, we take maximum m of w(0),...,7(n),
then take the maximum & of 7=1(0),...,771(m), and let f(n) = k + 1. It follows
that for any x < n and y > f(n) we have 7(z) < 7(y).

Suppose that g € “w and 7 € S(w), and let X = ¢~ (g) and f = ¢t (7). Then we
have to show that if X is jumbled by =, then g 2* f. Suppose that z;,z; € X are
elements such that x; < z; and m(x;) < 7(z;), then we know from how we defined
f that z; < f(z;). But we also have g(z;) < ¢'(z;) = xit1 < zj, and therefore
g(z;) < f(z;). If X is jumbled by , there are infinitely many z; with some x; such
that m(x;) < m(z;), and thus there are infinitely many points x; where g(x;) < f(x;),
showing that g 2* f. O

We will give one more characterisation of the bounding number, which expresses the same idea

as 4, but using infinite coinfinite sets of natural numbers instead.

Proposition 2.3.6

The following triples are equivalent and their duals are equivalent:

B = <T(ww)7T(ww)7§>
B = ([w]$, [w]4, B)  where

w?

B={X)Y) | r,yc X(z <yAYNlx,y) =2)} q

Proof. We will give Tukey connections & 5B Y B.

For a set X € [w]¥, let ¢’ : w — X be the unique order isomorphism and define
¢~ (X) to be the function g : n — ¢’(2n). Given a function f € $(“w) let ¢ (f) be
the set Y = {f(2n) | n € w}. If (g, f) € B, then we can find arbitrarily large n € w
such that [g(n), g(n+1)) = [¢'(2n), ¢'(2n+2)) contains only a single value in ran(f).
Since ¢'(2n),¢'(2n + 1),¢'(2n + 2) € X we have that either [¢'(2n),¢'(2n + 1)) or
[¢'(2n + 1), ¢'(2n + 2)) does not intersect Y C ran(f), thus (X,Y) € B.

On the other hand, for f € 1(“w) define ¥~ (f) to be the set Y = {f(2n) | n € w}
and for X € [w]% define ¥y*(X) to be the unique order isomorphism ¢’ : w — X.
If (Y,X) € B, then we can find arbitrarily large x,y € X such that r < y and
[z,y) does not intersect Y. Since X = ran(g’) we have some n,m € w such that
[¢'(n),d'(m))NY = @. Without loss of generality we can take m = n + 1, then by
definition of ¥ we can find k € w such that:

J2k) < g'(n) < f2h+1) < g'(n+1) < 2k +2).
[¢'(n),g'(n+ 1)) contains at most a single value in the range of f. O

Corollary 2.3.7
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18] = |12l = || 2]| = | Z|| = b and ||2]| = ||B*|| = || || = || #*|| =0 <

We will also give another triple . that is equivalent to the triple ., but uses coinfinite subsets

of w instead.

Proposition 2.3.8

The following triples are equivalent and their duals are equivalent:

Proof. There is an obvious Tukey connection ¢ : . — ., with ¢~ any map that
restricts to the identity on coinfinite sets and o the identity. Let X € [w]“ and
Y € [w] such that ¢~ (X) is split by Y. If X is coinfinite, then X = ¢~ (X) is

split by ¢ (Y) = Y as well. On the other hand, if X is cofinite, then Y splits X

automatically since any cofinite set is split by an infinite coinfinite set.

A Tukey connection ¢ : . — % is not much more difficult. We let 1)~ be the
identity and 1™ be any map that restricts to the identity on coinfinite sets. If
X € [w]¥ and Y € [w]¥ and ¢~ (X) = X is split by Y, then X \ Y is infinite, thus

Y cannot be cofinite. It follows that X is split by ¢y (Y) =Y as well. O

2.4 FORCING STRICT INEQUALITIES

It is a well-known fact that any of the relations drawn in Cichori’s diagram can consistently
be strict. Even stronger yet, as long as the equalities min {b, cov(meagre)} = add(meagre) and
max {0, non(meagre)} = cof(meagre) are preserved, any assignment of the cardinalities ¥; and
Ny = ¢ to the cardinal characteristics faithful to the diagram can be shown to be consistent.

Such consistency proofs employ the method of forcing.

We will use this section to give an overview of how the cardinal characteristics relevant to our
exposition will behave in some models of ZFC. The four forcings will give us six models that
are enough to show that any strict relation that does not contradict the results of the previous
sections is consistent. We will not give full details of the proofs, as this will cost too much space.

We will try to give some motivation for each claim, however.

COHEN FORCING

We will discuss the size of the cardinal characteristics in the Cohen model. Remember that the
Cohen model is the model M[G], with G being generic for C(Ry) over a ctm M F GCH.

For the Cohen model we already have all the tools we need to determine the size of the relevant

cardinals. This is because, as we saw in Theorem 1.3.24, a Cohen real falls outside any meagre
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set coded in the ground model. This implies that cov(meagre) has size Ny in the Cohen model,

as we saw in Example 1.3.32.

On the other hand, we can see that non(meagre) = X; in the Cohen model. This is because
every set of N; Cohen reals is nonmeagre. Let {r, | @ < K} be the set of Cohen reals that are
added by C(k), and let A = {a¢ | { <wi} C K be a set of indicies. Let M be a meagre set in
M|G], then M C M’ where M’ is a meagre set coded by some real r. Since we can see C(k) as

an iteration, we can find some 8 € k such that r € M[Gp].

Note that with Cohen forcing we could permute the order of the iteration without changing the
resulting model. We saw in Example 1.3.32 that the way to view Cohen forcing as an iteration
is by viewing a finite partial function f : k + 2 as a condition p of the iteration P, by letting
p(a)(n) = f(a+n) for all @« +n € dom(f). We can permute the order of iteration with some
permutation 7 : kK — k by first mapping all conditions f : kK -+ 2 to conditions g : Kk -+ 2 where
gla+n) = f(m(a) + n), and then sending ¢ to a condition of the iteration P,. Because of this,
we can assume that the real r that defines the meagre set M’ is added in some countable stage
of the iteration. Since [A| = Ny, we know that there is some £ < w; for which r,, is added in
a stage of the iteration after r, and thus this Tae ¢ M'. This shows that {r% | £E< wl} is not

contained in any meagre set, and thus is nonmeagre.

Since cov(null), b,s < non(meagre), and non(null),d, t > cov(meagre), we see that the two results
from above completely determine the size of the cardinal characteristics that we are interested
in. The following Hasse diagram depicts the Cohen model, where the dotted line separates the

cardinals of size Ny from the cardinals of size ¢:

'// ¢ \
non(meagre) \\\ t 0 non(null)

s v cov(meagre)

)\\//

1
|
I
1
1
!
/

cov(null

RANDOM FORCING

The random model is the model M[G] , where G is a generic filter for the random forcing B(X2)
over a ctm M E GCH. As with Cohen forcing, we can decide the cardinality of most of the

relevant cardinal characteristics by looking at the null ideal.

We do need a set of w; Cohen reals, since any countable set of Cohen reals can be defined from a single
Cohen real, because an iteration of countable length of C(Rg) is countable, and thus equivalent to C(Xo) itself.
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For very similar reasons to the situation in Cohen forcing, we have that cov(null) = Ny and
non(null) = Ny after forcing with B(Xg). The argument is a little different, since we cannot see
B(k) as a finite support iteration (because finite support iterations add Cohen reals, and B(k)
does not add a Cohen real). It is possible to view B(k) as an iteration with a different support,
and, like Cohen forcing, it is also allowed to permute the order in which the random reals are
added. From this it will follow that cov(null) = X9 and non(null) = X; by the same argument

we saw with Cohen forcing.

Since non(meagre) and t are larger than cov(null) and cov(meagre) and s are smaller than
non(null), it follows that except for b and 9 the cardinality of all relevant cardinal characteristics

is determined in the random model.

The effect that random forcing has on b and 0 is that their cardinality stays equal to their
cardinality in the ground model. This is because random forcing is “w-bounding: any real
f € “wn M[G] is dominated by some g € “w N M. To see this, let f be a name for f
and let C' € B("2) be a compact set of positive measure p(C'). For every n € w we can find
some subset Cp, C C of measure u(Cy,) = (1 — 27"72) . u(C) such that C,, IF f(n) < z,.
The compact set C' = (¢, Cw, then has positive measure u(C’) > Fu(C), and thus it is a
condition. Furthermore, if we let ¢ € “w be the function with g(n) = x, for all n € w, then we

see that C' |- Vn € w(f(n) < g(n)). Since B(k) is cce, we can find a countable set {gx | k € w}

of such functions g such that C' IF 3k € wV¥n € w(f(n) < gr(n)). Since the set {gi | k € w} is
countable, we can find a function % that dominates all gi, and thus C IF f <* h.

This means that in the random model, we have b = 0 = N;, because the ground model satisfies
GCH. But this also implies that we could start with a different model where b =0 = ¢ = Xy and
force with B(Ng). This will have the effect that b and 9 stay of cardinality No, while non(null)

becomes Ry and cov(null) becomes Ny.

An example of a model where b =0 = ¢ = Ny is a model of ZFC+¢ = Ny +MA. Here MA, known
as Martin’s axiom, is the statement that for every ccc forcing poset P with |P| < ¢ there exists
a generic filter G. The theory ZFC + ¢ = Ny + MA is consistent and can be forced from a model
of ZFC by doing a specific finite support iterated forcing of length No. A consequence of MA
is that any cardinal characteristic that can be forced to become large using a ccc forcing with
cardinality < ¢ is large in a model of MA. In particular all the cardinal characteristics from the

Cichon diagram are of cardinality ¢ in a model of MA.

We will therefore define the dual random model to be the result of forcing with B(Ry) over a
ctm M FE ¢ = Ny + MA. We have drawn the situation in both the random model and the dual

random model in the following Hasse diagram:
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\
yrandom model

¢ |
1
// \\\‘:\dual random model
4 I
) v (null)

non(meagre ./ mnon(null

cov(null) / b I cov(meagre)

HECHLER FORCING

In order to show the consistency of cov(null) < b and non(null) > ? we can use finite support

iteration of the following forcing.

Definition 2.4.1 — Hechler forcing
The Hechler forcing D has as conditions (s, F') € ““w x [“w]<“ and as ordering (t,G) < (s, F)
ift 2s, GO Fandt(n)> f(n) for all f € F and n € dom(t) \ dom(s). N

Hechler forcing is ccc. In fact it is o-centred, since the family of conditions (s, F') for a fixed

s € <%y form a centred set.

Let M E GCH be a ctm, and let D,,, be an wy-length finite support iteration of Hechler forcing,
and let G be a generic filter for D,,,, then M|G] is called the Hechler model. We will have
M[G] E Ry = cov(null) =5 < b = cov(meagre) = N.

The reason that cov(null) is small, is a consequence of Hechler forcing being o-centered and thus
not adding random reals by Theorem 1.3.30. However, we do not force with the poset I, but
with a finite support iteration of D, and even though D is o-centred, this does not imply that

the iteration D, is o-centred. For this we will need the following preservation theorem:

Theorem 2.4.2

If Py = (Pa, Qo
[P, does not add random reals. <

a < 7> is a finite support iteration of o-centred forcings, then forcing with

To see that b is large, we define the notion of a dominating real being a real f € “w € M[G]
such that f >* g for every ¢ € “w N M. Forcing with D adds a dominating real, since the
set J{s | (s, F) € G} dominates all functions from the ground model. This is easy to see by
a density argument, since for any (s, F') with dom(s) = n, g € “w and m > n we can extend
(s, F) to (t, FU{g}) such that m € dom(¢) and t(m) > g(m). Because we have an iteration of
length wy, any set of 81 many reals in M[G] is present in some M[G,], and thus there is a real
in M[G4+1] that dominates all of the R; reals. It follows that M[G] F b = Ra.
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Finally cov(meagre) is large because we use a finite support iteration of length ws, thus we add
Ny many Cohen reals. Alternatively this follows from the fact that the forcing I itself also adds
a Cohen real at each step.

Similarly to what we did with random forcing, if we let A E MA + ¢ = R, be a ctm and let D, be
awi-length finite support iteration of Hechler forcing with H a generic filter for D, , then N[H] is
called the dual Hechler model. We get N'[H] E R; = non(meagre) = 0 < non(null) =t = Ny,
This time 9 is small because we add only ¥; many dominating functions, non(meagre) is small
since we add N; many Cohen reals that together form a nonmeagre set and non(N) stays large
because no random reals are added.

For a proof that M[G] E s = 8; and N[H] F v = ¢ we refer to Theorem 2.8 in Minami [24].

We can draw the Hechler and dual Hechler models in a Hasse diagram as follows:

"dual Hechler model

I
1
I
I

Hechler model // \\\

\\ non(meagre) . non(null)

' cov(meagre)

ST

I 1

cov(null)

BLASS-SHELAH FORCING

The last model we will mention is the Blass-Shelah model, which useful to us since it will
have v < 5. We will not go into any details about this model, since it is a countable support

iteration of a non-ccc forcing. Instead we refer to Blass and Shelah [5] for more information.

AR

‘. non(meagre) -

non(null)

.~ cov(meagre)

\\ e
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CHAPTER 3

THE REARRANGEMENT NUMBERS

The rearrangement numbers are a small family of cardinal characteristics that arise from com-
binatorial questions about the Riemann Rearrangement Theorem. They were first studied by
the authors of [4] as the result of a question by Michael Hardy on MathOverflow [15].

3.1 CONDITIONALLY CONVERGENT SERIES

In this section we will introduce the rearrangement theorem, due to Riemann [30].

Definition 3.1.1 — Infinite series

Let {(a, | n € w) € “R be an infinite sequence of real numbers. We will use the shorthand @ to
denote (a, | n € w). Remember that an infinite series is either convergent to some limit in R,

divergent to infinity (positive or negative) or divergent by oscillation.

A point p € [—00, 0] in the extended real line is called an accumulation point of @ if there is

i€w>

lay| is

an increasing sequence (n; | i € w) such that the sequence of partial sums <Zk <n;On

converges to p if p € R or diverges to infinity if p € {—o0, 00}.

A convergent series is absolutely convergent if the sum of its absolute terms Znew
convergent, and conditionally convergent if it is not absolutely convergent. Note that a
convergent series is conditionally convergent if and only if both the sum of its positive terms
and the sum of its negative terms diverge to infinity. We will say a sequence a € “R is
conditinally convergent if the associated series Zn@an is conditionally convergent. The set of

all conditionally convergent sequences is denoted as ccs C “R. N

Theorem 3.1.2 — Riemann Rearrangement Theorem

If @ is a conditionally convergent sequence, then there exist ...

* ... a permutation 7, € S(w) for any x € R such that Y3 . arq) =,
* ... permutations o*, 07 € S(w) such that Y} a+ () =00 and Y3 o o () = —00,

* ... a permutation 7 € S(w) such that ZnEwaT(n) diverges by oscillation. N
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In the early twentieth century this theorem has been generalised by Lévy [21] and Steinitz [34] to
infinite series of vectors in R™. Before we can mention the theorem, we first need an alternative
for conditionally convergent that works for series of vectors. We will use boldface to emphasise

that we mean vectors in R" instead of reals in R.

Definition 3.1.3 — Independence
Let @ : w — R™ be an infinite sequence of vectors in R™. Let K(a) C R™ be the subspace
consisting of those s = <sl, cee s”> € R"™ such that Zkews - ay, is absolutely convergent (here

s ay, is the dot product sal +- -+ s"a?). Define R(@) as the orthogonal complement of K (@).

A sequence @ : w — R” is indepedent if R(a) = R". A set I C “R of infinite series in R
is called independent if the infinite sequence <<a,1€, e ,az> } k € w> in R™ is independent for

every finite set {al, . ,6”} C I and any n € w. N

Theorem 3.1.4 — Lévy-Steinitz Theorem
If @ : w — R™ is an infinite sequence of vectors such that Zkewak converges to a vector t € R",

and s € R(a), then there is a permutation m € S(w) such that ), . @) =t + s. q

In particular, if @ is independent, we see that for any s € R™ there is a permutation 7 such that
Zk@daﬂ(k) = 8. Steinitz’ proof of the theorem uses the following theorem as a lemma, which

will also be of use in our application of the theorem in this chapter.

Theorem 3.1.5 — Polygonal Confinement Theorem

For each n € w there exists a constant C}, € R such that for any k € w and v, ..., v, € R" with
M = max{||vy]| | 1 <i <k} and Y, ,,vi = 0, there exists a permutation = on {2,...,k}
such that Hvl + 22<i<mvﬂ(i)H < M - C, for any m < k. N

What this theorem states, is that we could rearrange the vectors that make up a closed polygonal
path starting at the origin with each vector of length less than or equal to M, such that the
rearranged polygonal path is completely contained in a ball of radius M - C}, around the origin.
Here C), only depends on the dimension of the space we work in, and not on the number of

vectors in the path.

For a modern exposition of the proof of the Lévy-Steinitz Theorem and the Polygonal Confine-

ment Theorem, see Rosenthal [31].

3.2 THE REARRANGEMENT NUMBERS

We can define several interesting cardinal characteristics, named the rearrangement numbers,
based on the result from Riemann’s Rearrangement Theorem. They all arise from the question
what the least cardinality must be of a set of permutations on w such that every conditionally
convergent sequence @ will not converge to its original value when permuted with one of the

permutations in the set.
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Definition 3.2.1 — Rearrangement number

Let the rearrangement number tt be the least cardinality of a set A C S(w) of permutations
such that for every conditionally convergent sequence a there is a permutation = € A for which
the series Y

(n) does not converge to the limit of 3 <

nEw nEw

We can define more specific cardinal characteristics by looking at the way in which a permutation
makes the conditionally convergent series not converge to the same limit. There are three
distinctions: the permuted series could diverge to infinity, it could diverge by oscillation or it

could converge to a different value.

Definition 3.2.2 — Rearrangement numbers
Let tv,, tt; and tey be the least cardinalities of sets A,, A;, Ay C S(w) respectively such that
for every conditionally convergent sequence @ there is a permutation w, € A,, m; € A; and
my € Ay for which the series )
and EnEW Qry(n) CONVEIges to a dlfferent limit than )]

newlmo(n) diverges by oscillation, Zne(yam(n) diverges to infinity

new <

Finally we could combine these finer distinctions of not converging to the original value to create

intermediate cardinal characteristics tvj,, tvy; and try,.

The definition of these cardinal characteristics are of a form that is suitable to describe them as

the norm of a triple. We have the following triples for the characteristics tt;, tv, and vry:

Definition 3.2.3 — Triples for the rearrangement numbers

Remember that ccs is the set of conditional convergent sequences and S(w) is the set of per-

mutations on w. We define the following three triples:

Ko = (CCS,S(w), Ro), i =(ccs,S(w),Ri), Xr=(ccs,S(w),Rf) where

R, = { a, ) ‘ ¥ .,0 n) diverges by oscﬂlatlon}
R; = {(a, =) | Zwaﬂ(n) diverges to +o00 or —oo}
Ry ={(a,m) ‘ D Jwln(n) converges and Y3 an # Zwaﬂ(n)}

Then ||Z,|| = tt,, ||%i]| = vt; and ||%;]| = tr;. 4

We can get triples for the other four rearrangement numbers by taking unions, as defined in
Definition 2.2.7. By doing so we see that we can define the other four rearrangement numbers

as norms of the following triples:

e@io — %1 U f%o H%on = Tl
Rfi = Ry Ui |Zyil| = vry
Rio=R; U Ry 1 Zsoll = v 0
:@ﬂ'o::@fU%Z‘UL@O H%me:tt
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Because the rearrangement numbers can be formulated as norms of triples, we have a range of
dual cardinal characteristics as well. We will denote the duals in the same way we denote duals

of triples, for example, vt is the dual of tr.

Definition 3.2.4 — Dual rearrangement numbers

The dual rearrangement number vt is the least cardinality of a set C' C ccs of conditionally

convergent sequences such that there is no permutation 7 € S(w) for which for all @ € C we
have ZnEwaW(n) ?é Znéwa”' <

That is, ve’ is the least size of a set of conditionally convergent series such that no single per-
mutation simultaneously makes all of the permuted sums different than the original. Similarly,
ttiL is the least cardinality of a set of conditionally convergent sequences such no permutation
makes all of them diverge to infinity, and similar for the other refinements of the rearrangement

numbers.

The Tukey connection described in Lemma 2.2.8 shows us that the rearrangement numbers and
their duals are ordered as depicted in the following Hasse diagram. The ordering is also clear

from inspection of their definitions.

i

T T, ey e
>< >< 1 i L
T Tty Ty, s, Tty T,
\ / 1 1 1
r Ty e, t;

3.3 REARRANGEMENT NUMBERS AND OTHER CARDINAL CHAR-
ACTERISTICS

There are several upper and lower bounds provable in ZFC that can be given to the rearrangement
numbers in terms of other cardinal characteristics. In this section we will discuss these bounds,
in particular the relation between the rearrangement numbers themselves, the bounding and

dominating numbers and the covering and uniformity numbers over the null and meagre ideals.

All of the results pertaining to the rearrangement numbers are based on the results from the
paper [4]. The relevance of what we will do in this thesis is that we will reshape the proofs,
where possible, into Tukey connections between triples to find out if a dual statement holds for

the dual rearrangement numbers.
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ABOUT DIVERGENCE BY OSCILLATION, DOMINATING AND BOUNDING

One very interesting result from [4] is that not all rearrangement numbers are distinct from each
other. In the paper it is shown that vt = tt,. Unfortunately the proof from the paper does not
readily translate to a Tukey connection. This means that we will have to do some additional

work if we wish to show that the same holds true in the dual case.

First, we will discuss why the proof from [4] does not work for the dual case. The key idea of the
proof is that we can convert a permutation for which a permuted series converges to a different
limit or diverges to infinity into a new permutation that will make the permuted series oscillate.

This conversion can be described as a Tukey connection between %Zy; and Z,.

The essential idea is to mix two permutations with two different accumulation points into a new

permutation that has both points as accumulation points.

Definition 3.3.1 — Mizing permutations

Let m,0 € S(w) be permutations. We will call 7 € S(w) a mixing of 7 and o if 7[n] = 7[n]
for infinitely many n and 7[n] = o[n] for infinitely many n. In this text we will only mix
permutations with the identity, and thus we will restrict our case to constructing a mixing

between 7 and the identity.

We will construct a mixing permutation 7 recursively. Let ng = 0, and let 79 be the empty
bijection on @ = 0, then 79[0] = 0. Suppose that 7 is defined and is a bijection on [0, ngy). Let
M = 7~ [ngg +1] be the preimage of 7 over the interval [0, noy] and define ngy 1 = max(M)+1,
then we see that nog1 > noy as well as [0, nox) C 7[nggy1]. Define mo541 to be a bijection between

[O,n2k+1) and ﬂ[n2k+1] such that o1 [ nok = Tok.

Next, let K = mw[noky1 + 1] be the image of m over [0, ngx41] and define ngg1o = max(K) + 1,
then we see that nogyo > nogt1 as well as m[nog41] C [0, ngky2). Define 75192 to be a bijection

on [0, noky2) such that g9 [ [0, n2k+1) = Tok+1-

Finally define 7 = (J;,c,, 7%, then 7 is a mixing of 7 and the identity. We will call the sequence
n = (n; | i € w) the mixing characteristic of 7. We see that 7 is strictly increasing with

T[ni] = n; for every even ¢ € w and 7[n;| = w[n;] for every odd i € w. N

Theorem 3.3.2
There is a Tukey connection ¢ : Zf; — XK. N

Proof. Given 7 € S(w), let ¢ (7) = 7 be a permutation mixing 7 with the identity

with mixing characteristic m. We let ¢~ be the identity function.

Suppose that (@, 7) € Ry; C ccs x S(w). We will show that )} - a,(,) diverges by
oscillation. For any even i € w we have 7[n;] = n;, hence Y 3 ar(ry = Yoy, Gk

Therefore there is a subseries of Y converging to the same limit as Ene wan

nEwaT(n)
does. On the other hand, for any odd i € w we have 7[n;] = mw[n;], and therefore
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3 k<n; & =Y, k<n,Or(k), hence there also is a subseries converging to a different

limit or d1verg1ng towards infinity. This means that Y _ a. (n) diverges by oscilla-

new

tion. O

The theorem that vt = tr, now follows, as we can take a set A C S(w) of permutations that
witnesses the property of tv and consider instead the set of the same cardinality AUy [A], with
ot from the above proof. This set will witness the property of tt,, since for any a@ € ccs, we
can take m € A such that )
a suitable permutation in A U ¢*[A], and otherwise we can pick o™ (7) € AU ¢T[4] to get a

Ur(n) 7 Yncwln- I D ncwln(n) already oscillates, we have found

new

permutation that makes the series of a oscillate.

Suppose we want to use this argument to show that ttj- = e’ as well. This comes down to

showing that if a set C' C ccs has |C] < vet, then also |C| < tv}r. That is, if there exists a
permutation 7 such that )]
7/ such that )]

newln(n) 7 Dincwtn for all @ € C, then there exists a permutation

(n) dlverges by oscillation for all @ € C.

nEw

Using the ' = ¢ ™ (7) from the proof of Theorem 3.3.2 is not sufficient: although 7’ will make

any a € C diverge by oscillation for which )] ~(n) diverges to infinity or converges to a

TLEUJ

different limit, it will not necessarily do so if Y ar(n) 18 already divergent by oscillation.

new

Example 3.3.3

For example, the following sequence

+ + + + + + + + + o

N[ =
N[
D=
N|—
Wl
Wl
Wl
Wl
Wl
Wl
=
=
=
=
=
W=
=
=

is conditionally convergent, but can be rearranged with a permutation 7 that only swaps some

of the negative terms with some of the positive terms to get to the oscillating sequence

However, 7[n] = n already holds for infinitely many n, so we could take o (7) to be the identity
permutation. Therefore 7/ = ¢ (7) might make a sequence that oscillates under permutation
by 7 no longer oscillate under permutation of 7/. We will need a different approach to merge
the two permutations 7 (which works for all oscillating series in C) and 7/ (which works for all

other series in C) into a suitable permutation that works for all of C' simultaneously. N

The trick to create a suitable permutation is to use another known fact from the paper, that
tt > b. The proof from the paper can be dualised by use of a Tukey connection to show that
also tv < 0. The significance of this result, is that if a set C' C ccs satisfies the property of vz,
but has cardinality |C| < rtt, then we can use that |C| < b as well in our search for a suitable

mixing.

We use that there is a rapidly growing function that is not bounded by any functions in a set of
functions of cardinality |C|. This function can serve as a very rapidly growing mixing charac-

teristic to define a mixing of some permutation 7m with the identity. This mixing characteristic
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grows fast enough to show that some accumulation point of the permuted series unequal to
the original limit will remain an accumulation point after permuting the series with the newly

defined mixing permutation.
We first will dualise the proof that tv > b.

Theorem 3.3.4

te>band vl <0 <

Proof. We will give a Tukey connection ¢ : Zy;, — _#, where ¢ is the triple from
Proposition 2.3.2. The existence of ¢ implies that tv > b and re* <.

Define ¢~ : [w]* — CCS as the map that sends X to the sequence @ where

0 ifnd¢ X,
apn =<+ ifneXandk=|XN(n+1)isodd,
—¢ ifn€ X and k=|XN(n+1)is even.

Let ot : S(w) = S(w) be the identity.

We have to show that for any X € [w]* and 7 € S(w), if 7 makes the sum cor-
responding to ¢~ (X) diverge to a different value, then X is jumbled by 7. By
contraposition if X is not jumbled by 7, then at most finitely elements of X are per-
muted by 7, but then in the series only finitely many nonzero terms are permuted,

hence the sum of the permuted series does not differ from the original. O

As a direct corollary we see that max{rr,b} = rr. Consequently, we can show that tv, = tt
by showing that max {rr,b} > vr,. We will use the sequential composition %, %, which has
norm max {tt, b} by Lemma 2.2.6.

Theorem 3.3.5

There is a Tukey connection %o~ % — X,, thus max {rr, b} > tr, and min {ttL, D} <tl. o«
Proof. The sequential composition Zy;, % is the triple
S(w) (w w
<CCS X (“w), S(w) x “w, Z>,

The relation Z is defined in the following way: suppose we have @ € cCs, function
f() : S(w) = “w sending a permutation o to f, € “w, permutation 7 € S(w) and
g € “w, then (@, f()) Z (7, g) if and only if Znewaﬁ(n) #+ Znewan and fr 2% g.

A Tukey connection ¢ : Zy;, B — %, consists of the functions

@~ CcCs — ccs x S@ (“y)

0T S(w) x Yw — S(w)
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We will define ¢~ first. Let @ € ccs, then ¢~ : @ — (@, f(,)), with f) : 7 — fz
for any permutation 7, defined as follows. Let A C R U {—o00,00} be the set of

accumulation points of )] Ar(n)- I |A] =1, let b € A be the only accumulation

new
point of Znewaﬁ(n), and otherwise choose some b € A such that b is unequal to the

limit of the convergent series Y Let o be the mixing of m with the identity

nEoJa’n'

given in Definition 3.3.1, with mixing characteristic 7.

We will say that s € R is n-close to b for some n € w if either b is a finite value in
R and s € (b—%,b—k%), orb=—ocand s < —n, or b =00 and s > n.

Given some n € w, we define two natural numbers k1 > kg > n such that the partial
sums Zk<kiaﬂ(k) are n-close to b for both ¢ and such that there is some odd j € w
for which kg < nj < njy1 < k1. We now define fr(n) to be this value k;.

Next we will define p*. Let 7 € S(w) and g € “w. Once again, let o be the
mixing of 7 with the identity given in Definition 3.3.1, with mixing characteristic
n. Let § € “w be the least strictly increasing function such that ¢ < g and such
that ran(g) C {n; | i € w and i is odd}. We define p* (7, g) = 7 to be the following

recursively defined permutation.

Let 7o = m [ ny. Since 1 is odd, we see that 79 in a bijection between [0,n;) and
m[n1] = o[ni]. Suppose we have constructed 7; for some ¢ € w such that 7; is a
bijection between [0,n;) and n[n;] = o[n;] for some odd j. Let g(n;) = ng, then

k > j, so we can define 7,41 with domain [0, ng42) as:

* Tiy1 [ [0,n)) =7,
* Tiy1 [ [nj,np) =7 | [nj,n) and

* Tit1 [ [Pk, npy2) = 0 [ [ng, npy2)

Since j, k and k 4 2 are all odd and k + 1 is even, we see that

* Tit1[n;| = 7n;] = o[n;l,

* Tip1[ng] = wlng] = ongl,
[ = o[ng+1] = ng41 and
[

o
* Tit1[nkt2] = mngr2] = o[ngyo).

Finally define 7 = (J,¢,, 7i-

With ¢~ and ¢* defined, we are ready to show that ¢ is a Tukey connection. Let
a € ccs, € Sw) and g € “w and define (a, f)) = ¢~ (a) and 7 = T (7, g).

Assume that (@, f(y) Z (7, g), then Y ar(n) # D ncwtn and fr 2* g. We have to
show that ZREWaT(n) diverges by oscillation.

It is easy to see that the limit of )] _ a, is an accumulation point of ZHEWaT(n),

since we have infinitely many n € w such that 7[n] = n. This follows from the

new

assertion 7;11[ngy1] = o[nky1] = nky1 in the construction of 7.
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Since Y]

chosen in the construction of ¢~ is unequal to Y, . an. We will show that there are

arbitrarily large m € w such that for some k& > m the k-th partial sum of )]

newln(n) 7 ZnEwan, we know that the accumulation point b that was

newaT(n)

is m-close to b. This implies that b is an accumulation point of EnajaT(n).

Let n € w be arbitrary, then there exists an m > n such that fr(m) < g(m), since

fr does not dominate g. Remember that we have then the following chain of values:
m < ko <ni <nip1 < ki = frz(m) < g(m) <g(m)

Assume towards contradiction that 7[kg] # w[ko] and 7[ki] # =w[ki1], then we must
have 7[ko] = o[ko] and 7[k1] = o[k1] from the construction of 7. We see that there
must be intervals kg € [ng, ngio) and k1 € [ngr, ngryo) for some odd k, k. We cannot
have k = k', as ko < ngio < n; < njr1 < k1. We also know from this construction
that g(ng42) < np. But this contradicts that g is strictly increasing, as we then
have m < ko < ngyo < g(nkro) < k1 < g(m).

Therefore we can conclude that 7[k;] = 7[k;] for one of the two i, and thus the

partial sum Zn< k; Or(n) 18 m-close to b. O

Since tt;, and tty, are in between tr and tv,, we see that each of tv,, tv;, and try, are equal to
ve. The same thing holds for their duals. One other result from [4] shows that we can give an
even better bound for try; with respect to the bounding and dominating numbers. This result

can be dualised, as we will show in the next theorem.

Theorem 3.3.6
try; > 0 and ttﬁ- <b N

Proof. We prove this by giving a Tukey connection ¢ : Zy; — 2, were & is the

triple with norm 0 from Proposition 2.2.3 and we represent the reals as “w.

First we will need some tools to define ¢~ : “w — ccs. For a function g € “w let
g(0) = ¢(0) and g : n — max(g(n — 1) + 1,g(n)) for all n > 0. Then let zy = 0
and x,+1 = g(zy) to get an increasing sequence (x,, | n € w). Now let @ € ccs, and
define ¢~ (g) to be the sequence b, with b, = a,, if n = z,, for some m € w, and
otherwise b, = 0. We could view this as if we padded @ with zeroes such that the

entries of @ are now at the locations given by the sequence (x,, | n € w).

We let o7 : S(w) — “w be the same function we defined in the proof of Proposi-
tion 2.3.5.

Suppose that g € “w and m € S(w), then let f = o (x) and let b = ¢~ (g). Let
(xn,) be the infinite sequence generated from g as described above. If Zn@)bw(n)
converges to a different limit than Znaub" or if Znajbw(n) diverges to infinity, then

we have to show that g <* f.
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Suppose that y is such that g(y) > f(y). By how we constructed f we have f(y) > v,
thus also ¢g(y) > y. We can find an n € w such that z,41 > y > x,, since (z,) is
strictly increasing and zg = 0, then 2,12 = g(xny1) > G(y) > g(y) > fly) >y > xp.

For any k¥ < m and m > n + 2 we then have z; < y and z,, > f(y), therefore
by how we defined f we get m(zr) < m(zy,). Now if we take the partial sum of
the first ,, 41 terms of b, then this is equal to the partial sum of the first n + 1
terms of @, as we defined b,, = ap. Therefore if we take the partial sum of the
first sup {m(zx) | k < n} many terms of (by( | k € w), we know this contains zero

terms, all of the terms b,, = a;, for K < n and possibly the term b, , = an41.

As we know that )3 _ br(,) does not oscillate or converge to the same limit as
Zn&)bn, we know that there cannot be a sequence of partial sums converging to the
limit of ZnEwbn’ Therefore only finitely many y can exist such that g(y) > f(y),
as the existence of infinitely many of such y give infinitely many partial sums of

Znewbﬂ(n) being equal to either the partial sum Zkgnak or to the partial sum
ZkgnJrlak' OJ

CARDINAL FUNCTIONS OVER IDEALS ON THE REALS

In the previous section we found some relations between the rearrangement numbers and the
bounding and dominating numbers. In this section we will extend these results by proving
some relations between the rearrangement numbers and the cardinal functions cov(meagre),

non(meagre), cov(null) and non(null).
Since cov(meagre) < 0 and non(meagre) > b we get tvy; > cov(meagre) and tt]%i < non(meagre)
as well. We can furthermore use the proof of non(meagre) > vt from [4] to build a Tukey

connection, and hence show that cov(meagre) < rtt.

The proof uses the triple %,, but as we saw in the last section, this is no problem as tt, = tt
and tr} = vet
Theorem 3.3.7

non(meagre) > tr and cov(meagre) < tvt. N

Proof. We will give a Tukey connection ¢ : Ameagre — %, With the reals represented
as S(w) as a subspace of “w, that is, A meagre = (Mmeagre, S(w), €).

We let o7 : S(w) — S(w) be the identity map and define ¢~ : cCS — meagre as the
function that sends a sequence @ to the set of permutations ¢~ (@) = M such that
7 € M if and only if Y,

that M is a meagre set to see that ¢~ is a well-defined function.

newln(n) does not diverge by oscillation. We have to show

Let A be the set of permutations 7 such that )
arbitrarily large positive size and arbitrarily large negatlve size. Then all permuta-
tions in A make Y

(n) has both partial sums of

TLGDJ

new

=(n) diverge by oscillation, hence AN M = &. We can show
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that A is comeagre, which means that S(w) \ A is meagre, and thus M C S(w) \ 4

as well.

Since A is the intersection of the set B* of permutations 7 such that Qr(n) has

new
partial sums of arbitrarily large positive size and the set B, of permutations 7 such
that ZnEwaﬂ(n) has partial sums of arbitrarily large negative size, we are finished
when we can show B* and B, are comeagre, since the intersection of two comeagre

sets is comeagre.

Note that we can describe B* as a countable intersection B* =, ., Uy where

Uk = U {7 € 8@) | Sncmtnm =k}

mew

Each Uy is open, as it is the union of sets of all permutations that extend the finite
part m [ m of some permutation 7w for which Zn<maﬂ(n) > k. Moreover, Uy, is dense,
as for any m, we could take the basic open Vj, = {oceSw)|on=m][n}, then
V., NUg is nonempty because we could extend 7 [ n to a permutation that permutes
enough positive terms to the beginning of the permuted series to make a partial sum
become larger than k. So B* is the countable intersection of open dense sets, and

thus B* is comeagre. Similarly we can show that B, is comeagre.

The maps ¢~ and ¢+ form a Tukey connection, which is now trivial to check: let
a € ccs and 7 € S(w), and define M = ¢~ (a). If # ¢ M, then by definition of ¢~

we get that ) (n) diverges by oscillation. O

’I’LGUJ

In [4], it is proved that cov(null) < rr. The proof can be translated in terms of a Tukey
connection, and thus we will prove in this section that vt < non(null). The proof makes use of

Rademacher’s zero-one law (Theorem 1.2.18).

Theorem 3.3.8

cov(null) < tv and non(null) > et N

Proof. We will give a Tukey connection ¢ : Z;, — Gnui to show that cov(null) < vry,

and vty < non(null). In this occasion we represent the reals as “2.

Naively, we could take ¢~ : “2 — CCS to be the map s — <(—1)S(")/n | n€w).
However, this sequence need not be conditionally convergent (although it will never
be absolutely convergent). For example, the series for s being the zero map will
diverge. Therefore, we take the map s — <(—1)5(")/n | n € w) when this is a con-

ditionally convergent series, and s — ((—1)"/n | n € w) otherwise.

Similarly, we could naively define ¢ : S(w) — null as the map that sends 7 to the set
B, ={se“2 ’ ZHEW(fl)S(”(”))/ﬂ'( ) diverges}, but we need to adjust for the spe-

cial case we made for ¢, so let ot (7) = BrU{s € “2 | }] 1)5™ /n diverges }

nEw

instead. It is a consequence of Rademacher’s zero-one law that ¢ ( ) € null.
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We need to show that if we take an s € “2 and m € S(w) and let @ = ¢~ (s) and
X = ot(m), then if Y] ar(

X. Suppose Zn@)aﬂ(n) does not converge, then there are two cases to consider.

n) diverges to infinity or oscillates, then s must be in

Ifa=((-1)*"/n|new), thenif }, .
get s € pT(m). Otherwise @ = ((—=1)"/n | n € w) # ((—=1)*™/n | n € w) and the
latter diverges, meaning that s € o™t (7). O

ar(n) diverges, by how By is defined, we

3.4 CONSISTENCY OF STRICT INEQUALITIES

To summarize the results so far, we can place the rearrangement numbers, the bounding and
dominating numbers and the covering and uniformity numbers over the null and meagre ideals

together in a Hasse diagram as follows:

juy f ti

/

/

non(meagre) ter;

non(null)

\g/
/N

cov(null)

\ 0
SN/

b et
NN

ttj%i cov(meagre)

/ AN
o tt]%

We can say quite a lot about the consistency of strict inequalities between the rearrangement

numbers and the other cardinal characteristics, based on the results from the last two sections.

Since tr has two lower bounds, given by b and cov(null), and it is both consistent that b <
cov(null) (in the random model) and that cov(null) < b (in the Hechler model), we see that tt
can be consistently strictly larger than either lower bound. The same can be said about the
upper bounds of tt being consistently strict, since it is both consistent that @ < non(null) (in
the dual random model) and that non(null) < ? (in the dual Hechler model).

We can also see that no relation between tv and either of cov(meagre) < non(null) is prov-
able, since it is consistent that non(null) < b < tv (in the dual random model) and that
te < non(meagre) < cov(meagre) (in the Cohen model). Similarly, no relationship between
tv and either of cov(null) < non(meagre) is provable, since it is consistent that d < cov(null)

(in the random model) and that non(meagre) < cov(meagre) < rt* (in the Cohen model).

As it is consistent that non(meagre) = b < 0 = cov(meagre) (in the Cohen model), we see that
tr < try; and tt]%i < tvt are both consistent. This also shows the consistency of tv < te'. The

reverse tt < tt is consistent as well, since we already saw that 0 < cov(null) is consistent.
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This means we are left with a few cases that we have not yet shown. First of all, there is the
consistency of tt < non(meagre), which is unknown, as is the consistency of cov(meagre) < ttt.
Next, we have the consistency of try; < try or try; < vr; and dually of ttj; < ttj%i and trh < ttj%i,

which is also unknown.

Two characteristics that we have not yet seen in combination with the rearrangement numbers,
are 5 and t. It is consistent that tv > s and tv' < ¢, since it is consistent that cov(null) > s and
non(null) < ¢ (in the random model). Whether tv < s is consistent is unknown, since it would
also imply tt < non(meagre). We have tv < t and rt' > s being consistent, since it is consistent
that non(meagre) < v and cov(meagre) > s (in the Cohen model). Whether tt > t is consistent

is an open problem.

Finally there is the consistency of a strict upper bound tr; < ¢ and try < c. Both of these have
been proved to be consistent in [4]. Using a dual forcing argument, we can use these proofs to
show that N; <t and Xy < ttj; are consistent as well. This will be the subject of the following

two sections.

STRICT BOUNDS FOR CONVERGING REARRANGEMENT NUMBERS

In this section we will repeat the forcing argument from the rearrangement paper [4] that proves
that try < ¢ is consistent. We can use an iteration of the same forcing poset that is used in the
paper to give a dual argument that tt]% > N; is consistent as well. We will state the relevant
lemmas with only a sketch of the proofs, and refer to section 8 of the rearrangement paper [4]

for a detailed exposition.

The argument goes as follows. We start with a forcing poset, Py, such that if G is a generic filter
for P7, then M[G] contains a generic permutation 7 for which every conditionally convergent

series from the ground model will converge to a new limit.

Every w-sequence of reals is essentially a real itself, since we have “(“w) = “*“w = “w. There-
fore, using Theorem 1.3.34 we know that finite support iterations of P; will not add any new
conditionally convergent series at an uncountable limit step. We can employ this to see that
the set consisting of the generic permutations added in each step of the iteration form a witness
for rvy. On the other hand, dually, we see that any set of conditionally convergent series that
is already contained in an initial part of the iteration, will be made to converge to a new limit.
This means that it can not be a witness for ttj; in the model that is the result of the complete

iteration.

Definition 3.4.1

Let I C ccCs be a set of conditionally convergent sequences and define the poset IP; as the subset
of ““w x [I]<% x Q such that (f,A,e) € Py if and only if f is injective, A = {a',...,a"} is
nonempty, € > 0 and for all m € w \ ran(f) we have H<a}m .. .,a%m < ¢/Cl, that is, a vector

consisting of the m-th element of the sequences in A lies within a ball at the origin of radius
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¢/Cy. Here C,, is the constant from the Polygonal Confinement Theorem (Theorem 3.1.5) and
n = |A|. We will without loss of generality pick an ordering of A and regard A as an infinite
sequence of vectors @ = <<a,1€, ey aZ> ‘ ke w> :w — R™. As before, we will abbreviate dom(f)

as TLf

We define the ordering on P as (g, B,d) < (f, A,e) if and only if f C g, AC B, § < ¢ and we
have (with A represented as @) that

L. HZI{,’E[nf7m)ag(k)H < ¢ for every m < n,

s (S| <5 4
Lemma 3.4.2
(Pr, <) is a forcing poset. .

There is no greatest element in P;. However, this is only a trivial problem: we can imagine

adding an artifical top element 1 above all conditions, and work with P; U {1} instead.

Intuitively we can see the conditions (f, A,e) € P; as follows: f is an approximation for the
generic permutation 7 in the sense that (f, A,e) IF 7 [ ny = f. Hence f can be viewed as an

initial segment of the permutation .

The set A gives us an infinite sequence @ of n-dimensional vectors, such that the m-th terms
lying outside of the range of f are very small. The choice of the bound €/C,, is chosen such
that any finite set of terms from the sequence @ can be rearranged suitably using the Polygonal
Confinement Theorem, in such they form a polygonal path that stays within a ball of radius
(e/Cyp) - C,, = €. This is to make sure that when we extend (f, A,¢) to a stronger condition
(9,A,d), then the partial sums )5, . @, for any m € [ny,n,) stay within an e-neighbourhood

of the sum ), <n; Qf(k)- This is what inequality 1. in the definition of the ordering ascertains.

Inequality 2. in the definition of the ordering makes sure that the ordering is transitive. If we
extend (f, A,e) > (g, B,8) > (h,C,n), then the partial sums ), ay, for any m € [ng,ny)
stay with a d-neighbourhood of the sum Zk<ngag(k)- By the last inequality Z,anag(k) lies in
an (& — d)-neighbourhood of the sum EKW af (), and thus the partial sums Zk<ma’h(7€) for any
m € [ng,ny) are still in an e-neighbourhood of Z,an agk)-

Since we want a generic filter to give us a permutation m, we want to be able to extend any
condition (f, A,e) to some condition (g, B,d) such that g is a better approximation to 7. This
means that we want to be able to increase the range of f to include any initial segment [0, k)
of w, to ascertain that the generic function 7 is surjective. Furthermore, we want to be able
to make ¢ significantly smaller than e, since g binds the partial sums of the series in A to lie
in a small d-neighbourhood. Letting § tend to zero will mean that the generic permutation 7
will make the series in A converge. Finally, we want to be able to enlarge our control over all
the conditionally convergent series, and thus we want to be able to add new series to A. The

following lemma states that this is possible.
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Lemma 3.4.3
Let I C ccs be a maximally independent set. If (f, A,¢) € Py, then for any k € w and b €
there is some (g, B,8) € P extending (f, A, ) such that k C ran(g), § < + and b € B. N

Sketch of a proof. In the proof, one regards A and A U {5} as infinite series of
vectors. Using the Lévy-Steinitz theorem, we could find a permutation compatible
with f such that the series of the permuted terms outside of the range of f will
converge to the zero vector. Because of the promise made in Definition 3.4.1 that
H<a}n, e a%w < ¢/Cy, for these terms with m outside ran(f), we could select an
initial part of those terms that will contain all terms larger than §/C)11 and such
that the total initial part lies within € — § of the sum of the terms in the range of
f- Then, using the Polygonal Confinement theorem, these terms can be rearranged
to stay within a ball of radius (¢/C) - Cp, = ¢, such that also inequality 1. is

observed.

This lemma implies that all ground model conditionally convergent series will converge under
the generic permutation. To see this, first note that any conditionally convergent series a is
either an element of I, or there is some finite set A C I such that AU {@} is not independent
(by maximality of ). In the latter case there is some linear combination of the series in AU {a}
that is absolutely convergent. It follows that @ is the linear combination of the sequences in A
and some absolutely convergent sequence. Hence, if we know that all sequences in I converge
under the generic permutation, then it follows that any conditionally convergent sequence from

the ground model converges under the generic permutation.

Given any @ € I and condition (f, A, ¢), we can find an extension (g, B, J) such that @ € B, and
then for any n > 0 we can find an extension (h, B,n) that promises that the generic permutation
will keep the partial sums of the permuted sequence @, bound within a certain n-neighbourhood.
Therefore, given any k € w the conditions (g, B, d) for which @ € B and § < % are a dense subset
in P;. By genericity the generic filter will contain such conditions for any @ € I and k € w, and

thus every @ € I converges under the generic permutation.

Of course it is not enough to just guarantee convergence under the generic permutation; if it
were, the identity permutation would have sufficed, since clearly all conditionally convergent
series stay convergent under the identity permutation. We also need to show that the limit of
each conditionally convergent series is different than its limit under the generic permutation.
We can show an even stronger statement, namely that the permuted series will not converge to

any real number from the ground model.

Lemma 3.4.4

Let r € R, let (f,A,e) € Pr and let s € R® with n = |A|, then there exists a condition
(9,A,9) < (f,A,e) such that Hr — Zke[o ng)S ag(k)H > §||s||, where @ is the sequence of
vectors corresponding to the set A. N

This lemma implies that conditionally convergent sequence from the ground model do not con-

verge to a real number in the ground model under the generic permutation. To see this, let @ be
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a conditionally convergent series, then there is some s € R, A € [I]™ and absolutely convergent
series € such that aj + ¢ = s - ay, for each k € w. Let ' = ZkEwak + ¢i. Since rearranging
the terms of ¢; does not change the value of Y] rewCks Decause ¢ is absolutely convergent, we
could work with r = Y3, - ar = ' — 3, - cx. Note that both r and r’ are reals from the ground
model. Let £ € RN M be any real from the ground model. By Lemma 3.4.3 the set A has some
condition (f, A,¢) in the generic filter G, and thus Lemma 3.4.4 tells us that G also contains
some (g, A,0) < (f, A, e) such that Ht - Zke[O’ng)s : a,g(k)H > §||s||. Since the generic permu-

‘Ekew\ngaﬁ(k) H < ¢ by the definition of the ordering of
Py, we see that (g, A,6) I- || Yeus - arw|| # t.

tation extends g, and since (g, A, d) I-

As a conclusion of the last two density lemmas, we get the following lemma about the convergence

of ground model conditionally convergent series in the generic extension after forcing with P;.

Lemma 3.4.5

Let M be a ctm, let I C ccS be a maximally independent set, let P; be the poset from
Definition 3.4.1 and let G be a generic filter. Then for any @ € ccs N M we see that the generic
permutation m = (J{f € *“w | (f,A,e) € G} has a limit ) . ar(,) that is not present in the

ground model. N

In order to iterate forcing with P; without collapsing cardinals, we need to know that IP; behaves
nicely enough. This turns out to be the case, as Py is ccc. We can therefore use finite support
iteration of P; without collapsing cardinals, as the whole iteration will also be ccc. This is the

final ingredient we needed to prove our main result.

Theorem 3.4.6

It is consistent that vvy <. N

Proof. Let M be a ctm such that M F ¢ > Ry and let <Pa,(@a | @ < wi) be an
wi-iteration with finite support with generic filter G, where Qa names a poset Py,

from Definition 3.4.1 with I, some maximally independent set in M[G,].

Let 74 be the generic permutation for Py, defined by G(«), then by Lemma 3.4.5
we see that all conditionally convergent series in M[G,] will converge to a new limit

under permutation of 7.

By Theorem 1.3.34 we know that the wi-th step of the iteration does not add any
reals, and thus any real r € M[G] has already been decided in M[G,] for some
a < wy. Since any @ € CCs is coded by a real (for example by taking some bijection
f:R — (0,1) and letting @ be coded by the real 0.zlzlz?rix3xizt - - with a} the
j-th digit of f(a;)) we see that if @ is a conditionally convergent sequence in M[G],

then @ € M[G,] for some a < wy, and hence 7, will make @ converge to a new limit.

From this it follows that {7 | o < wy} witnesses the property of tvy. Since cardinals

are preserved, we see that M[G] F Ry =ty <c. O
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Theorem 3.4.7

It is consistent that ttf; > Ny, N

Proof. Let M be a ctm and let (Pa,@a | @ < wy) be an wo-iteration with finite
support, G be P,,-generic, and Q4 name some P 1, with I, a maximally independent
set in M[G,]. By Theorem 1.3.34 we know that the wo-th step does not add any
reals, thus any real r € M[G] has already been decided in M|[G,] for some a < ws.

Let C C ccs be a set of conditionally convergent series with |C| = ®;. Note that
each @ € ccs can be coded by a real, hence we can work with the set C’ of codes
for the series in C. Enumerate C" as C' = {r, | @ < w1}, and for each o < w; find
a o < ws such that ro, € M[Gg,]. Let § = sup{fa | @ < w1}, then C" C M[Ggl,
and by using the coding, also C'C M[Gp]. Since wy is regular, we see that 5 < ws.

Let m be the generic permutation after forcing with QB, resulting in the extension
M([Gpqq]. It follows from Lemma 3.4.5 that for each b € C' we have Y] _ br
converge to a real that did not exist in M[Gg]. Therefore m makes all conditionally

convergent series from C' converge to a new limit.

This means that all N;-sized sets in M|G] of conditionally convergent series have
a permutation 7 such that all series in the set converge to a limit that is different

from their original limit, or in other words, M[G] E ttj% > Ny, O

STRICT BOUNDS FOR INFINITE REARRANGEMENT NUMBER

As with the previous section, we will repeat the forcing argument from the rearrangement paper
[4] that proves that tr; < ¢ is consistent. The proof for the consistency of tr; < ¢ does a finite
support iteration of length wy of a forcing P that is o-centred over a model where the continuum
¢ > N; is large. To prove that P has the necessary density properties, it is assumed that the
ground model satisfies Martin’s Axiom for o-centred posets, which is the statement that every
set D of dense subsets of a o-centred poset P with |D| < ¢ has a generic filter in the ground
model, denoted MA(o-centred).

In iterating this forcing, we need to make sure that in each intermediate step MA(o-centred)
holds. For this reason P itself is a two-step iteration, where the first step forces MA(o-centred)
and the second step forces that there exists a permutation under which all ground model series
diverge to infinity. As we know, there are no new reals added in the wi-th step of the iteration,
thus each conditionally convergent series is present after forcing with some initial part of the
iteration and consequently the generic permutation of the next step in the iteration will make

this series diverge to infinity.

Since we are mainly interested in making the dual rearrangement number ttf- large, we want to

add a large number of generic permutations, such that for any set of conditionally convergent
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series of size N; there is one of the generic permutations that makes all of them diverge to
infinity. This time, we are in the fortunate position that we could ignore the size of ¢, and thus
the MA(o-centred) requirement becomes irrelevant: we could let the ground model satisfy CH

and use the following lemma.

Lemma 3.4.8
If M E CH, then M E MA(o-centred). q

Proof. Under CH the forcing axiom M E MA(o-centred) reduces to the statement
that any countable set of dense subsets of a o-centred poset has a generic filter, and
the existence of generic filters for countable sets of dense subsets of is provable in

ZFC for any ccc poset, including all o-centred posets’. O

It therefore follows that the intermediate steps in the iteration from the paper that are used to

force MA(o-centred) are unnecessary to do when we start the iteration with a model of CH.

We will not prove the following theorem, and instead refer to section 9 of the rearrangement

paper [4].

Theorem 3.4.9

It is consistent that vv; < non(null) = c. <

To prove that ttl-l > N; is consistent, we can prove a stronger claim, that t‘cl-L > cov(null) is
consistent. For the rest of this section we will assume CH holds in the ground model and fix an
enumeration <6ﬁ ‘ B < w1> of all conditionally convergent sequences. We will use the following

forcing poset.

Definition 3.4.10
For some subset X C w; we define Iy C <“w X [w1]<¥ X w with (f, A, k) € Ix if and only if

f :n — w is injective, and for all 5§ € A we have

ZKna?(i) > kif B € X, and

Yicny < —kif B¢ X,
As before, we abbreviate dom(f) as ny. The ordering on Ix is defined as (g, B,m) < (f, A, k)
if f C g, AC B, k<m and we have for all n € [nf,ny) and § € A that

Sicnhyy > kif B € X, and
Niopal < —kif B¢ X. .

i<ng(i)

Here we see the injective function f : n — w as an approximation of a generic permutation 7
extending f such that all conditionally convergent series from the ground model diverge under

permutation with m. The purpose of X is that it decides which sequences will diverge to co and

n other words CH implies the even stronger Martin’s Axiom MA.
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which diverge to —oo. The main point of the forcing is how this X is decided, since we need to

choose it in such a way that we can prove the following density lemma.

Lemma 3.4.11

There exists some X C w; such that for any (f, A,k) € Ix, n € w and 8 € w; there exists
(9,B,m) < (f, A, k) with n C dom(g) Nran(g), 8 € B and m > n. <

If X is chosen as in the above lemma, and G is a generic filter for Iy, then each f with
(f, A, k) € G is injective by definition, and since all conditions in G are comparable they agree
on their common domain. By the above lemma we can furthermore see that any condition can be
extended to contain any n € w in both its range and its domain, thus 7 = J{f | {f, A4, k) € G}

is a permutation.

We also see that if (f,A,k) € G, § € A and 7 is a name for the generic permutation, then
(f, A k) IF En@dag(n) =o0if f € X and (f, A, k) IF ZnEwaﬁ(n) = —o0 if f ¢ X by a similar
density argument. Finally we can see from the lemma that G contains (f, A, k) with § € A for
any 3 < wi, and thus G contains a condition for any 8 < w; that forces that the conditionally
convergent sequence from the ground model @® becomes divergent to infinity under the generic
permutation. This shows that m makes all conditionally convergent sequences from the ground

model diverge to infinity.

To find a suitable X C wy, we will divide the set of conditionally convergent sequences into
equivalence classes, such that there are permutations that will change the behaviour for all
sequences in a single equivalence class without affecting the behaviour of sequences in the other
classes. Each equivalence class will be represented by the element that comes first in the sequence
<65 ‘ B e w1>, and given @’ € ccs, we let C(B) = a if « is the least ordinal such that a® is
equivalent to @”. We let the set A = ([w;] be the set of indices of representative elements and

we say a and 3 are in the same equivalence class if ((a) = {(3).

The equivalence classes are constructed recursively simultaneously with the set A and the func-
tion ¢ by building a matrix of sets <X5

namely:

a€EANa< < w1>. The sets have a few properties,

1. Any two sets Xgl and ng with distinct g, 2 € AN B+ 1 are almost disjoint (i.e. have
finite intersection).

2. If « < B3 < B1 and a € A, then Xgl C* Xg2 (i.e. Xgl is an almost subset, or a subset
except for finitely many elements, of XgQ).

3. If {(a) # ¢(B), then Z”EX2<Q) ]a£| is convergent for any v > a.

4. If o = {(p), then Znexg]ag| is divergent for any v > a.
5. If a = {(p), then either all aﬁ with n € Xg are positive or all are negative.

The set X C w; that we need is defined by letting 5 € X if all ag with n € X?(B) are positive
and 8 ¢ X if they are all negative. By the point 5. of the above properties we see that X is

completely determined by the matrix of sets.
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The construction of this matrix is done by double recursion over both indices of the sets ij .
The construction is described in detail in the paper, but it is not particularly insightful for our
purposes to repeat the argument here. We therefore refer to the paper for a detailed proof of
Lemma 3.4.11 and turn our attention to showing how this lemma implies the consistency of

tr- > cov(null).

To see that cov(null) will stay small when we do a finite support iteration of Ix, we note that

Ix is o-centred, and thus does not add random reals by Theorem 1.3.30.

Lemma 3.4.12

Ix is o-centred. N

Proof. For each f € Yw and k € w we get a centred set {(f, A, k) | A € [w1]<*},
since for a finite number of sets Aj,..., A, € [w1]<¥ the conditions (f, A;, k) have
the common extension (f,|J A;, k). O

We are now ready to prove the main theorem.

Theorem 3.4.13

It is consistent that tt; > cov(null) = Ny. q

Proof. Let M E CH be a ctm, and let P,,, = <IP’a,Qa

iteration of length wy, where Qa names the poset Iy, from Definition 3.4.10 and

a < w2> be a finite support

where X, for each a < ws is an appropriate set such that it satisfies Lemma 3.4.11.
To be more precise, if G is P, generic, then in M[G,] we construct a set X, such
that X, satisfies Lemma 3.4.11, and we let Q4 be a Py-name for the forcing poset
Ix, in M[G,].

Since M E cov(null) = X; and by Theorem 2.4.2 a finite support iteration of o-
centred forcings does not add random reals, it follows that M[G] E cov(null) = ;.

To see that tri = Vg, let C C ccs N MIG] be a set of conditionally convergent
sequences with |C] = R;. Since each conditionally convergent sequence is a real, and
by Theorem 1.3.34 no reals are added in the wo-th step of the iteration, we see that
for some a < wy we have C' € M[G,].

A generic filter G(«) for Iy, defines a permutation 7 = |J{f | (f, A, k) € G(a)}
such that for every @ € ccs N M[G,] we have M[Goy1] E Y ln(n) = 00

It follows that C' does not satisfy the requirements for v, since there is a per-

i
mutation 7 € S(w) N M[Gq+1] such that all conditionally convergent sequences
in C' diverge to infinity under permutation with 7. Therefore we conclude that

M[G] E vt = Ny -
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CHAPTER 4

THE SUBSERIES NUMBERS

The subseries numbers are cardinal characteristics in the same spirit as the rearrangement num-
bers. These numbers have been studied in [7] after initially being defined by Joel David Hamkins

in answer to another question on MathOverflow [25].

4.1 SUBSERIES

With the rearrangement numbers we took a look at how conditionally convergent series behave
under permutations. Conditional convergence is different from absolute convergence in the sense
that the sum of an absolutely convergent series is invariant under permutation. We could give

another characterisation of conditional convergence using the following proposition.

Proposition 4.1.1

A convergent series Y _ ay is conditionally convergent if and only if there is some subset

new

A € [w]¥ such that ) _ 4 a, is divergent. N

Such a series ), 4 an is what we call a subseries of ) . a,. It will be convenient to work

with sequences @ = (a,, | n € w) € “R. We say (b, | n € w) is a subsequence of @ if there is some

injective order preserving function f :w — w such that b, = ay(,) for all n € w. It follows that
flwl € w]“and ) o by = Znef[w] Q-

We have the following analogue of the Riemann rearrangement theorem, which we will call the

subseries theorem:

Theorem 4.1.2 — Subseries theorem

If @ is a conditionally convergent sequence, then there exist ...

* ... asubset A, € [w]* for any z € R such that )}, an =,
* ... subsets B, B~ € [w]*” such that )} _prap =00 and Y} p_a, = —00,
* ... asubset C' € [w]* such that )} _~a, diverges by oscillation. q

We can slightly strengthen the theorem by replacing [w]“ with [w]¥ everywhere.
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4.2 'THE SUBSERIES NUMBERS

The subseries numbers are defined in the same manner as the rearrangement numbers were

defined. We start with the most general one.

Definition 4.2.1 — Subseries number
Let § be the least cardinality of a set A C [w]“ such that for every conditionally convergent

sequence @ there is a subset A € A for which the series Zne 40y does not converge. N

Note that we ask for the subseries to be divergent, instead of just have a different limit. This
is because we could otherwise take A = {w\ {n} | n € w}, which contains a set A for any
conditionally convergent series @ that makes the series converge to a different limit: simply let
A =w\ {n} for any n such that a,, # 0. Consequently, when we give more refined versions of

the definition above, there is no subseries number analogous to try.

Definition 4.2.2 — Subseries numbers
Let §, and §; be the least cardinalities of sets A,, A; C [w]¥ respectively such that for every
conditionally convergent sequence @ there is a subset A, € A, and A; € A; for which the series

Zne 4,0n diverges by oscillation and M a,, diverges to infinity. N

neA;

We can describe the subseries numbers as the norms of triples, and thus we can define dual
subseries numbers. We will denote these as Bl, like we did with the rearrangement numbers.

The subseries numbers as defined in the paper [7] have the following triples:

Definition 4.2.3 — Triples for the subseries numbers

Let ccs be the set of conditionally convergent sequences. We define the following two triples:
S =(Ccs, [w]¥, S,), S =(ccs,[w]”,S;) where
So = {(a, A) ‘ Y e atn diverges by oscillation }

Si = {(a, A) | Y,caan diverges to +00 or —oo}

Furthermore we define .%;, = .%; U.%,. Then ||.%,|| = B0, ||-7i|| = §i and ||-76|| = 6. N
Similar to the rearrangement numbers we see that this implies § < f, and § < ;.

We can change the definition of the triples slightly by substituting the set [w]“ of possible

w
w

responses with the set [w]® instead. That way we get the following triples:

Sy ={ccs, [w]g, S, | (ces x [w])),

S = (ces, W], 8i T (ocs x [wW]3))

Fio =S ULy,

By the following lemma the above triples and those from Definition 4.2.3 are equivalent.
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Lemma 4.2.4
Fio 18 equivalent to .7 .7 to ./, and .7, to .7, <

10’ 7

Proof. We give Tukey connections .7, 2, 57 i) Fio. Let o=, 1~ and T be
simply the identity. We let ¢ be the identity on coinfinite subsets of w, and send
cofinite subsets to any arbitrary coinfinite set. That 1 is a Tukey connection is
trivial. To see that ¢ is a Tukey connection, note that for any @ € ccs and X € [w]*
that if ) a, diverges, then X cannot be cofinite, since a finite change to the
infinite series cannot make it diverge. Therefore o™ (X) = X, and thus 2 nept(X) On

diverges as well.
The same Tukey connections can be used to prove the claims for ., and .//. [

The interesting thing about these alternative definitions, is that it leads to a more natural way
to look at convergent subseries. By only considering coinfinite subsets of w we effectively get rid
of the pathological counterexamples where only a finite number of terms in a series is omitted
in the sum, and thus it becomes an interesting question to formulate a subseries number for

convergent subseries.

Definition 4.2.5 — Convergent subseries number
Let B = |[7C|], b7 = ||| and B = ||-7|| be the norms of the following triples:

S =(Ccs, Wy, Se), L =(ccs,wly,Sf), Se=(ccs,w|s,Se), where
Se={(@, A) | 3, caan converges}
Sy ={(a, A) } Y nealn converges and Y jan # Zn@ﬂn}

Se = {<5, A> ‘ ZneAa" = ZnEwa”} <

Once again we could combine the triples by taking the union of their relations to get more
refined notions of subseries numbers. Hovewer, we have not much to say about these apart
from the overly obvious, thus we will not consider them. It is worthy to note that not all
combinations result in cardinal characteristics of the continuum. For example, one can easily

see that ||.7) U~/ U 7| = 1.

The subseries numbers that have been discussed so far can be drawn in a rather unexciting

diagram as follows.

e By iy ft

AV AR ANA

i L7 7 o 7
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We will look at the convergent subseries numbers in Section 4.4, but first we will spend the next

section to dualise the results from the subseries paper [7].

4.3 SUBSERIES NUMBERS AND OTHER CARDINAL CHARACTER-
ISTICS

Like the rearrangement numbers, there are several upper and lower bounds for the subseries
numbers provable in ZFC. In this section we will discuss these bounds, in particular the rela-
tion between the subseries numbers, the splitting and reaping numbers and the covering and
uniformity numbers over the null and meagre ideals. Finally we will discuss how the subseries
numbers and the rearrangement numbers are connected to each other using the bounding and

dominating numbers.

As with Section 3.3, all results from this section are based on the proofs from the paper |7]. The
relevance of this thesis lies once again in formulating these results in terms of Tukey connections

to find out if dual statements hold for the dual subseries numbers.

SPLITTING AND REAPING

The proof that s < § is based on the fact that an infinite series can only diverge if it has infinitely
many nonzero terms and the fact that a change of only finitely many terms cannot influence the
convergence / divergence of a series. We can stretch out the nonzero terms of a conditionally
convergent sequence by inserting zeroes between them. This gives a way to translate these ideas

of infinite sets of nonzero terms to subsets of w.

Theorem 4.3.1
s <fand §+ <t q

Proof. Let . be the triple from Proposition 2.2.3 with as norm the splitting number
s. We will give a Tukey connection ¢ : .%, — .7, implying that s < § and §+ < .

In order to define ¢~ : [w]¥ — ccs, for any B € [w]¥ let fp : w — B be the unique
order isomorphism. Let @ € cCs be an arbitrary conditionally convergent sequence.
Define b = ¢~ (B) to be the sequence with by, ) = ay for all n € w and by = 0 for
all other k& ¢ B. We define ¢ to be the identity on [w]“.

To sce this is a Tukey connection, let A, B € [w]“. Let b= ¢~ (B). If (b, A) € Sjo,
then Zne 4bn diverges. For this to diverge there must be infinitely many nonzero
terms, but by how we defined ¢+ we see that this can only be the case if AN B is
infinite, as b, = 0 if n ¢ B. Furthermore, as ZnEan = Zn@ﬂn converges, we see
that B\ A must be infinite as well, since otherwise Y 4b, differs from Y _pby

in only finitely many nonzero terms, and a finite number of different terms cannot
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influence the convergence or divergence of a series. Therefore |[BNA| = |B\ A| = Ro,
and thus (B, A) € S. O

CARDINAL FUNCTIONS OVER IDEALS ON THE REALS

In this section we will look at the relation between the subseries numbers and the ideals null and
meagre. We start with the null idea to show that cov(null) < . The proof is a consequence of
Rademacher’s zero-one law (Theorem 1.2.18). The proof is indeed very similar to the proof of
cov(null) < v (Theorem 3.3.8).

Theorem 4.3.2

cov(null) < f and §+ < non(null). N

Proof. We have the triple with norm cov(null), given by G, = (“2, null, €) and we

will formulate a Tukey connection ¢ : %, — Gnull-

We define ¢~ : “2 — cCs as f — @, where a,, = % Given f € “2let ¢ (f)(n)
denote the n-th term of ¢~ (f). We define ¢ : [w]* — null as A — Dy, where

Da={fe“2|Y,car (f)(n) diverges}.

We have to show that Dy € null for ¢+ to be well-defined. For any f € “2 we
have (¢~ (f)(n))? = #, therefore Y, (¢~ (f)(n))? is a subseries of the absolutely
convergent series Y, . ->. This implies that Y, . ,(¢~(f)(n))? is also absolutely
convergent for any f. By Rademacher’s zero-one law (Theorem 1.2.18) we then see
that p(Da) = 0.

Let f € “2 and A € [w]¥, and let @ = ¢ (f) and Dy = p*(A). Suppose that
(a, A) € Sip, then ZneAan diverges. This implies that f € D4 € null by definition
of . Thus ¢ is indeed a Tukey connection. O

For the next inequality, remember that any product space S = [ | pewk With each ny € w having

the discrete topology is homeomorphic to “2 (Proposition 1.2.10).

Theorem 4.3.3

cov(meagre) < §; and §;- < non(meagre). q

Proof. Let (I, | k € w\ {0}) be the interval partition of w with |I;| = 2k and such
that max (/) + 1 = min(I4;) for all k, that is, I = [0,2), I» = [2,6), I3 = [6,12),
and so on. For each k € w, let Dy, = {A C I}, | |A] = k}, and define K =[], ., D&
to be the space with the product topology induced by giving each Dj the discrete
topology. The space K is homeomorphic with “2 as a corollary of Proposition 1.2.10,
since each Dy, is a finite discrete space. We can therefore safely work with the triple

Gmeagre = (K, meagre, €) for cov(meagre).

We define a Tukey connection ¢ : .7 — Gmeagre as follows.
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Let ¢~ : K — ccs send x — @ where for n € I}, we define a,, = % if n € Iy Na(k)
and a, = 7z if n € I \ (k). This is a conditionally convergent function, as the sum
of the positive terms in each interval I is k% = %,
terms in all the intervals is the harmonic series. The partial sum up to max([y) for

and thus the sum of the positive

any k is equal to 0, and any longer partial sum therefore stays within a bound of %

around 0, making the series converge to 0.

Let o7 : [w]* — meagre C P(K) send A — C; UC_ where

Ci={ze K|, cap (x) diverges to +oo},
C_={zec K|, ca¢ () diverges to —oo} .

*

We have to show that Cy U C_ is meagre in K. Suppose z,y € K and x =" y
(i.e. v°(x(k) = y(k))), then let @ = ¢~ (z) and b = ¢~ (y). Take m € w such that
x(k) = y(k) for all k& > m, then it follows that a, = b, for each n € J;~,, Ix-
Because | Jj-,, Ir is a cofinite subset of w, we see that @ and b only differ from each

other in a finite initial segment. It then follows that ) = +oo if and only if

a
new-n
Y inewbn = +00, and thus z € Cy if and only if y € Cy. This means that C is a
tail set, and therefore it is either meagre or comeagre by the Baire category zero-one

law (Theorem 1.2.20).

Let h : K — K be the homeomorphism that sends x(k) — Iy \ (k). In other
words, since x € K specifies for each k € w a subset z(k) C I}, with |z(k)| = &,
and |I| = 2k, we invert this selection and let h(z) specify for each k& € w the set
I, \ z(k), which has |Ij; \ (k)| = k as well. Clearly for any n € I} we have n € x(k)
if and only if n ¢ h(z)(k), and thus if ¢~ (z) = @, then ¢~ (h(x)) = —a. Therefore
x € Cy if and only if h(z) € C_. Since Cy NC_ = @, we see that Cy cannot be
comeagre; if it were, then so would C_ be since h is a homeomorphism, and the
intersection of two comeagre sets is nonempty. Since both C; and C_ are meagre,

we see that C'y U C_ is meagre.

To conclude this proof, we show that ¢ : /; — Gmeagre is a Tukey connection. Let
x € K and A € [w]¥, and let @ = ¢~ (z) and Cy UC_ = pt(A), then (@, A) € S;
if Zne A0n diverges to infinity. But by definition of C'y and C_ it then follows that
x € Cy orz e C_. Thus ¢ is a Tukey connection. O

Lastly we have the relation between f, and the meagre ideal.

Theorem 4.3.4

fi, < non(meagre) and cov(meagre) < f..

Proof. We work with the triple Afeagre = (Mmeagre, [w]¥, %), with norm non(meagre).
Remember that [w]¥ inherits the topology from being a Gs subset of P(w), which

in turn receives its topology from the Cantor space “2 under the characteristic map
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X:X €P(w)—xe€¥2withn € X if and only if z(n) = 1.
We give a Tukey connection ¢ : Ameagre — Fo-

For @ € ccs define ¢~ (@) to be the set of all A € [w]” such that )] _,an, does not
diverge by oscillation. We have to prove that ¢~ (@) is meagre, thus we will show
that the set Og = [w]* \ ¢~ (@) of all sets A € [w]* for which Y] _,a, diverges by

oscillation is comeagre.

We define two subsets of [w]*:

Uk = {A < [W]W ’ Im cw (ZneAﬁman Z k)}
Vi={Ad €W [3Imew(Xacanmon < —k)}

Let A € U, and take m € w such that ZneAﬂma” > k. It is easy to see that for
any B € [w]Y with AN'm = BN m we also have B € Uj. The set of all such B
is a basic open in the topology of [w]“, and thus every A € Uy is part of an open
neighbourhood contained in Ug. This shows Uy, (and similarly V%) is open.

Furthermore, let B € [w]* and consider any basic open U DO B, then U is of the form
U={Ce€w]“|Cnm=S}forsome S Cm € w. As @ is conditionally convergent,
we could find some set C' € [w]“ for which Y _~a, = 40c0. Let A = SU(CN(w\m)),
then we still have Zne A0n = +00, and thus A € Uy. This shows Uy, (and similarly
Vi) is dense.

Let O = (e Uk N Vi, then O is a countable intersection of dense open sets, and
therefore O is comeagre. It is easy to see that if A € O, then Zne 40 diverges by

oscillation, thus O C Ogz. It follows Ogz is comeagre as well.

We define ¢ as the identity. To see that ¢ is a Tukey connection, let @ € ccs and
A€ [w]¥. If A¢ ¢ (a), then A € Og, and thus A diverges by oscillation. O

BOUNDING, DOMINATING AND REARRANGEMENT NUMBERS

As the last part of this section we will discuss the dualisation of a relation between the subseries
numbers and the rearrangement numbers using the bounding and dominating numbers. The

idea is based on the following.

Suppose A C [w]® is a set such that for any @ € ccs there is some X € A such that ) _yan

w
diverges. Then we could find some positive ¢ € R+ and some sequence of intervals [m;, m;41)
with m; < m;41 for all ¢ such that ‘Ene[mi,mi+1)ﬂXan‘ > ¢. We could now use X to define a
permutation 7w for which ZnEWCL,T(n) diverges, namely by letting 7 [ [m;, m;+1) be a bijection on
[mi, mi+1) such that if n € [m;,miy1) N X and n’ € [m;, miz1) \ X, then we have 7(n) < m(n').

It is easy to see that Znewaﬁ(n) then diverges.
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The problem is that this 7 depends not only on the set X € A, but also on the conditionally

convergent sequence a. We can therefore not uniformly give a way to translate this X into a

w

suitable permutation. The solution is to use bounding and dominating subsets of [w]¥, as we
will see in the proof of the next theorem.

Theorem 4.3.5

tv < max {b,§}, vr; < max {9, 6;} and min {0,%} < v, min {b,6;} < q

Proof. We use the triple Z = ([w]¥, [w]%, B) from Proposition 2.3.6 and its dual
9 = ([w]%,[w]%, D) = @L, with norm ||Z|| = 2. We will first give a Tukey
connection ¢ : .., "% — Hio to show that tv < max{f, b} and min{f*, 0} < rrt.
Afterwards we will give a closely related Tukey connection ¢ : /™% — %; to show

that ve; < max {0,8;} and min {b,§;} } < ve}-.

We have ¢~ : ccs — ccs x WE[w])“ sending @ to (a, Z(y). To define Zy for
X € [w]Yy, we first define a strictly increasing sequence m € 1(“X). Consider two
cases: if Zne yan converges, let m be arbitrary, and if Zne yan diverges, choose
a suitable positive constant ¢ € Rsg to define m such that for all £k € w we have
’Zne[mk,mk+1)ﬂXa"‘ > c¢. We define Zx = {Imi N X| | k € w}. We will denote

m}, = |my, N X, or in other words, (m}, | k € w) is an increasing enumeration of Zx.

For X,Y € [w]y define mxy : w — w to be the unique map such that 7xy [ X
is an order-preserving bijection onto Y and mxy | (w\ X) is the order-preserving
bijection onto w \ Y. Let fy : w — Y be an order isomorphism, then define the
set Y = {fy(n)+n|new} Wedefine o+ : [w]“ x [w]Y — S(w) to be the map
(X, Y) — ﬂw\?,X'

Suppose that @ € ccs and X,Y € [w]4 and let ™ (@) = (a, Z(,)) and ¢ (X,Y) = 0,
where o = 7

o\, x Let T = (r; | i €w)and ¥y = (y; | © € w) be strictly increasing

enumerations of X and Y. We will write 7; = fy (i) = y; + i for the elements of Y.

If ((@,Zy),(X,Y)) satisfies the relation of .7, =2, then we see that Y _yan di-
verges and thus Zx is defined from m in the non-arbitrary way. We furthermore see
that Zx contains infinitely many = < y such that [z,y) NY = &. We have to show
that Znewaa(n) diverges.

There are infinitely many & € w such that [mj,m; ) NY = @, since Zx =
{mj, | k € w}. Fix one of such k and let I € w be such that y; < mj < mj_; < yiq1,
then we see that y; = y;+1 < mj +1 <mj_ , +1 < yip1+14+1 = 1. Now note that
if y < n < Y41, then o(n) = x,_y, since n is the (n—1)-th element of w\ Y. This
implies that o [ [mj, +1,m}, +1) is an order isomorphism with [z, , 2, )N X.

+1
But @, = my, and thus o~ [[mg, my1) N X] = [mj +1,m | +1) is an interval.

From this it follows that Zne[m;ﬁl,m;ﬁﬁl)ao(n) = Zne[mk,mkﬂ)ﬂXa"? and by the

construction of m we know that this has an absolute value larger than c. Therefore
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Zn6w o(n) contains infinitely many intervals with a sum larger than some fixed

positive value ¢, which implies that Y} o(n) diverges.

new

As for 9, it can be defined exactly as ¢ is. In this case we have the assumption
that ((a, Z(,),(X,Y)) satisfies the relation of /"%, and thus ) _yay diverges
to infinity and for almost all x < y in Y we have [z,y) N Zx # &. This means that,
except for finitely many k € w, between any two consecutive elements mj,, m;, 4 of

Zx we can have at most one point in Y lying in the interval [m/} , m} 1)

Since )]

therefore pick some K € w such that for all k& > K we have [mj,m)_ ) contain

newln 18 a convergent series, for almost all n we have |a,| < §. We can

either no elements of Y, or a single element n; € Y such that ‘ag(nk)‘ < 5. In the

first case we have by similar reasoning as before that ’2

ne[m;+l,m;€+l+l)aa(n

and in the second case we have since the term a,(

ng)

> > 5
ne[m5€+l,m;€+1+l)aa(n) 2
could change the sum with at most 5

Finally to see that Y
Znewan diverges to infinity. This means that when we chose the sequence m such
that Ene[mk,mkﬂ)ﬂXa"

have } 1,y mya)n x@n > ¢ for almost all &, or Zne e ) N X n < =€ for almost
all k. This implies that also Y

newlo(n) diverges towards infinity, note that we assumed that

> ¢, we could actually choose m is such a way that we

(n) diverges to infinity. O

new?
Unlike the rearrangement numbers, we do not know whether §, = § is provable, nor do we know
this about their duals. We can however prove a weaker claim, that §, is bound above by § as
long as b is small. Similar to the rearrangement numbers, though, is that the proof given in
the subseries paper [7] does not immediately translate to a Tukey connection, since it splits the
set of conditionally convergent series into those for which a subseries diverges by oscillation and
those for which a subseries diverges to infinity, and treats both cases separately. This cannot be

dualised, for similar reasons as we saw in Example 3.3.3.

Fortunately we can give a variation of the proof in the paper that does work for our purposes.

We make use of the following lemma.

Lemma 4.3.6

Let @ be a conditionally convergent sequence and A € [w]¥

If EneAan diverges, there is a
positive real number ¢ € Ry for which there are infinitely many disjoint intervals I; C w such

that one of the following is true:
° Zne]i\Aan < —cand c< ZnelmAan for all i € w, or

* Zne[imAan < —c a'nd c < Zneli\Aan fOI‘ all Z cw. q

Proof. We know that Znewan converges, thus for any € > 0 we could find some

m' € w for which Y, . _ a, € (—¢,¢) for every m > m'.

If Zne A0n diverges by oscillation, then there are d € R and ¢ € Ry for which
ZneAmman < d for infinitely many m € w and ZneAﬁman > d + 2c for infinitely
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many m € w. Fix e < cand m’ € w as above. For all 1 € w pick m;, k; with m’ < mg
and m; < k; < my41, such that EneAﬁmia’n < d and ZneAmkian > d+2c. It follows
from this that ZneAﬂ[mi,ki)a” > 2¢ and Ene[m“ki)an < e < ¢ (since m; > m’), and
thus Zne[mi,ki)\Aan < —c. We can therefore take I; = [m;, k;) for each i € w to see
that the first bullet point from the lemma holds.

If ZneAan diverges to +00, then we could take any ¢ € Ry and fix some € < ¢ and
m’ as above. We could pick for all i € w some m; with m’ < mg and m; < m;;
such that Y, c anpmimiiy)@n > 2¢. That 5, o0 4@n < c follows from the same
reasons as with the case for oscillating subseries. Therefore we take I; = [m;, m;y1)

for each 7 € w to see that the first bullet point from the lemma holds.

Finally if Zne A0n diverges to —oo, we have the same argument as when it diverges

to +00, except we now let Y a, < —2c and get Y| Aln > C,

neAN[m;,m;+1) nelmi,miy1)\

meaning that the second bullet point from the lemma holds instead. O

Theorem 4.3.7
$, < max{b,$} and min {D,%L} < Bt

Proof. We will use that s < b and give a Tukey connection ¢ : (S~ B)".S — S
We have the following triple for (.7, ~ %)™ .%"

(cos x MEw)s x WEXREL, W] x W] x W], Z)

w

Here Z is the relation such that (@, f,g9) Z (A, B,S), with f : [w]Y — [w]¥ and

w

g1 Wl x [w]g = [w] if and only if Y], _,a, diverges, there are infinitely many

x < yin f(A) such that [z,y) N B = @ and g(A, B) is split by S.

The function ¢ : [w]¥ x [w]“ x [W]* — [w]¥ is the easy part to describe: let

hp : w — B be the order isomorphism for the set B, then we define p™ as:

¢t (A, B,S) = (U(h(n),h(n+ 1)] mA) U (U (h(n), h(n + 1)]\,4) .

nes n¢s

To define ¢~ : ccs — cos x Mo [w]@ x WEXIE[]@ | we let ¢~ (@) = (@, f, g), where

[ wly — [w]® and ¢ : [w] x [w]Y — [w]¥ will be defined below.

Let A, B € [w]9. If Y3, o 4an converges, we take any arbitrary value for f(A) and
g(A, B), as this case will be irrelevant. Therefore, assume that Zne A0 diverges.
By Lemma 4.3.6 we can find a family of disjoint intervals {I; | i € w} and a positive
real number ¢ € R+ such that Zne[i\Aa” < —candc < EneImAan for all 7 or such
that ZneImAan < —cand c< Zneh\Aan for all 2. We will assume without loss of
generality that the first is the case and we will also assume that min(7;) < min(Z;41)

for all i. We let f(A) = {min(l;) | ¢ € w} in this case. Clearly f(A) is infinite, and
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it follows that f(A) is coinfinite from the fact that @ is conditionally convergent,

and thus not all I; could be singleton sets.

In case there are only finitely many x < y € f(A) such that [x,y)NB = &, we define
g(A, B) to be arbitrary, as once again this case will be irrelevant. Therefore let us
assume that Zne 40n diverges and that there are infinitely many « < y € f(A)
such that [z,y) N B = @. Let h : w — B be the order isomorphism for the set B,
then define g(A,B) = {nc€w | Jz,y € f(A)(z <yAlz,y) C (h(n),h(n+1)])}. If
x<yé€ f(A)and [z,y) N B = &, then h(n) < z <y < h(n+ 1) for some n € w,
thus we see that g(A, B) is indeed infinite.

w

Now to see that ¢ is indeed a Tukey connection, let @ € ccs, A, B € [w]¥
S € [w]¥. Welet p~(a) = (a, f,g) and " (A4, B,S) = C. Suppose that (a, f,q) Z
(A, B, S), then ZneAan diverges, thus f is defined from the intervals I;, as above.
We also see that there are infinitely many x < y € f(A) such that [z,y) N B = &,

and

thus g(A, B) is defined as above as well from the order isomorphism A : w — B.
Finally we have that g(A, B) is split by S, thus g(A, B)NS and g(A, B)\ S are both
infinite. We will show that there is a ¢ € R such that Zne n

many nonempty intervals I, and Zne 1ncn < —c for infinitely many nonempty

can > c for infinitely

intervals I. This implies that Znecan diverges by oscillation.

For infinitely many n € S we have (h(n), h(n + 1)] 2D [z,y) for some z < y € f(A),
since g(A, B) N S is infinite. Without loss of generality we can let x = min(I;) and
y = min(/;+1), which shows that [z,y) D I;. It then follows that ; NC = ;N A
from the definition of C'. By how we defined I;, we know that EneImAan > ¢, and
thus Znefmcan > ¢ for infinitely many 1.

On the other hand, g(A, B) \ S is infinite as well, thus there are infinitely many
n ¢ S for which (h(n),h(n + 1)] D [x,y) for some z < y € f(A). Similar to the
other case, we see that from this it follows that I; N C = I; \ A for infinitely many 4,
and thus by how I; is defined, we know that this implies that Zne LncOn < —¢ for

infinitely many .

Since ||(#,~%)" || = max {§,b,s}, which equals max {f,b} by s < b, we see
that this proves §, < max {§, b}, and dually that § > min {ﬁﬁL, D}. O

4.4 CONVERGING SUBSERIES

In this section we will discuss the three converging subseries numbers ., 6. and f;, which
correspond to sets of subsets of w that are sufficient to make any conditionally convergent series
converge in a certain way. Of these, we know about §. and §; that they are “interesting”, in the
sense that they can be consistently different from both Ry and ¢. For ., we do not know if it

can be different from c.
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We start by showing that the three subseries numbers are uncountable.

Lemma 4.4.1
%c Z Nl- <

Proof. Let 5 be a sequence of natural numbers such that every number appears
infinitely often. Suppose A = {4, | n € w} C [w]Y is countable, then we will recur-

w
sively define a @ € ccs such that Y an, diverges.

neA;

At the n-th step of the recursion, let £ € w be maximal such that a; has been
defined (and take k = 0 if all a; are still undefined), then take natural numbers
k <y <ya <---<yap such that y; € A, if i is even and y; ¢ A, if i is odd. Let
Ay, = % for every m = y; and a,, = 0 for any other m € (k,y2,) that is unequal
to any y;. It is clear that @ wil diverge for every A;, since infinitely often Y 4,0n

will contain an interval with terms summing to 1. O

We can prove that f. and §¢ are actually the same cardinal characteristic. Unfortunately the
proof that we give below does not have the form of a Tukey connection, thus we cannot conclude
that §. = ﬁj; as of yet.

Theorem 4.4.2
%c - Bf <

Proof. We know . < § ¢ as a result of Lemma 2.2.8, thus we only have to prove
that § < ..

Let A C [w]¥ be such that for every @ € ccs there is some A € A for which
Y nealn converges. For every n € w define the set A, = {A A {n} | A € A}, then
AU U, e An| = [A-Ro = |A].

new

We claim that for every @ € ccs there is some A € AU A,, for which ZneAan

an. This is because for every @ € CCS there

new
converges to a value different from )
is some A € A such that ZneAan converges. If it turns out that ZneAan = ZnEwan,
then we choose k € w such that ap # 0. It then follows that ZneAA{k}an =+ Znewan,
and because A A {k} € Ay, we see that AU

new An 1s a witness for f.. d

We can show that . < ¢ is consistent. In fact, we have an even stronger result, that . < 0.
Since the proof is done by giving a Tukey connection, we also have §2 > b, which shows that

. is uncountable.

Theorem 4.4.3
Bcgaand%CLZb 4

Proof. We give a Tukey connection ¢ : Z — .7, with Z = B+ = (1(“w), 1(“w), D)

where:
D = {(f,9) | vn(|ran(f) N [g(n),g(n + 1))| > 1)}
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For a conditionally convergent sequence @, let ¢~ (@) = f € 7(“w) be a function such
that |a,,| < -5 for all m > f(n) and such that f is strictly increasing. For g € 1(“w)
we define ¢ : 1(“w) — [w] as pT(g) = {29(n) | n € w}. We use {2g(n) | n € w}

instead of {g(n) | n € w} to make sure ¢ (g) is coinfinite.

To see that this is a Tukey connection, let @ € ccs and g € 1(“w), and let f = ¢~ (a).
If (f,g) € D, then there is N € w such that for all n > N we have some k, such
that f(kn), f(kn+1) € [g(n),g(n+1)). It follows that for all m € w with m > g(n)
we have |a,,| < L It is easy to see that g(N +n) > f(kn +n), and thus it follows
that |agg(vin)l < Tw + (o= for all n € w.

From this we see that Znewagg( N+n) 18 a convergent series; it is even absolutely

convergent. Therefore Y g)0n is convergent, which was needed to show that ¢

n€¢+
is a Tukey connection. O

Next, we will show that . can be consistently larger than non(meagre). The model that we use
is the Cohen model.

Theorem 4.4.4
. = Ny in the Cohen model. 4

Proof. Let P be the forcing with conditions (s, k) € <“Q X w, where s is a finite
sequence of rationals that will approximate a conditionally convergent sequence. We
will abbreviate the domain of the finite sequence as ny = dom(s) for the remainder
of this proof. We define an ordering as (¢,1) < (s,k) if t D> s, 1 > k and

IN

. ‘Zne[n&m)t(n ‘ 1 for every m < ny,
1
* ‘Zne[ns,nt)t(n ‘ E

This order is transitive: let (¢,1) < (s,k) < (r,7), and let ng < m < ny, then we see
that

N‘P—‘

‘Zne nrﬂﬂ) ‘ )Zne[nr,ns) ‘ ‘Zne [ns ,m

IN
Sl
\
=
+
=
Il
Sl

and we also see that

‘Ene[nr,m)t(n)‘ < ‘ZnE[m,ns) ’ )Ene[ns,m ‘

< +

~|—
[y

QL=
=
=
~|—

If G is generic for P, then @ = |J{s | (s, k) € P} is a conditionally convergent se-
quence for which Y3 ja, diverges for any A € [w] from the ground model. This

follows from the following observations.

For any (s,k) € P and m € w with m > k there is some (t,m) < (s, k) such that
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m € ng and such that ) [t(n)| > m. We take some M > mk such that M \n, is
even, and let dom(t) = M with ¢ defined such that ¢(n) = 1 for all even n € M \ n,
and t(n) = 52 for all odd n € M \ ny. We therefore see that we can make s as long
as we want by increasing its domain, we can make all extensions of s have partial
sums that stay within an arbitrarily small interval and we can make the sum of the

absolute terms of s as large as we want.

If A € [w]¥ and (s, k) € P, then we can find (¢, k) < (s, k) with Zne[ns’m)m‘t(n) = 1.
To do this, pick n; such that there are ny < y73 < y9 < -+ < yor < ny for which
y; € Aif i is even and y; ¢ A if i is odd. We define t(n) = % if n = y; and
t(n) = 0if n € [ng, n¢) is unequal to all y;.

As a consequence, we could repeatedly do this, to see that for any m € w there are
at least m disjoint intervals I on which )} . ,,t(n) = 1. From this it follows that
the generic conditionally convergent sequence @ will have infinitely many disjoint

intervals I on which Y3 _,-;an =1, and thus Y] _,a, diverges.

As P = <¥Q x w is countable, by Theorem 1.3.20 we see that PP is forcing equivalent
to C(Xg). Therefore, if we do an iteration of P of length wy over a model M F GCH,
we will end up with the Cohen model. If A C [w]¥ N M[G] has cardinality N;, then
A will be present in some initial segment of the iteration. By the above argument,
in the subsequent step we will add a conditionally convergent sequence @ for which
Zne a0n diverges for every A € A. Therefore A does not satisfy the requirements
for ., thus . = Ny in the Cohen model. O

We see that . > non(meagre) is consistent, since in the Cohen model non(meagre) = N;.

Actually the above theorem gives us a little more than just the consistency of f. > ;. Due to
some absoluteness results by Jindfich Zapletal (see Chapter 6 in [35]), for many tame cardinal
characteristics ¢ and under assumption of a large cardinal it is the case that cov(meagre) > 1 is

consistent if and only if r = N; in the Cohen model.

One sufficient condition for a cardinal ¢ to be tame if it is expressable as the least cardinality of
a set of reals A such that Vo € “w3y € A(0(x,y)), where 6 is a formula in which all quantifiers
are bound on w or “w and in which A is not free. Since each conditionally convergent series can
be described as a real, as can every infinite coinfinite subset of w, we can show that f. is a tame

cardinal characteristic.

In many cases it turns out that the large cardinal assumption in Zapletal’s result is redundant,
and that there is a proof in ZFC that ¢ is small in the Cohen model if and only if it is consistent
that cov(meagre) > r. From such a result it would follow from the above theorem as a corollary
that cov(meagre) < §. is provable. Unfortunately due to time constraints such an analysis can

not be given in this thesis.
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4.5 CONSISTENCY OF STRICT INEQUALITIES

In the following diagram we give an overview of some of the results we proved in the previous
sections. We leave out the results about combining the subseries numbers with the dominating
and bounding numbers and the convergent subseries numbers in order not to clutter up the

diagram too much.

non(meagre)

ﬁi 60
NS
] non(null)

N

/N

cov(null) fl

cov(meagre)

As for strict relations, we know that § > s and § > cov(null) are consistent, because it is
consistent that § > cov(null) (in the Blass-Shelah model) and that cov(null) > s (in the random
model). Similarly for the dual L we have that both - < v and §+ < non(null) are consistent,
since it is consistent that vt < non(null) (in the Blass-Shelah model) and that non(null) < ¢ (in
the random model). This simultaneously shows that all subseries numbers can be consistently

larger than all dual subseries numbers.

For the consistency of f; > cov(meagre) and §;- < non(meagre), we could see that these are
the case since it is consistent that cov(meagre) > non(meagre) (in the Cohen model) and that
non(meagre) < cov(meagre) (in the random model). This also shows that §;, - and Bj‘ can be
consistently larger than $, %, and BZ-L.

We have that f,%, < 0 and §+,%, > b are consistent by non(meagre) = b < cov(meagre) = ?
being consistent (in the Cohen model), and we have that §,%;,%, > 2 and §+,6;-,6- < b are
consistent by the consistency of cov(null) > 0 (in the random model) and non(null) < b (in the
dual random model). In the subseries paper [7] it is proved that §, = Ry in the Laver model,

which also has b = R, thus §, %, < b is consistent as well. The consistency of 2 > 0 is unknown,
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as the Laver model can not be dualised in the same manner as we did in Section 3.4. The Laver
model also gives us a model where §, < tv. On the other hand, we do not know that § > vt is
consistent, since non(meagre) > ttr, and we do not know if tv < non(meagre) is consistent. In

case tt = non(meagre) turns out to be true, we see that § > vv is impossible.

As for the converging subseries numbers, we can see that . < §,6,,%; is consistent, since
. < 0 < § holds in the random model. Dually we have that § > BL,BOL,BZ-L is consistent
by ﬁii‘ > b > ft being true in the dual random model. We saw in the previous section that
non(meagre) < . is true in the Cohen model, and thus we see that §. > §,,$ is consistent as

well.

There is no upper bounds are known for §; and ., and we do not know if §; < ¢ or . < ¢ and

BZL > Ny or BeL > N are consistent either.
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CONCLUSION

In this thesis we saw that many of the results from the rearrangement [4| and subseries [7| paper
can be formulated in terms of Tukey connections. This gave us the ability to prove many dual

results about the dual rearrangement and subseries numbers.

For two results we needed an original method to prove their dual statement. For the proof that
tr; = tvt (Theorem 3.3.5) we needed a sequential composition with a relational system for the
bounding number b to get a satisfactory result. We saw that a similar problem arose in the
proof of min {d,6+} < f; (Theorem 4.3.7), although the original proof that §, < max {b,f}
from the paper already (implicitly) used a sequential composition, so the proof that we gave is

based on the same idea.

We also gave a new way to look at the subseries numbers, by restricting our attention to only the
coinfinite subsets of indices of series. In this manner it became reasonable to define a subseries
numbers for convergent behaviour, and we saw that the resulting cardinal characteristic §. = f;

can be consistently larger than 8; and smaller than c.

There are still many open problems about rearrangement and subseries numbers. To finish this

thesis we will give a list with some statements of which the consistency is unknown.

¢ tt < non(meagre)
st >t

et <

* tryp <ty

o trp <ty

oty £ty

* o> 6

« B <c

c fi>0

* . < cov(meagre)
- b > By

e B <
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OVERVIEW OF RELATIONAL SYSTEMS

Triple

Description

(“w,“w, 2%)
(T(“w), T(“w), B) where

B = {<f7 g9) | 3%n(|ran(g) N [f(n), f(n+1))] < 1)}
([w)s, [w]¥, B) where

B= {(X Y| I*zr,ye X(z<yAYN[z,y) =92)}
([w]“,S(w),J) where

J={X,m) | I®z,ye X(x <yAn(x)>n(y))}

(t(“w), T( w), D) where

D ={{f,g9) | v**n([ran(f) N [g(n), g(n +1))| > 1)}
<[w]§,[ w]®, D> where

D={X,)Y)|Vz,yeY(x<y—XN[z,y) #9)}
([w]“, [w]¥,is split by)
(W], [wli, is split by)
([w]“, [w]“, does not split)
(R, I,€); (Yw,I,€); (¥2,1,€); etc.
(LR, Z); (I,*w,%); (I,%2,%); etc.
<CCS,S(w),RO> where

R, = {a s ’ ZnEw n) diverges by osc1llat10n}
<CCS S( ), R;) where
= {a T | Enew n) diverges to 1nﬁn1ty}

<ccs,8( w),Ry) where

Ry = {6 T ‘ Znewaw(n) converges to a new finite limit}
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Norm

cov(I)
non(/)

Tty
Tt
Ty
1177
Ty,

o
T

Page

28
31

33

31

28
70

66

28
34
28
28
28
41

41

41



Triple Description Norm Page

o (ccs, [w]“,S,)  where i 60
S, = {6, A | ZneAan diverges by oscillation}

7y (cos, [w]z, So N (W] x [W]E)) Bo 60

i (ces, [w]“, S;)  where B, 60
S; = {6 A | ZneAan diverges to inﬁnity}

1 (cos, [w]g, Si N (W] x [W]E)) B 60

o (ces, [w]¥ ,S U S,) B 60

Zio (cos, W], (Si U So) N (W] x [w])) B 60

e (ces, [w]“, Se)  where Be 61
S. = { a, A) ‘ ZneAan converges}

S (ccs, [w]y, Sy)  where By 61
Sy ={(@ A) | 3, caan converges to a different finite limit}

e (ces, [w]9, Se)  where Be 61

Se = {<5, A> ‘ ZneAan = ZnEwa”}
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LIST OF SYMBOLS

ZFC

Zermelo-Fraenkel set theory with Axiom of Choice
Axiom of Choice

Zermelo-Fraenkel set theory without Axiom of Choice
relative complement

symmetric difference

class of ordinals

cofinality of an ordinal «

power set of x

set of subsets of = of cardinality x

set of subsets of x of cardinality less than
cartesian product

set of functions I — X

inverse relation

complementary relation

image of a function f over the set a C dom(f)
restriction of a function f to a set a C dom(f)
partial function from X to Y

set of partial functions X + Y of cardinality less than x
set of sequences of length less than «

set of strictly increasing functions a —

for all but finitely many =z € X

there exist infinitely many x € X

equal except for finitely many elements

subset, except for finitely many elements

set of infinite subsets of w

set of infinite coinfinite subsets of w

set of permutations on w

cardinality of the continuum, 20

continuum hypothesis

generalised continuum hypothesis

o-ideal of Lebesgue null sets of the continuum
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B("2)
meagre
1

rllg
pLlq
1%
M]P

ccce

spt(p)
f=>2"g

44

TCo; TU;; TUp; Tljo; TUpy; Tlf,
et

MA(o-centred)

B

Bo; Bi; Bes Be; By

gJ_

set of Baire sets

o-ideal of meagre sets

maximal element of a forcing poset

p and ¢ are compatible conditions

p and g are incompatible conditions
external set theoretic universe

set of P-names in a ctm M

canonical name for a ground model set x

interpretation of a name o in the generic extension

the generic extension of a ctm M by a generic filter G

name for an element x of the generic extension
forcing relation

countable chain condition

Cohen forcing poset, adding x Cohen reals
random forcing poset, adding « random reals
support of condition in iterated forcing

f dominates g; g is bounded by f

dominating number

bounding number

splitting number

reaping number

uniformity number of an ideal

covering number of an ideal

additivity number of an ideal I

cofinality number of an ideal I

a relational system

norm of a relational system

dual of a relational system

a Tukey connection

(dual) sequential composition of relational systems
union / intersection of relational systems
shorthand for a sequence (a, | n € w) € “R
set of conditionally convergent sequences
constant from the Polygonal Confinement Theorem
rearrangement number

variants of the rearrangement number

dual rearrangement number

Martin’s Axiom for o-centred posets

subseries number

variants of the subseries number

dual subseries number
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11
11
11
11
12
12
12
12
12
12
14
15
17
19
22
22
22
23
23
24
24
24
24
27
27
27
27
29
29
39
39
40
41
41
42
55
60
60
60



INDEX

additivity number, 24 A-lemma, 14
antichain, 11 definability lemma, 12

dense embedding, 13
Baire category zero-one law, 10

Baire set, 10

Baire space, 8

dense set, 11
dominating number, 22

dominating set, 22

Borel measure, 9
’ dual rearrangement number, 42

bounding number, 22 dual relational system, 27

Cantor space, 7 equivalent relational systems, 30

cardinal characteristic, 22

cardinal function, 24 F, set, 8

cce, 14 filter, 11

ccs, 39 forcing poset, 11
centred, 14 forcing relation, 12

chain condition, 14
Gy set, 8

challenge, 27 ) ) .
generalised continuum hypothesis, 8

Chichont’s diagram, 25 _ )
. generic extension, 12
cofinality number, 24 .
. generic filter, 11
Cohen forcing, 15

Cohen model, 16

Cohen real, 15 Hechler forcing, 37
comeagre set, 9

ground model, 11

ideal, 9

incompatible conditions, 11

compatible conditions, 11

condition, 11

conditionally convergent sequence, 39 independence, 40

continuum hypothesis, 8 intersection of relational systems, 29

convergent subseries number, 61 iterated forcing, 19
countable chain condition, 14 jumbling number, 31
countable transitive model, 11

covering number, 24 Lévy-Steinitz theorem, 40

ctm, 11 Lebesgue measure, 9
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Martin’s axiom, 36

Martin’s axiom (o-centred), 55
maximally independent set, 53
meagre set, 9

measure space, 9

mixing characteristic, 43

mixing permutation, 43

name, 12
norm, 27
nowhere dense set, 9

null set, 9

perfect space, 7

Polish space, 7

polygonal confinement theorem, 40

property of Baire, 9

Rademacher’s zero-one law, 10
random forcing, 17

random model, 18

random real, 17

real, 7

real number, 7

reaping number, 23

reaping set, 23
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rearrangement number, 41
regular cardinal, 5
relational system, 27
response, 27

Riemann rearrangement theorem, 39

o-algebra, 9

o-centred, 14

o-ideal, 9

sequential composition, 29
splitting number, 23
splitting set, 23

subseries number, 60
subseries theorem, 59

support, 19

tail set, 10

triple, 27

truth lemma, 12
Tukey connection, 27

two-step iteration, 19

unbounded set, 22
uniformity number, 24

union of relational systems, 29

zero-one law, 10
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