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Abstract

High resolution simulations of a nocturnal stable boundary layer with initial
horizontal heterogeneous water vapor concentrations show three features; the
main balancing circulation, internal gravity waves activity and turbulence de-
velopment. Two regions are found. One, close to the surface, is characterized
by high variability of the velocity field, by high values of kinetic, and turbulent
kinetic energy and by local breaks of the virtual potential temperature vertical
stratification. The second region, above the first one, is characterized by internal
gravity waves variability, by low values of kinetic, and turbulent kinetic energies
and by a stable virtual potential temperature stratification for all times. Two
frequencies are found to be dominant in the system; the lowest is dominant in
the surface region, the highest is dominant in the upper region. Both are present
in the whole domain.

1 Introduction

”At night under clear skies, radiation to space cools the land surface, which in
turn cools the adjacent air through processes of molecular conduction, turbulence,
and radiative transfer. This causes a stable boundary layer to form and grow to
depths of a few hundreds of meters, depending on the season. Many interacting
processes can occur within the statically stable nocturnal boundary layer: patchy
sporadic turbulence, internal gravity waves, drainage flows, inertial oscillations,
and nocturnal jets” American Meteorology Society

The term - nocturnal boundary layer - is used to address the time evolution
problem of the lowest part of the atmosphere during the night. Under specific
large scale flow conditions, the nocturnal boundary layer turns out to be stable,
leading to the name of Nocturnal Stable Boundary Layer (NSBL). The repre-
sentation of the NSBL in numerical forecasts and climate models is recognized
to be problematic (Cuxart et al., 2006). The complexity arises mainly by the
interactions between the different physical processes present in the NSBL: sub-
sidence, horizontal advection, turbulence, and long wave radiation. Various are
the works carried over one of these processes or interactions between them.
The following research focuses on a possible turbulence production induced by
horizontal heterogeneous conditions in the long wave fluxes. The literature over
these two processes, which had a major impact on the development of the cur-
rent research, is hereby briefly presented.

Turbulence. Basic stable boundary layer theory, which assumes turbulence
to be shear-induced and should apply to the NSBL problem, states that for
Richardson numbers Ri > 0.25 turbulence will be damped. However, under
those conditions, observations show specific humidity transport due to tur-
bulence, close to the surface, and independent of the Richardson number (de
Roode, Bosveld, & Kroon, 2010). Even dropping the assumption that turbulent
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length scale of momentum and heat are the same, assumption that leads to the
existence of said critical Richardson number and holds for neutral and weak
stratified boundary layers (Zilitinkevich, Elperin, Kleeorin, & Rogachevskii,
2007), turbulence should still be dumped for increasing stratification, and thus
being dependent on the Richardson number.
This contradiction suggests other mechanisms, besides the shear instability, able
to produce turbulence in the NSBL. Possible candidates are the buoyancy waves,
also known as internal gravity waves (IGW). These waves are able to produce
propagating low-magnitude turbulence when small perturbation theory is appli-
cable, or sporadic high-magnitude turbulence, when instability is met (Staquet
& Sommeria, 2002). This becomes problematic in turbulent closure models,
where no inclusion of such processes is made and thus, turbulence is underesti-
mated (Jacobitz, Rogers, & Ferziger, 2005).

Long wave radiation. Focusing on the heat equation, the work of (Sun et al.,
2003), based on night-time observations of the BL, shows that long wave flux di-
vergence and sensible heat flux divergence can have the same contribution in the
said equation. In the work (Naumann, Stevens, Hohenegger, & Mellado, 2017),
a two columns model of a dry convective boundary layer with different cooling
rates, which readily corresponds to horizontal heterogeneous long wave fluxes
conditions, it is shown to develop a circulation. The work of (Hohenegger &
Stevens, 2016) pictures the same circulation when prescribing horizontal hetero-
geneous water vapor concentrations in RCE simulations (Radiative Convective
Equilibrium). These last two pieces of research confirm that long wave radiation
not only influence the heat equation but the momentum equation as well, once
that horizontal heterogeneity is met.

The goal of this research is to show that prescribed horizontal heterogeneous
concentrations of water vapor, through their influence on the long wave radia-
tion balance, may lead to turbulence production, even in stable NSBL free from
large scale forcing. To test this hypothesis, simulations are carried with the help
of DALES (Dutch atmosphere Large Eddy Simulation).

The first section focus is on the physics and the knowledge acquired over the
Nocturnal Stable Boundary Layer (NSBL). The second section describes the
main features of the DALES model. The third section describes the mechanism
able to develop a dynamic and derives a useful quantity to estimate the hori-
zontal heterogeneity of the cooling rates, associated with the long wave fluxes
horizontal heterogeneity. In the fourth section, the conditions imposed on the
simulations are presented. The fifth section is addressed for the results and the
discussion. In the last section, the conclusions are drawn.
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The exact set of governing equations, in the cloud-free case, with no water phase
change and no sources, except the long wave radiative fluxes, is given by:

Dtθ = − 1

ρcp
~∇ · ~RLW (1)

Dtqv = 0 (2)

Dt~u = −θv ~∇Π− gk̂ − 2~Ω× ~u− ν∇2~u (3)

Of this set, [eq.1] is the governing equation of the potential temperature, [eq.2]
is the governing equation of the specific humidity and [eq.3] is the momentum
equation. The reader should be familiar with these equations and with the
terms composing them. If not, the first two equations are treated in [Section
1.1], the third equation is treated in [Section 1.2]. In [Section 1.3] the transport
processes of momentum, heat, and mass are described.

1.1 Scalar fields: θv, θ, qv

Here the virtual potential temperature θv is defined, its governing equation de-
rived, and its spatial distribution in the NSBL described. The virtual potential
temperature represents the connection between the scalar fields and the dy-
namic field ~u, through the first term on the r.h.s. of [eq.3]. Being θv the scalar
field ruling the dynamic, it is one of the most important NSBL variables.

Definition

The virtual potential temperature is defined as:

θv ≡ Tv
(
Pref
P

) R
cp

(4)

where Tv is the virtual temperature [K], P is the air parcel’s pressure [Pa], Pref
is a reference pressure, taken here as the pressure at the surface, R is the gas
constant for dry air (= 287.05 J kg−1 K−1), and cp is the thermal capacity at
constant pressure for dry air (= 1005 J kg−1 K−1).

The virtual temperature, which follows from the gas law and Dalton’s law in-
cluding water vapor, in the cloud-free case, and with no phase change, is defined
as:

Tv ≡ T
1 + q/γ

1 + q
(5)

where T is the air parcel temperature [K], q is the water vapor concentration in
the air parcel [kg kg−1] and γ = 0.622 is the ratio between the molecular weight
of water vapor and the molecular weight of dry air.
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Due to the fact that in Earth’s atmosphere water vapor concentrations above
0.01 kg kg−1 are rarely observed, [eq.5] can be expanded around q ≈ 0 intro-
ducing an error O(10−3K):

Tv ≈ T (1 + εq) (6)

with ε ≡ (1−γ)/γ = 0.608. Once that the specific humidity qv, units [kg kg−1],
is used instead of the water vapor concentration q, [eq.6] is exact.

By means of [eq.6], the virtual potential temperature introduced in [eq.4] can
be written as:

θv = T

(
Pref
P

) R
cp

(1 + εqv) = θ(1 + εqv) (7)

where the definition of potential temperature was used. From now on [eq.7] is
addressed, instead of [eq.4], whenever the computation of the virtual potential
temperature is required.
From [eq.7], it’s clear that the virtual potential temperature is weakly dependent
on qv and strongly dependent on θ. In the limit, qv → 0, potential temperature
and virtual potential temperature coincide. Under this light, θv is an estimate
of the air parcel’s specific entropy, as it was θ in the case free from water vapor.
Being the density of an air parcel inversely proportional to its entropy, a positive
gradient of θv corresponds to a negative gradient of ρ.

Governing equations

The governing equation of θv is derived from the governing equations of θ and qv.
After the application of the Reynolds decomposition, [eq.1] and [eq.2] become:

Dtθ = − 1

ρcp
~∇ · ~RLW − ∂iu′iθ′ (8)

Dtqv = −∂iu′iq′v (9)

where the l.h.s. of the equations are the material derivatives of the two scalar
fields. On the r.h.s., the over-lined terms are the statistical description of the
turbulent fluxes, expressed using the Einstein notation. Different parametriza-
tions could be applied to these turbulent terms, to quantify the unresolved
turbulence (e.g. as it is done in large scale models, where the computational
power does not allow high resolution). In [Section 2.2], the parametrization
adopted by DALES is shown and explained, even if the starting equations are
not Reynolds-decomposed but scale-filtered. In [eq.8], ~RLW is the long wave
fluxes field. The long wave radiative fluxes are the ones present in the night
time and when their divergence is positive, energy is transported away from the
air parcel, marking a decrease in its temperature.
Expanding the divergence, the following can be written:
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~∇ · ~RLW = ∂xRLWx + ∂yRLWy + ∂zRLW z ≈ ∂zRLW z

where the last passage is based on two considerations. 1) The radiative im-
balance is stronger in the vertical direction (RLW z >> RLWx and RLWy). 2)
The long wave fluxes are dependent on θ and qv, thus their divergence is also
dependent on the gradient of these two scalars. Due to the observed vertical
anisotropy of the scalar fields, the horizontal divergence of the long wave fluxes
is negligible compared to the vertical divergence, and the total divergence is
dropped in favor of the latter one.

The governing equation of the virtual potential temperature, using [eq.7], is
then given by:

Dtθv = (Dtθ)(1 + εqv) + θε(Dtqv) (10)

Vertical anisotropy

The NSBL presents a major feature in the spatial distribution of θv. The absence
of short wave radiative fluxes and the positive vertical transport of energy by
means of the long wave radiative fluxes allow the formation, under dynamic
circumstances imposed by the large scale flow, of a positive vertical gradient
∂zθv > 0, driven by the strong cooling of the ground surface.
The positive vertical stratification of the virtual potential temperature leads
to inequality over the vertical profiles of qv and θ which must be met when a
boundary layer is stable:

∂zθv = ∂zθ(1 + εqv) + εθ∂zqv > 0

⇒ ∂zqv > −
(1 + εqv)

εθ
∂zθ (11)

According to [eq.11], ∂zθ can be negative and still have ∂zθv > 0. However,
the required positive vertical stratification of qv would be so large that at the
NSBL’s top, the values of water vapor concentration will exceed the one ob-
served in Earth’s atmosphere. In the NSBL, ∂zθ is positive, while the profiles of
water vapor concentration fall into fulfilling [eq.11]; both ∂zqv > 0 and ∂zqv < 0
profiles are allowed, but the latter are way more common.

Before it was said that θv is inversely proportional to ρ. Thus, the requirement
∂zθv > 0 leads to ∂zρ < 0. Intuitively, increasing the vertical stratification of
θv increases the stability of the system. This is shown in the next part.

1.2 Dynamic field

In this part, from the equation of motion, it is shown how the positive vertical
stratification of θv plays a crucial role in the dynamic, ensuring a certain stabil-
ity. After describing said stability, the mechanisms able to perturb it, readily
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the advective instability and the shear instability, are explained.

Equation of motion

With the use of the Boussinesq approximation in the vertical momentum equa-
tion, the traditional Coriolis approximation, and the Reynolds decomposition
applied, the momentum equation [eq.3] can be written as:

Horiz.

{
Dtu− fv = −θv∂xΠ− ∂iu′iu′ + ν∇2u

Dtv + fu = −θv∂yΠ− ∂iu′iv′ + ν∇2v
(12)

Dtw = −θv∂zΠ +
g

θv
(θv − θv)− ∂iu′iw′ + ν∇2w (13)

where Dt is the material derivative, u, v and w are the components of the
resolved flow velocity, f is the Coriolis parameter, equal to 2Ω sinφ, g is the
gravity acceleration, θv is the horizontal mean of θv at the height considered.
The last term of each equation represents molecular diffusion, the over-lined
terms represent turbulent fluxes of momentum through the Reynolds decompo-
sition, and Π is the Exner function.

Internal Gravity Waves

According to [eq.13], if an air parcel acquires a virtual potential temperature
different than the mean of its level, it acquires a vertical velocity as well. In
this case, it is said that the air parcel has acquired a buoyancy because it tends
to be displaced by the surrounding air parcels. For a vertically stratified fluid
∂zθv > 0 initially at rest, the dynamic of the small perturbations, which follows
from [eq.13], is stable, leading to the name of stable boundary layer.
In order to show this, consider an air parcel, at rest at time t = 0 in a motionless
stable boundary layer ∂zθv > 0, with virtual potential temperature equal to the
mean value of its level, θparcel = θv. At time t = t′, the air parcel is lifted of
δz to a level characterized by a horizontal mean virtual potential temperature
θv + ∂zθvδz. The increment δz should be taken small enough for the perturba-
tion to be considered small, however, there’s no strict and unique condition on
that. Substituting the parcel’s virtual potential temperature, conserved under
adiabatic conditions, the background virtual potential temperature of the new
level and expressing the vertical velocity as ∂tδz, [eq.13] becomes:

∂ttδz = −g∂zθv
θv

δz (14)

which is the differential equation of the harmonic oscillator with frequency:

ω = ±

√
g∂zθv

θv
= ±N (15)
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called Brunt-Vaisala frequency. In a vertical stratified layer, initially at rest, a
parcel, if vertically displaced from its initial position, oscillates around its level
of rest, a level defined by having the same virtual potential temperature (slab
horizontal mean value) as the air parcel itself. This kind of dynamic, which
affects stably stratified fluids, is known by the name of internal gravity waves
(IGWs). The Brunt-Vaisala frequency is a good estimate of the NSBL’s stratifi-
cation because it’s inversely proportional to the characteristic time of its natural
oscillations.

In deriving [eq.14] and [eq.15], only a vertical displacement of the parcel was
taken into account. By linearizing all the momentum equations around ~u = 0
and assuming an unbound solution in the form ekxx+kyy+kzz−iωt, the frequency
of the IGWs becomes:

ω = N

√
k2x + k2y

k2x + k2y + k2z
+ f

√
k2z

k2x + k2y + k2z
= N cos(α) + f sin(α) (16)

where α is the angle between the IGW’s propagating vector ~k and the horizontal
plane. When the wave propagates horizontally, α = 0, [eq.15] is found back.
When the wave propagates vertically, α = π/2, the displacement is horizontal
and the parcel does not feel any buoyancy. Still, it is subjected to inertia
oscillations.
Through N >> f , a condition found in strong stratified layers as the NSBL,
the frequencies allowed for the small perturbations are then, from [eq.16]:

f2 < ω2 < N2
max (17)

Once that the boundary condition w|z=0 = 0 is imposed, the linearized equa-

tions become a eigenvalue problem with vertical modes, w ∝ W(z)ekxx+kyy−iωt

andW(z) = sin kzz. However, the spectrum of kz is not discrete but continuous,
because only one boundary condition is applied.

What was said so far holds in the small perturbation theory. A condition for
small perturbation can be cast in the dynamic variables as:

U/ω << 2π/
√
k2x + k2y (18)

which corresponds to ask the horizontal displacement caused by the wave to be
smaller than the horizontal wavelength. Using [eq.16] and neglecting the inertial
part, this condition becomes:

U <<
2πN√

k2x + k2y + k2z

≤ 2πN

ki
= λiN (19)

where λi is the wavelength in the xi direction. When this condition is not ful-
filled, the wave may break and become unstable. This is known as advective

8



instability. Note that only the horizontal part of the wave’s displacement is
taken into account because a vertical displacement preserves the stratification.
Readily, horizontally propagating IGWs over a flat surface are stable.

Shear flow

The most recognized physical mechanism able to break the stratification of the
NSBL is the shear of the flow, as observed in the work (Newsom & Banta, 2003).
This, known as shear produced instability, is way more effective in leading tur-
bulence production, compared with the advection instability cited above. In
[Fig.1] a schematic of such mechanism is pictured.
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Figure 1: Schematic picture of shear-induced instability in a vertical section of
the NSBL. Red arrows (velocities) blue arrows (buoyancy) black dashed lines
(isolines of θv). From left to right: initial stable state, development of the
perturbation, break, and turbulent production. H represents the height of the
NSBL, which can vary from few meters up to several hundred meters. Above
the NSBL, there is the free troposphere. The stratification of virtual potential
temperature is exaggerated, being 1K per level.

As initial condition, w = 0 everywhere and θv is horizontal homogeneous. The
large scale flow shears with height due to the no-slip boundary condition at
the surface. This leads to a vertical stratification of the horizontal velocities.
The kinetic energy may be used to increase the potential energy of the system.
At the end of the process, turbulent mixing has happened, lifting the center of
gravity of the whole system, while the velocities have decreased.
It’s important to highlight that the energy for the mixing is taken from the
kinetic energy, while the arise of the instability is only due to the shear of the
flow. That means that even energetic flows, but with small values of velocity
shear, do not cause mixing in a stratified fluid. On the other hand, low energetic
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flows, with shear high enough to make the perturbation unstable, can mix the
stratified fluid, even if maybe not completely.

The turbulent shear production follows the Kolmogorov cascade: at some length
l = lE the energy can be moved from the KE stratification to the TKE (tur-
bulent kinetic energy). The TKE is then transported below l < lE until lε is
met, the length scale at which dissipation takes place. This is not what happens
for the IGW instability, where turbulence is produced just in the region where
λ = U/N , marking a sporadic production (Staquet & Sommeria, 2002).

The common condition for assuring a stable shearing flow is given by introducing
the Richardson number:

Ri =
N2

(du/dz)2
>

1

4
(20)

where N is the Brunt-Vaisala frequency and u the horizontal velocity (i.e.
u2 = u2 + v2). This condition follows from the parametrization of turbulence
used, in particular from the assumption that the turbulent length scale of mo-
mentum and heat are the same. In the work of (Zilitinkevich et al., 2007), it
was shown that the existence of such critical Richardson number has no sense
once that lTM 6= lTH . In these kinds of schemes, turbulent is usually suppressed
by increasing stratification, but may as well still develop. This can be an ex-
planation for one of the results found in (de Roode et al., 2010), readily the
presence of specific humidity turbulent transport for Ri > 0.25. However, in
the same work, specific humidity turbulent transport seems to be independent
of the Richardson number, while, according to (Zilitinkevich et al., 2007), it can
be present, but it should decrease increasing Ri. In other words, the new insight
over turbulence given by (Zilitinkevich et al., 2007) explains the observation of
turbulence for Ri > 0.25 but does not explain its independence by Ri itself.

1.3 Transport processes

In the time evolution of the NSBL, four mechanisms are recognized to be of pri-
mary importance: subsidence, horizontal advection, turbulence, and long wave
radiation.

Subsidence

Above the BL, the free troposphere is present. It extends from H, the height
of the BL, up to ≈ 10 km. This part of the atmosphere is dominated by large
scale flow, which can induce subsidence. In presence of a high pressure system
in the free troposphere, the horizontal divergence is positive in the BL: cold air
is laterally advected and warmer air takes its place while the height of the BL
changes (it can increase or decrease, depending on the surface temperature).
Subsidence plays a key role in the formation of the NSBL, being positively cor-
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related with its stratification (Carlson & Stull, 1986).

Horizontal advection

Due to the high stability of the vertical displacements (i.e. given the vertical
anisotropy, small adiabatic vertical displacements are bound to be local), the
horizontal dynamic is preferred in stable layers. This is a result of the IWGs ac-
tivity. A stably stratified fluid, once perturbed, tends to adjust with horizontal
transport of the scalar quantities. Convergence and divergence patterns, which
match the vertical gradient of the vertical velocity in the continuity equation,
arise. Even in the work of (Hohenegger & Stevens, 2016) and of (Naumann et al.,
2017), horizontal heterogeneity in cooling rates induces a balancing circulation,
which shows high values of horizontal velocity (1 m s−1) and vertical velocity
2 ∼ 3 orders smaller. The possibility of horizontal circulations in stratified fluids
induced by IGWs was observed for the first time in (Kataoka & Akylas, 2015)
and high-lines how IWGs can have a much more important role in the energy
budget than thought.

Turbulence

Turbulence is suppressed during the night-time by the formation of the NSBL
itself (Ohya, Neff, & Meroney, 1997). However, as it was said, it can develop
following an instability and become again of relevance in the transport of scalar
and dynamic quantities (Koop & Browand, 1979). Indeed, it is known that
during the night, turbulent heat flux divergence can have the same contribution
on the heat budget as the radiative long wave flux divergence (André & Mahrt,
1982). So far, the only mechanism widely recognized to lead turbulence pro-
duction in the NSBL is the shear of the flow. However, it is largely documented
(Staquet & Sommeria, 2002) by numerical simulations, lab experiments, and
observations, that also internal gravity waves can produce instability and con-
sequentially turbulence, even if they do not follow the Kolmogorov cascade.

Long wave radiation

In the NSBL, the net long wave radiative fluxes (i.e. the sum of the downwards
and upwards long wave fluxes) are positive, because the surface is losing energy,
transporting it to the free troposphere above. Moreover, the net long wave
radiative fluxes increase with height, since the peak of radiation imbalance is
found at the top of the NSBL, where the free troposphere is in contact with
the colder air of the NSBL. Being the long wave radiative fluxes monotonically
increasing with height, their divergence is positive and according to [eq.1] the
potential temperature in the NSBL decreases.

A basic model of long wave radiation transport based on Kirchoff’s absorption
and emission law can be written as:
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LWup(z) = LWup(z − dz)e−
∫ z
z−dz cuρσAdz (21)

LWdown(z) = LWdown(z + dz)e−
∫ z+dz
z

cdρσAdz (22)

where LWup are the upward positive fluxes, LWdown are the downward negative
fluxes. Then ρ is the air parcel density, function of θv, thus weakly qv-dependent
and mostly θ-dependent. The absorber σA, in this research, corresponds to qv.
Finally, cu and cd are the absorption coefficients for upward and downward
radiation.
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2 DALES model

In this section, the numerical scheme implemented in DALES (Dutch Atmo-
sphere Large Eddy Simulation) is briefly explained. The simulation resolves the
equation of motion and the equation of the scalar fields down to defined scales,
constrained by the mesh-size. Below such scales, a SFS-TKE equation (subfil-
ter scale turbulent kinetic energy equation) is implemented. A parametrization
of the turbulent fluxes as well as a parametrization of the long wave radiation
transfer can then close the NSBL problem.

2.1 Scalar and momentum equations

The scalar and momentum equations, assuming the Boussinesq approximation,
applying the LES filter and neglecting molecular transport1, is given by (Heus
et al., 2010):

∂ϕ̃

∂t
= −∂ũjϕ̃

∂xj
−
Ruj ,ϕ

∂xj
+ Sϕ (23)

∂ũi
∂t

= −∂ũiũj
∂xj

− ∂π

∂xi
+

g

θv|0
θ̃vδi3 + Fi −

∂τij
∂xj

(24)

∂ũi
∂xi

= 0 (25)

where the tildes denote the filtered mean variables. Of this set, [eq.23] is the
scalar equation, [eq.24] is the momentum equation and [eq.25] is the continuity
equation, introduced assuming incompressibility.

S.E. Scalar Equation [eq.23]

The first term in the r.h.s. represents advection by the mean flow.
The second term in the r.h.s. represents turbulent transport through the diver-
gence of the subfilter-scale (SFS) scalar fluxes, defined as:

Ruj ,ϕ ≡ ũiϕ− ũiϕ̃ (26)

The SFS scalar fluxes need a parametrization computed from the filtered mean
variables. This will be done in the subsection reserved for the SFS-TKE equa-
tion. The third term in the r.h.s. represents the scalar sources.
For the water vapor concentration, the source is set to zero:

Sqv = 0 (27)

1Molecular diffusion is not implemented in DALES. The subfilter diffusion scheme, which
is implemented, represents subgrid diffusion due to subgrid turbulence. For the goal of this
thesis, diffusion should not play a role in the transport of the scalar and dynamic fields,
neither as molecular diffusion neither as subgrid turbulence diffusion. This because molecular
diffusion should be negligible compared with turbulence transport and subgrid turbulence
diffusion should be negligible compared with the resolved turbulence, given the choices made.
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preventing evaporation and condensation events which can release latent heat
and lead to vertical motions. Such vertical motions would be induced by phase
change and not by long wave radiation horizontal heterogeneity. Ruled by the
dew point temperature, such events occur in the real NSBL but are not allowed
in this work exactly to fulfill the goal of the thesis and indeed were ruled out
starting from the definition of virtual temperature given in [eq.5].
For the potential temperature, the source consists of the vertical divergence of
the long wave radiative fluxes, thus:

Sθ = − 1

ρcp

∂LW (~x)

∂z
(28)

M.E. Momentum Equation [eq.24]

The first term in the r.h.s. represents advection by the mean flow.
The second term in the r.h.s. represents the gradient of the pressure, inclusive
of the reduced pressure and the trace of the asinotropic SFS-stress tensor τij ,
which will be defined later. The pressure is then given by:

π =
P̃

ρ
+
∑
i

τii (29)

The third term in the r.h.s. represents gravity, with θv|0 being the surface virtual
potential temperature and θv the virtual potential temperature of the air parcel.
The fourth term in the r.h.s. represents the external forcing terms. In the chase
of interest, the only external force allowed is the Coriolis one, thus:

Fi = FCORi = −2εijkΩj ũk (30)

The last term is the divergence of the asinotropic SFS-stress tensor, defined as:

τij ≡ ũiuj − ũiũj −
2

3
δije (31)

The SFS-stress tensor, as well as the SFS scalar fluxes presented in the S.E.,
need a parametrization, given in [Section 2.2].

C.E. Continuity Equation [eq.25]

The continuity equation, which corresponds to the incompressibility assumption,
can be recast by mean of the momentum equation into a prognostic Poisson
equation for the pressure π:

∂2π

∂x2i
=

∂

∂xi

(
−∂uiuj

∂xj
+

g

θv|0
θvδi3 + Fi −

∂τij
∂xj

)
(32)

The Poisson equation is solved by applying a Fast Fourier Transform in the
horizontal directions followed by solving a linear system in the z-direction.
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2.2 SFS-TKE equation and parametrization

The subfilter scale model (SFS model) consists of subtracting from the full equa-
tions of motion the solution of the filtered mean variables and then, introducing
a new variable, casting a new equation. The new variable is the residual turbu-
lent kinetic energy, called subfilter scale turbulent kinetic energy (SFS-TKE),
and defined by:

e ≡
∑

i=1,2,3

1

2
(ũiui − ũiũi) (33)

and the governing equation for e is found to be:

∂e

∂t
= −∂uie

∂xi
− τij

∂uj
∂xi

+
g

θv|0
Rw,θv −

∂Rui,e
∂xi

− 1

ρ0

∂Rui,P
∂xi

− ε (34)

In the r.h.s. of the SFS-TKE equation, the first term is advection of TKE by
the mean flow, the second term is shear production due to the shear-instability,
the third term is buoyancy production, the fourth term is TKE transport due
to turbulence itself, the fifth term is TKE production by pressure fluctuation,
the last term is dissipation due to molecular viscosity.

In order to close the SFS-TKE equation in function of the mean filtered vari-
ables, a parametrization of τij , Rw,θv , Rui,e, Rui,P and ε is needed, as well as a
definition of the constants used inside these parametrizations. The parametriza-
tions used in the DALES are the following:

II term : τij = −Km(∂jui + ∂iuj)

III term : Rw,θv = −KH∂zθv

IV-V term : ∂i(Rui,e +Rui,P /ρ0) = −∂i(2Km∂ie)

VI term : ε = Cεe
3/2/λ

whereKm andKH are the momentum turbulent diffusion and the heat turbulent
diffusion. The parameters are then calculated from the following set:

α Cf Cε1 Cε2 Ch1
Ch2

CN

1.5 2.5 0.19 0.5 1 2 0.76

according to the following equations:
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∆ = (∆x∆y∆z)1/3

λ = min(∆, CNe
1/2/N)

Cm = (Cf/2π)(3α/2)−3/2

Km = Cmλe
1/2

Ch = (Ch1
+ Ch2

λ/∆)Cm

KH = Chλe
1/2

Cε = Cε1 + Cε2λ/∆

With these choices, the SFS-TKE equation is closed in:

∂e1/2

∂t
= −ui

∂e1/2

∂xi
+

1

2e1/2

[
Km

(
∂ui
∂xj

+
∂uj
∂xi

)
∂uj
xi
−KH

g

θ0

∂θv
∂z

]
+

+
∂

∂xi

(
2Km

∂e1/2

∂xi

)
−cεe

2λ
(35)

The buoyancy term tends to suppress turbulence, being ∂zθv > 0. This is
exactly the reason why a decrease in the turbulent kinetic energy is expected
(if computed through the parametrization), while increasing the stratification
of the system.

2.3 Radiative scheme

In the simulations carried, a full radiation scheme was applied. The full radiation
scheme implemented in DALES follows from (Fu & Liou, 1992).

2.4 Nudging terms

In DALES the simulated domain spans from z = 0 to z = H. The real physical
domain, however, merges into the free troposphere continuously. As conse-
quence, the upper part of the simulated domain is affected by the reflection of
wave patterns, a reflection that is not observed in the real case NSBL.
In order to overcome such problem, a nudging field NF (~x) is introduced for each
variable of the problem F ∈ (θ, qv, ~v) and a nudging term is introduced in each
governing equation. The nudging fields are equal to the variables fields at time
t = 0. The governing equations are then equal to:

DtF (~x, t) = ...− F (~x, t)−NF (~x)

T (z)
NF (~x) = F (~x, 0) (36)

where F represents the variable, DtF (~x, t) = ... the corresponding governing
equation (M.E. or S.E.) and the nudging term is given by the difference between
the variable’s values at time t and its initial value, divided by the characteristic
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time T (z). The nudging term tends to restore the initial field of the variable and
the magnitude of this tendency is ruled by 1/T (z). In the simulations carried,
T (z) is prescribed to be 1010s for each level in the domain, except for the highest
ten levels, where its value, after a rapid drop, reaches 10s. With such a vertical
profile of T(z), the nudging terms are negligible in the bulk of the domain and
are dominant in the upper boundary. The top of the NSBL is nudged towards
the motionless case, ensuring the dynamic of the bulk to be free from unrealistic
reflections.
Reflections usually affect only the upper half of the NSBL so that an eventually
dynamic in the lower half cannot be ascribed to them. This can be shown in
simulations free from nudging terms, with prescribed heterogeneous qv in the
lowest half of the domain. However, the introduction of nudging terms erases a
possible interaction between the upper dynamic and the lower one, representing
a more than a valid choice.

It should be pointed out that including non-physical terms in the governing
equations has erased a possible dynamic induced by wave reflection at the top,
but has made the upper 1/3 of the domain non-physical. In this work, the
perturbations are prescribed only in the lower half of the domain, where results
can be trusted.

2.5 General remarks

In [Fig.2] a flow chart of the DALES modules is presented. Among them, the
following should not be of relevance:

1. Subgrid diffusion: equal to the diffusion due to the subgrid turbulence.
The conditions on the simulations are taken for the resolved turbulence to
be one order over the subgrid turbulence. Thus, subgrid diffusion should
be negligible compared with the resolved diffusion due to the resolved
turbulent fluxes.

2. Large scale forcing: ignored in this study because the simulations are
initialized as large scale forcing free.

3. Micro-physics: responsible for clouds and liquid water formation, thus can
be ignored.

4. Chemistry: can be ignored because there are no other compounds that
can react with the water vapor.

A remark has to be done concerning the boundary conditions: the horizontal
boundaries are periodic, while the vertical direction is bounded between a fixed
surface and a nudging cap. Moreover, DALES makes use of the Arakawa C-grid:
pressure and scalars fields are calculated at the cell-center, the three velocity
components on the face of the cell. The level of the cell center is called full level,
the level where w is computed half level.
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Figure 2: Flow chart of DALES modules, credits to (Heus et al., 2010).
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3 Mechanism description

This section shows a mechanism that is recognized to being able to sustain
a shallow circulation in the NSBL, even if it is initialized motionless and free
from large-scale forcing. Credits for the discovery of such circulation go to
(Hohenegger & Stevens, 2016) and for a bulk model of it to (Naumann et al.,
2017).

Variables interaction

θv

qv

LW

eq.7

Velocity

θ

Radiation balance

Flux divergence

Advection

eq.3

eq.28

eq.21 eq.22

Turbulent Fluxes

Figure 3: Schematic picture of the interactions among the variables, for a noc-
turnal stable boundary layer. The red arrows describe the interactions in the
motionless state. The black arrows, together with the red ones, describe the
interactions once that dynamic develops. The dotted arrows represent a lack of
dependency: θv is determined mainly by θ, the long wave balance is determined
mainly by qv. Advection and turbulent fluxes affect both the scalars and the
dynamic fields.

In [Fig.3], a schematic view of the interactions among the variables is given.
Each arrow represents a governing equation, a single term of an equation, or a
definition, among the ones presented in [Section 1].

• The spatial distribution of the scalar fields qv and θ determines the long
wave radiation balance of the NSBL [eq.21]&[eq.22].

• The vertical divergence of the long wave fluxes is a source in the θ gov-
erning equation [eq.28].
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• The scalar fields of qv and θ, through the definition of θv [eq.7] and the
momentum equation [eq.3], affect the velocities.

• Advection and turbulent transport redistribute the scalar fields, as well as
the dynamic ones. Advection can be distinguished from turbulence by a
time window mean where the mean flow corresponds to advection and the
fluctuations of the velocity field with respect to the mean to turbulence.

• Turbulence can be divided into low magnitude turbulence, responsible for
fluctuations of the velocity field and unable to destroy the vertical θv strat-
ification, and high magnitude turbulence, driven by buoyancy following a
local break of the vertical θv stratification. The stratification break is a
sign of instability.

It’s clear that if qv(~x) = qv(z) and θ(~x) = θ(z), then θv(~x) = θv(z) and
LW (~x) = LW (z) follow. Under horizontal homogeneous conditions, the long
wave radiative cooling rates are horizontal homogeneous and, in the dynamic
equation, the term (θv − θv) is zero for all times and all points in space. The
NSBL evolves decreasing its temperature, but a dynamic does not develop.

Horizontal heterogeneous conditions

Once horizontal heterogeneous water vapor concentrations are applied, the long
wave radiation will be horizontal heterogeneous as well. As result, in the hor-
izontal plane, there will be areas characterized by stronger cooling rates and
areas characterized by weaker cooling rates. The radiative imbalance results in
torque in the vertical plane, which should lead to a dynamic and thus at least
to low magnitude turbulence. To show this, let’s consider a motionless NSBL
with horizontal isoline of virtual potential temperature at t = 0 (∂x,yθv = 0)
and with horizontal heterogeneity in the long wave fluxes divergence. How to
initialize such NSBL is a topic of [Section 4]. Being close to the motionless case
allows substituting the material derivative Dt with ∂t. The governing equations
of θv and w are then, from [eq.10] and [eq.13]:

∂tθv = ∂tθ(1 + εqv) = − 1

ρcp
∂zLW (1 + εqv) = f(~x)

∂tw =
g

θv
(θv − θv)

Deriving the vertical momentum equation for connecting the two:

∂t∂tw =
g

θv
(∂tθv − ∂tθv)−

g

θv
2 (θv − θv)∂tθv

The last term can be neglected, due to (θv − θv)/θv << 1. The commutative
properties of the partial derivative and the horizontal mean allows writing:

∂t∂tw =
g

θv
(f(~x)− f(~x))
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After integrating alongside the horizontal direction:

∂t

∫ x

0

∂twdx =

∫ x

0

g

θv
(f(~x)− f(~x))dx (37)

The l.h.s. of [eq.37] represents the time derivative of the vertical torque in
vertical plane xz. The r.h.s. represents the horizontal heterogeneity of the long
wave fluxes divergence in the x direction. Given an area of stronger cooling
(f(~x) < f(~x) < 0) the system’s respond is to decrease the vertical torque.
In [eq.37] the r.h.s. seems a perfect candidate to estimate the horizontal het-
erogeneity of the long wave flux divergence, being in connection with the time
derivative of the vertical torque. However, being the torque a pseudovector, it
is better to estimate the heterogeneity as:

HH =

∫ L

0

dx

∫ L

0

dy

∫ H

0

g

θv
|f(~x)− f(~x)|dz (38)

Increasing the horizontal heterogeneity it is expected an increase of the energy
in the system, being the energy development positive correlated with the verti-
cal torque and the torque positive correlated with the horizontal heterogeneity
defined here.

Shallow circulation: L ≈ 100 km

Once horizontal heterogeneous concentrations of water vapor are imposed, a
shallow circulation can be sustained in the NSBL with H ≈ 600 m and L ≈
100 km. The qv horizontal heterogeneous spatial distribution affects the long
wave radiation fluxes divergence and the horizontal heterogeneous conditions
needed for the torque mechanism are met.
In the article (Hohenegger & Stevens, 2016), the circulation is shown to develop
in convective boundary layers (i.e. ∂zθv ≈ 0). Then, in the article (Naumann et
al., 2017), a two columns model with different cooling rates is used to sustain a
similar circulation.

The main differences between the cited researches and the current one are the
following:

1. This study investigates a stable boundary layer and not a convective
boundary layer.

2. This study does not prescribe different cooling rates, but different water
vapor concentrations. In other words, the dynamic has a feedback on the
scalar fields and thus on the distribution of the cooling rates.

3. The goal of this study is not the circulation by itself, but the turbulent
production.
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Resolving turbulence: L ≈ 100m

In the NSBL, turbulence develops on the scale of meters. Thus, to resolve
turbulence and keep the integration time feasible, the horizontal domain size
has to decrease compared with the works of (Hohenegger & Stevens, 2016) and
(Naumann et al., 2017). In particular, willing to keep the number of grid points
below two hundred in the horizontal direction, the new horizontal scale of the
problem cannot exceed 500 m. This is an important difference with the works
cited because it means a drastic increase in the aspect ratio of the problem and,
by consequence, a different solution.
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4 Conditions on the simulations

Hereby, the conditions imposed on the simulations are described and explained.
These conditions follow from the goal of the thesis, which is showing that tur-
bulence in the NSBL is possible even when the shear of the flow is considerably
small compared with the stratification (Ri >> 1). The arise of turbulence
is then achieved solely through horizontal heterogeneous water vapor concen-
trations. Horizontal heterogeneous water vapor concentrations are imposed at
t = 0. The section is divided into three parts.

1. The first part treats general conditions imposed on the simulations, as the
domain size and the initial velocity field.

2. The second part treats the conditions imposed on the amplitude of the
water vapor perturbation.

3. The third part discusses the choice of the spatial distribution of the water
vapor perturbation.

4.1 General conditions

Simulation size
The domain has horizontal size L = 300 m and vertical size H = 318.75 m,
resulting in an aspect ratio close to one. A total number of grid points equal
to 128 × 128 × 128 is used. The resulting resolution is 2.34m × 2.34m × 2.5m.
With this grid size, turbulence is mainly resolved. The total integration time
of the simulations is 5 h and the single integration time step is 60s. Such an
integration time step should be able to resolve IGWs, given the stratifications
used in the simulations.

Dynamic field
The velocity field inside the NSBL, as well as any large scale dynamic, is ini-
tialized as ~v|t=0 = 0 ∀~x ∈ D. The motionless case and the absence of large
scale forcing ensure the production of turbulence to not be due to a preexisting
dynamic, neither forced by the state of the atmosphere. Ultimately, turbulence
is produced by shear or advective instability, but the dynamic or the conditions
responsible for that have to develop alongside the simulation and not being
imposed.
The Coriolis force is present and the latitude at which the simulations are car-
ried is φ = 65◦. However, even if the effects of the Coriolis force are visible
with the right analysis, they have a minor impact on the simulations and are
not relevant for the turbulent production, especially considering the horizontal
domain size used in the simulations.

Free troposphere radiation
Using a full radiation scheme, values of temperature and specific humidity (or
other absorbers) are needed even above the NSBL. These values are responsible

23



for the radiation balance above the NSBL, which has a feedback on the radiation
balance of the NSBL. A file is provided to DALES with the temperature and
specific humidity values at fixed pressure levels, from the surface up to the top of
the atmosphere. While the values of temperature and specific humidity are taken
as constant in the pressure levels belonging to the stratosphere (P < 300hPa
⇒ T = 200 K, qv = 0.0 kg kg−1), in the pressure levels belonging to the
troposphere a vertical profile has to be imposed. For the temperature, it was
chosen a linearly decreasing profile, from the value imposed at the NSBL’s top
to the value of 200 K imposed at the bottom of the stratosphere. For the
specific humidity, an exponential decreasing profile was chosen, matching the
values of specific humidity imposed at the NSBL’s top and at the bottom of the
stratosphere.

4.2 Prescribed water vapor concentration

In the simulations carried, horizontal heterogeneous specific humidity values are
prescribed at t = 0. Then, the system is allowed to evolve without further con-
ditions, except for the nudging terms described in [Section 2.4].

Scalar fields : θv, θ, qv

At t = 0 the domain has to be IGWs free (i.e. the virtual potential tempera-
ture should not present anomalies in the horizontal plane, with respect to its
horizontal mean). Having a small anomaly of virtual potential temperature at
the initial state should not be a problem, due to the stability of the system
(the solutions are locally bounded if the anomaly is small). However, it’s not
trivial to choose how small the anomaly of θv should be to fall in the definition
of small perturbation. To bypass such a problem, the domain is initialized as
IGWs free, which corresponds to ask horizontal homogeneity in the virtual po-
tential temperature field: θv(~x)|t=0 = θv(z). On the other hand, the qv scalar
field at t = 0 must be horizontal heterogeneous, which is in contradiction with
the requirement of a horizontal homogeneous field of θv, except if a horizontal
heterogeneous field of θ is introduced as well, to compensate the qv heterogeneity.

The simplest way to proceed is using horizontal homogeneous background fields:

qB = c+ qB(z) θB = θsurf + θB(z)

⇒ θv(z) = θB(1 + εqB) (39)

with ∂zθv(z) > 0. In this work, ∂zθB = c1 > 0 is firstly selected, representative
of the vertical homogeneous stratification. The horizontal homogeneous back-
ground field θB is then computed by up-integrating the surface temperature.
The profile qB is computed similarly, selecting ∂zqB = c2 which fulfills [eq.11].
Then, θv = θv(z) is computed and ∂zθv(z) > 0 is guaranteed.
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Over the horizontal homogeneous background fields, horizontal heterogeneity is
introduced as a perturbation in the scalar fields of qv and θ. The two pertur-
bations efface each other, composing the background horizontal homogeneous
field θv(z), IGWs free at t = 0:

[θB + θ′f1(~x)][1 + ε(qB + q′vf1(~x))] = θv(z) = θB(1 + εqB) (40)

where θB + θ′f1(~x) is the initial potential temperature field, qB + q′vf1(~x) is
the initial water vapor field, θ′ and q′v are the magnitudes of the heterogeneous
perturbations and f1(~x) is the shape of the perturbations. Of course, the shape
of the qv perturbation and the shape of the θ perturbation has to be the same,
and they are discussed later.

Solving [eq.40], the relation between the amplitude of the qv perturbation and
the amplitude of the θ perturbation, relation which guarantees θv(z) at t = 0,
is found:

θ′p = − εθB
1 + ε[qB + q′vf1(~x)]

q′v (41)

Once that a heterogeneous field of qv is prescribed, the corresponding heteroge-
neous field of θ, which ensures ∂x,yθv = 0, is calculated, and those fields repre-
sent the initial conditions imposed on the scalar fields. In [Fig 4] are pictured
the initial conditions for the three fields in the case of a sine perturbation acting
on two levels. Due to the horizontal periodic boundary conditions implemented
in DALES, the perturbation at x = 0 has to coincide with the perturbation at
x = L. The same applies to the meridional direction.

0

z

x

qv[g/kg] θ[K] θv[K]

293K

294K

295K

296K

297K

298K298K

297K

296K + θ′

295K + θ′

294K

293K1.0

1.1

1.2+q′v

1.3+q′v

1.4

1.5

H

Free Atm Free Atm Free Atm

Figure 4: Schematic picture of the initial, prescribed, scalar fields. The back-
ground fields are dotted lines, the total fields are continuous lines. The initial
background field of θv always coincides with the initial total field, ensuring
IGWs free conditions at t = 0. The values of the vertical gradients are only for
explanatory purposes.
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It’s important to point out that the easing effect of the perturbations q′vf1(~x)
and θ′f1(~x) on each other is just under the dynamical point of view. Being the
radiative equations, readily the long wave fluxes and their vertical divergence,
differently dependent on θ and qv, the effect on the cooling rates is not eased
at all. At time t = t′ the long wave flux divergence has modified θ(~x), but not
qv(~x), moving θv(z) to θv(~x) and allowing dynamic development.

4.3 Perturbation shape

The perturbation shape f1(~x) in [eq.40] and [eq.41] can be written as f1(~x) =
L(x, y)H(Z). As horizontal shape, a Gaussian function was chosen:

L(x, y) = e−
(x−L/2)2+(y−L/2)2

σ2 (42)

This function respects the open horizontal boundaries conditions. The hor-
izontal heterogeneity is introduced in both the x and y direction, to have a
three-dimensional problem and not a two dimensional one. This request follows
from the work of (Kataoka & Akylas, 2015); an IGW circulation is possible
only when two horizontal directions are taken into account and when the vari-
ables change alongside both directions. The Gaussian matches this request as
well and put the maximum of the perturbation in the center of the simulation
(x, y) = (L/2, L/2).

For what concerns the vertical structure, several things have to be taken into
account. Firstly, the presence of nudging terms in the upper part of the system
suggests that it’s better to apply the perturbation only in the lower half of
the domain. That said, H(z) has to drop to zero after lv = 60; a vertical
gradient of water vapor concentration is introduced as well. To smooth such
gradient, a capping is applied to the perturbation. Moreover, the perturbation
is attached to the surface. The physical meaning behind this is that horizontal
heterogeneity should be forced from a source at the surface. The vertical profile
of the perturbation is then chosen, following such requests, as:

H(z) = 1 0m < z < 125m

H(z) = (150− z)/25 125m < z < 150m

H(z) = 0 150m < z < H

In [Fig.5], vertical and horizontal sections of the specific humidity field at time
zero are provided. The horizontal extension of the perturbation, quantified by
σ, is taken equal to 150m.

26



Figure 5: In the top, a
vertical section across y =
L/2 of the water vapor
concentration at t = 0. In
the bottom, a horizontal
section across z = 10 m
of the water vapor concen-
tration at t = 0. The ver-
tical capping is a linear de-
crease that matches con-
tinuously the scalar fields
above. The background,
vertical and horizontal ho-
mogeneous field qB was
fixed to 6 g kg−1. The am-
plitude of the perturba-
tion was fixed to 1 g kg−1.
The horizontal extension
of the perturbation, quan-
tified by σ, is fixed to
150 m. Golden isolines
correspond to maximum
values of qv, blue isolines
to minimum values of qv.
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5 Results and discussion

The results are divided into five parts. Each part treats a different aspect of the
problem. In each part, a discussion is provided at the end.

1. The first part focus on the dependencies between the cooling rates vertical
profiles and the horizontal homogeneous background fields θB and qB .
Simulations with initial horizontal homogeneous conditions are carried.
The variables of interest are the surface temperature, the vertical gradient
of the potential temperature, the mean value of the specific humidity, and
the vertical gradient of the specific humidity. Within this part, a first
insight into the problem is given.

2. The second part takes back the definition of horizontal heterogeneity (HH)
given in [eq.38] and computes this quantity in simulations with initial hori-
zontal heterogeneous conditions. Varying the perturbation amplitude and
the background scalar fields, the dependencies of the horizontal hetero-
geneity on these quantities is found. Through these dependencies, the key
variables of the problem are identified, readily the perturbation amplitude
and the virtual potential temperature stratification.

3. The third part pictures the dynamic development, comprehensive of an
induced circulation, of internal gravity waves and a turbulence insurgence
close to the surface, associated with a local break of the stratification. The
time series of the kinetic energy is studied varying the values of stratifi-
cation and perturbation amplitude. The HH time series is computed as
well. A linear correlation analysis is applied between the time derivative
of the kinetic energy and the HH time series, to assess if there’s a relation
at later times (HH is derived from equations holding at t = 0).

4. The fourth part focus on turbulence. Vertical profiles of turbulent fluxes
of virtual potential temperature suggest the presence of two regions. In
the bulk of the NSBL, low magnitude turbulent fluxes can be associated
with internal gravity wave activity under stable conditions. At the sur-
face, high magnitude turbulent fluxes can be associated with a local break
of the stability. Such instability cannot be ascribed to the shear of the
main flow and could be a sign of advective instability or a sign of a bad
implementation of the surface conditions.

5. In the last part, a Fourier analysis is applied over the time series of the
vertical velocity field, to assess the nature of the wave signals. These
are found to be internal gravity waves. Through the associated theory,
an insight into the propagating directions can be drawn. According to
this insight, horizontally propagating IGWs are dominant in the bulk of
the system, while slanted propagating IGWs are dominant at the surface,
below z = 50m. This may be the reason behind the surface instability.
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5.1 The variability of the cooling rates vertical profiles on
the horizontal homogeneous background scalar fields

In this set of simulations, the amplitude of the perturbation is set to zero. The
goal is to understand the variability of the cooling rates vertical profiles varying
the background horizontal homogeneous scalar fields of potential temperature
θB and specific humidity qB .

Specific humidity background field : qB = c+ qB(z) .

The controlling variables on the background horizontal homogeneous scalar field
qB are the mean value c and the vertical gradient ∂zqB(z). The latter is chosen
for simplicity to be constant. The mean value c, in a Netherlands-like climate,
can span between 2 g kg−1 up to 10 g kg−1. With a surface temperature of
Tsurf = 293 K and a surface pressure of Psurf = 1 atm, this range corresponds
to relative humidity values between 10% and 70%. Above such range, conden-
sation events occur, forbidden by the goal of this work. The vertical gradient
of the specific humidity, as shown in [eq.11], can either be positive or negative,
without affecting the stability of the system. Negative values are however more
observed.

/

Figure 6: [Left] Cooling rates vertical profiles for different values of c and
∂zqB(z). [Right] Vertical profiles of qB . The same color and line type are
representative of the same simulation. In this set of simulations, θ|z=0 = 293 K
and ∂zθB = 4 · 10−3 K m−1 were chosen.

In [Fig.6], cooling rates vertical profiles are confronted for different mean values
and different vertical gradient signs of the specific humidity background field
qB (negative gradient = −4 · 10−4 g kg−1m−1, neutral gradient = 0 g kg−1m−1

and positive gradient = 4 · 10−4 g kg−1m−1). [1] Simulations with higher val-
ues of mean specific humidity c present smaller cooling rates2. [2] The vertical

2Here it is for the best to fix some notation. Considering the cooling rates as negative,
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shape of the cooling rates vertical profiles does not depend strongly on c (i.e.
increasing the mean specific humidity content of the system, the vertical profile
of the cooling rates is shifted to the left, but its profile is preserved). [3] The
magnitude of the cooling rates is close to being linearly dependent on c. [4] A
positive/negative vertical gradient of the specific humidity leads to higher/lower
cooling rates in the NSBL. [5] The vertical gradient of the specific humidity can
have the same influence, on the vertical cooling rates profiles, as the mean value
of the specific humidity c. For instance, below z = 50m, the cooling rates
associated with the dashed red line and the cooling rates associated with the
continuous green line, are close to being equal. [6] The same specific humidity
vertical gradient loses its influence on the vertical cooling rates profiles increas-
ing the mean value c: the cooling rates vertical profiles in the chase c = 8 g kg−1

are almost unaffected by the variation of the vertical gradient of specific humid-
ity.

The last point can be due to the difference in specific humidity between the
NSBL top and the NSBL surface, a difference which becomes more and more
negligible compared to c, if the vertical gradient of specific humidity is fixed.
To show this is the case, the vertical gradients of specific humidity have to be
correlated with the mean values of specific humidity.

In [Fig.7], cooling rates vertical profiles are confronted for different mean values
and different vertical gradients of the background specific humidity field. The
values of the specific humidity vertical gradient are now negative and corre-
lated with the specific humidity mean values, marking respectively a 10%, 5%
and 2.5% deficit of water vapor content at the system’s top compared to the
system’s surface. [7] Once that the specific humidity vertical gradients are cor-
related with the specific humidity mean values, the dependencies of the cooling
rates vertical profiles on the specific humidity vertical gradients are again similar
for different c. [8] The difference in the cooling rates vertical profiles, between
the cases ∂zqB = 0 and ∂zqB = −χc, where χ is the deficit constant, increases
for increasing c.

Potential temperature background field : θB = θsurf + θB(z) .

The potential temperature background field is taken to be function of the sur-
face temperature and the vertical stratification. In [Fig.8] the dependencies
of the cooling rates vertical profiles on these two variables is given in the
range Tsurf = [283 K, 288 K, 293 K] and ∂zθB(z) = [4 · 10−3 K m−1, 8 ·
10−3 K m−1, 12 · 10−3 K m−1]. [9] The cooling rates vertical profiles are sim-
ilar for different surface temperatures. [10] The cooling rates magnitude looks
linearly dependent on the surface temperature. [11] Increasing/decreasing the
stratification leads to a surface increase/decrease of the cooling rates and a

when talking about higher cooling rates or cooling rates increase, it is meant a decrease of
their absolute magnitude.
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Figure 7: [Left] Cooling rates vertical profiles for different values of c and
∂zqB(z). [Right] Vertical profiles of qB . The vertical gradients of specific humid-
ity are now correlated with the mean values of specific humidity. The dashed
lines are representative of a 10% deficit, dotted lines of a 5% deficit, contin-
uous lines of a 2.5% deficit of the specific humidity value at the top of the
NSBL compared with the surface. The same color and line type are represen-
tative of the same simulation. In this set of simulations θ|z=0 = 293 K and
∂zθB = 4 · 10−3 K m−1 were chosen.

decrease/increase of them at the NSBL top. [12] The influence of different
stratifications on the cooling rates vertical profiles is similar for different surface
temperature. [13] Increasing the stratification above 8·10−3 K m−1, the typical
NSBL cooling rates vertical profile, which presents a peak of cooling at certain
height, is lost.

Discussion

- Through [1], smaller cooling rates are expected in the area where the positive
perturbation q′v > 0 is at its peak (x0, y0 = L/2, L/2). Air parcels in this column
should present downward motion.
- Results [2][3] suggest the problem to be independent from the choice of c.
Indeed, it’s the horizontal difference of the cooling rates which rules the dynamic
development, and not the mean cooling rate. If the differences in the cooling
rates between the column where qv = c and the column where qv = c + q′v,
varying c, are independent by the choice of c (3) and if this holds in the levels
where the perturbation is defined (2), then the horizontal heterogeneity of the
cooling rates should be independent by c.
- For what concerns the vertical gradient of the background specific humidity
field, result [4] clarifies the capping properties of the absorber on the system.
Long wave radiation divergence increases, increasing the water vapor content,
and thus it is maximum at the top of the domain if a positive vertical gradient
of specific humidity is present. As result, also the downward long wave fluxes
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Figure 8: [Left] Cooling rates vertical profiles for different values of θsurf and
∂zθB(z). [Right] Vertical profiles of θB . The same color and line type are
representative of the same simulation. In this set of simulations, c = 4 g kg−1

and ∂zqB(z) = −1.6 · 10−3 g kg−1 m−1 were chosen.

increase, marking an increase in the cooling rates below the capping.
- The perturbation described in [Section 4.3] introduces a negative vertical gradi-
ent on the water vapor content (the capping between z = 100m and z = 125m).
In other words, the perturbation marks a decrease of the cooling rates, in both
the aspects of water vapor content and water vapor vertical gradient, according
to [4]. Result [5] shows that this contribution can have the same influence on
the cooling rates as q′v.
- The perturbation was defined as q′vf(~x) where f is the unitary function (i.e.
max(f) = 1) with a Gaussian horizontal distribution, a homogeneous vertical
distribution and a vertical capping between z = 100m and z = 125m. Thus,
fixed the perturbation amplitude q′v also the vertical gradient of the perturbation
is fixed (i.e. q′v∂zf(~x)). Both q′v > 0 and q′v∂zf(~x) < 0 tend to decrease
the cooling rates of the perturbed column. Even if the first contribution (the
contribution given by q′v > 0) is independent by the choice of c [2-3], the second
contribution (the one given by q′v∂zf(~x)) decreases its influence increasing c,
according to [6]. For this reason, a decrease of the cooling rates horizontal
heterogeneity is expected increasing c, once that q′v > 0 is introduced.
- While confronting different background vertical gradients of specific humidity,
result [7] suggests it is better to correlate them with the mean values of specific
humidity.
- Even so, [8] shows there’s still a certain variability connected with the vertical
gradient of the background specific humidity field.

- Results [9][10] are similar to what was seen in [2][3] and the same conclusion
can be drawn: the horizontal heterogeneity of the cooling rates should not be
strongly dependent on the surface temperature. The explanation for the increase
of the cooling rates, decreasing the surface temperature, resides in the positive
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long wave transport of energy between the NSBL and the free troposphere,
transport that is ruled by the difference in energy between these two systems:
if the NSBL is colder than less energy is emitted and the cooling rates increase.
- Increasing the stratification of potential temperature, at fixed surface temper-
ature, means increasing the energy in the upper part of the domain. For this
reason, the long wave fluxes divergence will increase there, transporting energy
to the free troposphere as well as downward. The downward part is responsible
for the increase of the cooling rates in the lower part [11]. The inversion (i.e.
the height at which the cooling rates are unaffected by the stratification vari-
ations) occurs roughly at half the domain’s height because a constant vertical
gradient of potential temperature is prescribed.
- Result [12] suggests that the horizontal heterogeneity should not depend at
all on the potential temperature field.
- Due to [13] the window of variation for the stratification will be, from now
on, ∂zθB ∈ [2 · 10−3 K m−1 : 8 · 10−3 K m−1].

The horizontal heterogeneity of the cooling rates is dependent on all the variables
treated here (close to linear does not mean linear). However, with the results
shown so far, the dependencies of the horizontal heterogeneity of the cooling
rates on θB , compared with the dependencies of the horizontal heterogeneity of
the cooling rates on qB , should be negligible, at least in the ranges shown. In
the next section, this will be checked.

5.2 The variability of HH against the horizontal homoge-
neous background scalar fields and the perturbation
amplitude

The variable introduced in [eq.38] can be used to quantify the horizontal het-
erogeneity of the cooling rates. This variable will be addressed as HH. Firstly,
it should be understood under which parameters HH is most dependent, among
the following: the background field qB , the background field θB and the pertur-
bation amplitude q′v. Some insight into these dependencies was already drawn
in the previous section. Here, for securing this knowledge, simulations with
initial horizontal heterogeneous conditions are carried varying the background
scalar fields and the perturbation amplitude. The HH of different simulations,
computed at t = 0, is then confronted to understand which variables most affect
the horizontal heterogeneity of the cooling rates. The variables which have a
minor impact on HH will not be varied in the full simulations spanning five
hours.
This section is divided into three parts, where HH is confronted varying qB ,
θB , and q′v. The hope is for variables like Tsurf to be of secondary influence on
the horizontal heterogeneity of the cooling rates, as it seems from [Section 5.1].
Being the horizontal heterogeneity triggered by q′v > 0, it is most likely that
this will be the stronger dependency. However, it is important to quantify the
variation of HH while varying the background fields as well.
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Specific humidity background field : qB = c+ qB(z)

In [Fig.9] the HH’s dependencies on the specific humidity background field are
shown. [1] Comparing the top and bottom figure, ≈ 10% of the horizontal
heterogeneity is found above the levels where the perturbation q′v is applied.
[2] The horizontal heterogeneity decreases for increasing c. [3] The range of
variability of HH, varying c and ∂zqB , decreases increasing c.

Potential temperature background field : θ = θsurf + θB(z)

In [Fig.10] the HH’s dependencies on the potential temperature background field
are shown. [4] The variability of HH in the range Tsurf ∈ [288 K, 293 K, 298 K]
and ∂zθB ∈ [2 mK m−1, 4 mK m−1, 6 mK m−1, 8 mK m−1] is smaller that
the one computed varying the background field of specific humidity.

Water vapor perturbation amplitude : q′v

In [Fig.11] the dependencies of HH on q′v and on ∂zθB are shown. [5] Con-
fronting [Fig.9], [Fig.10] and [Fig.11], it can be concluded that the horizontal
heterogeneity of the cooling rates is mainly function of the perturbation3 ampli-
tude. [6] The HH is linearly dependent on the perturbation amplitude. [7] The
variability of HH connected to the potential temperature stratification increases
for increasing perturbation amplitude.

Discussion

- The water vapor perturbation, even if confined in z ∈ [0, 125m], modifies the
vertical profiles of the cooling rates for z > 125m. However, the horizontal
heterogeneity of the cooling rates found above the perturbation is negligible
compared with the one found in the perturbation [1]. Dynamic development
triggered by horizontal heterogeneous cooling rates should be present both in
z < 125m and z > 125m, but in the latter region, the forcing (i.e. the horizontal
heterogeneity of the cooling rates) is one order smaller.
- The HH’s increase for decreasing water vapor mean-content, high-lined in [2],
is probably due to the negative vertical gradient of specific humidity introduced
with the perturbation and function of the perturbation amplitude. As said in
[Section 5.1], the negative vertical gradient of the specific humidity perturbation
has a positive feedback on the horizontal heterogeneity of the cooling rates.
However, the feedback decreases, increasing the mean specific humidity value,
explaining the decrease of HH for increasing mean specific humidity values.
- Due to [3], it is convenient to run simulations in the range c ∈ [4 : 8]g kg−1.
In this range, the variability of HH, and thus the variability of the forcing, is

3There are two perturbations, one in the specific humidity field and one in the potential
temperature field. However they are bond by a relation which guarantees ∂x,yθv = 0 at t = 0,
and thus it can be addressed as one perturbation.
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(a) Integrating up to 125m

(b) Integrating up to 318.75m

Figure 9: HH’s dependencies on c and ∂zqB . On the horizontal axis HH, on the
vertical axis c. Different colors represent different water vapor vertical gradients
(∂zqB), correlated with the mean values and marking a −20%, −10%, 0%,
+10%, +20% difference between the specific humidity values at the top and
at the surface. On top, HH was computed integrating up to the top of the
perturbation. Below, HH was computed integrating up to the top of the domain.
In all simulations, θsurf = 293 K, ∂zθB = 4 mK m−1 and q′v = 0.5 g kg−1.
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Figure 10: HH’s dependencies on Tsurf and ∂zθB . On the horizontal axis HH, on
the vertical axis Tsurf . Different colors represent different potential temperature
vertical gradients (∂zθB). In all simulations, c = 6 g kg−1, ∂zqB = −2.4 ·
10−3 g kg−1 m−1 and q′v = 0.5 g kg−1.

smaller.

- Result [4] follows form the similarity between the cooling rates vertical pro-
files shown in [Section 5.1] when Tsurf and ∂zθB are varied. The same level of
similarity was not found while confronting cooling rates vertical profiles vary-
ing qB . This suggests that the potential temperature field plays a secondary
role in deciding the horizontal heterogeneity of the cooling rates. Simulation
varying Tsurf can be dropped. Indeed the response of the dynamic should not
be dependent on the surface temperature and the surface temperature does not
play a considerable role in deciding the horizontal heterogeneity of the cooling
rates (i.e. it does not play a role either in the forcing, either in the dynamic
response). On the other hand, ∂zθB does not affect considerably HH but has a
great influence on the dynamic response of the system. Thus, simulation vary-
ing ∂zθB will be kept.

- Result [5] confirms that the insight over the problem given in [Section 5.1]
was correct. The horizontal heterogeneity is mainly dependent on the pertur-
bation amplitude and the other fields play a secondary role. For controlling the
horizontal heterogeneity of the cooling rates, varying q′v should be enough, and
the other contributions can be neglected.
- Result [6] follows from the linear dependence of the cooling rates on c, pictured

36



Figure 11: HH’s dependencies on q′v and ∂zθB . On the horizontal axis HH, on
the vertical axis q′v. Different colors represent different potential temperature
vertical gradients (∂zθB). In all simulations, c = 6 g kg−1, ∂zqB = −2.4 ·
10−3 g kg−1 m−1 and Tsurf = 293K.

in [Section 5.1].
- Result [7] suggests to keep the amplitude of the perturbation below 1 g kg−1.
Higher perturbation amplitudes result in a higher variability connected with the
potential temperature stratification and are even more unrealistic4.

Collecting the results seen so far, it can be concluded that the horizontal hetero-
geneity of the cooling rates is decided mainly by the amplitude of the perturba-
tion q′v. On the other hand, it is known that the dynamic development is strongly
affected by the vertical stratification of potential temperature. Thus, the main
parameters against which the dynamic development should be studied are q′v
and ∂zθv. The other parameters can be taken as constants: θsurf = 293 K,
c = 4 g kg−1, ∂zqB = −1.6 · 10−3 g kg−1 m−1.

5.3 Dynamic and energy development

In this section, the time evolution of simulations with horizontal heterogeneous
specific humidity values is described and confronted by varying the key param-
eters. As result of [Section 5.2], the key parameters are q′v and ∂zθB . The first

4An amplitude of q′v = 0.5 g kg−1 in the specific humidity field is connected with an
amplitude of θ′ = 0.1 K in the potential temperature field. The relation between the two
amplitudes can be taken as linear.
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one affects the horizontal heterogeneity of the cooling rates (i.e. the forcing),
the second one affects the dynamic response.
This section is divided into two parts. In the first part, a picture of the dy-
namic development is provided, showing the main circulation, IGWs patterns,
and high variability of the velocity field at the surface. Then, in the second
part, the time evolution of the total kinetic energy in the system is computed
and confronted for different values of q′v and different values of ∂zθB . The time
evolution of the variable HH is computed as well. Two important questions
will be answered: how the kinetic energy development is dependent on q′v and
∂zθB and if the variable introduced in [eq.38] is indeed correlated with the time
derivative of the kinetic energy.

Dynamic evolution

In order to give a picture of the dynamic evolution, explanatory results of a
simulation are shown. The initial conditions on the simulation are the follow-
ings: Tsurf = 293 K, ∂zθB = 4 mK m−1, c = 4 g kg−1, ∂zqB = −1.6 ·
10−3 g kg−1 m−1 and q′v = 0.5 g kg−1.
The dynamic evolution shows the formation of the main circulation, the in-
surgence of wave-like signals, which reassemble internal gravity waves, and the
presence, after t ≈ 30min, of high variability of the velocity field at the surface,
associated with a local break of the stratification. To separate the different
processes, a reanalysis is needed.

1. To picture the main circulation at time t = t, a time mean in the window
[t − 15min : t + 15min] is applied. Such a time window can rule out the
high variability of the velocity field at the surface (T < 5min) as well as the
majority of the IGWs allowed in the system. Horizontally propagating IGWs
have a characteristic period of T = 2πN−1 ≈ 10min, leaving out from the time
mean waves propagating with an angle α > 60◦. Such an approach does not
take into account the variability of the main circulation, which is increasing
its magnitude in time. However, the shape of the main circulation should be
preserved. In [Fig.12] a picture of the lower part of the main circulation is given.

2. To picture the IGW dynamic at time t = t, a time mean in the window
[t−5min : t+5min] is applied and then is de-trended from the main circulation
subtracting the latter. Such a time window should rule out the high variability
at the surface (T < 5min) and preserve the variability connected to some IGWs
(the ones with larger period). Of course, such a reanalysis is not able to give
a reliable picture of the IGWs and it is used only for explanatory purposes.
A better understanding of the wave activity can be given through turbulence
reanalysis [Section 5.4] or the Fourier transform of the velocity field [Section
5.5]. In [Fig.13] an explanatory picture of the IGWs dynamic is given.

3. The surface velocity field’s high variability, induced by local breaks of the
vertical stratification, overtakes, at t ≈ 30min, the visibility of the main circu-
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Figure 12: Reanalysis of
the velocity field. Verti-
cal section across y = L/2
showing the lower half of
the mean circulation. Col-
ors represent divergence in
the vertical plane, defined
as ∂xu + ∂zw. The max-
imum vertical velocity is
almost half of the maxi-
mum horizontal velocity.

Figure 13: Reanalysis of
the velocity field. Verti-
cal section across y = L/2
showing the lower half of
the IGW dynamics. Col-
ors represent divergence in
the vertical plane, defined
as ∂xu + ∂zw. The maxi-
mum vertical and horizon-
tal velocities are equals.

lation, and the visibility of the IGWs there (even if the time-means are applied).
The high variability makes it impossible to picture these two processes (at least
close to the surface) and is the reason why the picture of the main circulation
and the wave-like signals is taken at t = 20min. The surface velocity field’s
high variability is described in the corresponding section [Section 5.4].

Energy evolution

The following table assets the conditions on the simulations carried. The other,
fixed, background conditions are c = 4 g kg−1, ∂zqB = −1.6 g kg−1 m−1 and
Tsurf = 293 K; these should play a secondary role in the dynamic evolution.

∂zθB
4 mK m−1 8 mK m−1

q′v
0.5 g kg−1 S1 S2
1.0 g kg−1 S3 S4

Table 1: The four simulations differ for the stratification and the amplitude of
the specific humidity perturbation.
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We divided the study of the kinetic energy development in three regions: surface
kinetic energy development (z ∈ [0m : 25m]), bulk kinetic energy development
(z ∈ [25m : 125m]) and other kinetic energy development (z ∈ [125m : 250m]).
The reasons for the separation are two: the high variability and magnitude
of the velocity field at the surface after t ≈ 30min, the vertical extension of
the perturbation. To obtain the energies of the three regions, kinetic energy is
computed in each grid-cell KEijk = 1

2 (u2ijk + v2ijk + w2
ijk), where [i,j,k] is the

grid-point, and then mean in the levels between the heights selected. Thus, it
represents the mean kinetic energy per unit of mass and grid-cell.

In [Fig.14] the kinetic energy development in the three regions is shown for the
whole integration time. [1] From the kinetic energy magnitudes found in the
three regions, it’s clear that the most energetic is the one close to the surface, at
least for t > 1h. [2] Around this time, a sudden increase of the kinetic energy is
seen. [3] The surface kinetic energy is the first to increase, followed by the bulk
kinetic energy and later by the kinetic energy found above the perturbation. [4]
The sudden increase in the kinetic energy seems to happen earlier if the pertur-
bation magnitude is increased (green and cyan lines). [5] The magnitude of the
kinetic energy at the latest times looks independent from the initial conditions.

Figure 14: Kinetic energy development per unit of mass and grid-cell in the three
regions and for the whole integration time. Energies of 10−2 J are associated
with a velocity magnitude of 0.1 m s−1.

To assess the knowledge on the initial kinetic energy development, which is
several orders smaller compared with the latest one, [Fig.15] shows the same
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results of [Fig.14] but in the first half-hour of the simulations. [6] The magni-
tude of the kinetic energy at the surface and in the bulk are almost the same
with the bulk kinetic energy being slightly higher. The kinetic energy of the
upper part is one-fourth of the kinetic energy found below. [7] At the earliest
times, stratification suppresses dynamic development; simulations under higher
stratification conditions present lower levels of kinetic energy. [8] Increasing
the stratification increases the frequency of the kinetic energy variations. [9]
Doubling the perturbation amplitude increases the kinetic energy of one order.

Lastly, the time series of HH is correlated with the time derivative of the kinetic
energy in the three regions and in the first hour, to see if the variable HH is in-
deed correlated with the time derivative of the kinetic energy, as it seems from its
definition. The correlation parameters are shown in [Fig.16]. [10] The correla-
tion parameters between ∂tKE(t) and H(t) are always significant at the surface.
[11] The correlation parameters between ∂tKE(t) and H(t) show no correlation
in the region above the perturbation. [12] The correlation parameters between
∂tKE(t) and H(t), in the bulk, are non-significant in the low-stratification sim-
ulations (S1-S3) and are significant in the high-stratification simulations (S2-S4).

Discussion

Main circulation. The main circulation behaves as expected: in the center of
the domain, where the perturbation is at its peak, the air parcels sink due to
the stronger cooling rates acting on them. The shape of the circulation is the
same as pictured in (Naumann et al., 2017) and (Hohenegger & Stevens, 2016):
a main flow at the surface and a returning flow at the top of the perturbation
(H = 125m, not shown in [Fig.12]). However, the discrepancy in the velocity
magnitudes, between our work and the ones cited above, is considerable (three
orders). This can be due to different reasons:

• Integration time. In the work of (Naumann et al., 2017) a flow velocity
of 1 m s−1 is found after 2 days of integration when the equilibrium state
is reached. The existence of an equilibrium state follows from prescribing
cooling rates. This work prescribes water vapor concentrations, which are
advected by the dynamic and lose their horizontal heterogeneity (i.e. the
equilibrium state is the motionless one). For t > 20 min, the magnitude
of the velocities increases, but the insurgence of the surface velocity field’s
high variability makes it impossible to picture the main circulation below
50m. In (Naumann et al., 2017) such velocity field high variability is not
found because it’s a two columns model that does not implement turbu-
lence. In (Hohenegger & Stevens, 2016) the velocity field high variability
is not found for the large grid size used (≈ 7 km).

• Domain size. The torque mechanism increases its effectiveness by increas-
ing the horizontal scale of the problem. In the work of (Hohenegger &
Stevens, 2016) the horizontal scale is 200 km. In (Naumann et al., 2017)

41



Figure 15: Kinetic energy development in the first half-hour. The different
magnitudes of the kinetic energy per unit of mass and grid-cell required two
plots. In the upper plot the KE development is confronted for two different
stratifications and q′v = 0.5 g kg−1. In the lower plot the KE development is
confronted for two different stratifications and q′v = 1.0 g kg−1.

the distance between the two columns is 100 km. Thus, the difference in
the horizontal extension between this work and the ones cited is of three
orders.

• Cooling rates. The difference in the cooling rates between the two columns
in the work of (Naumann et al., 2017) is 1 K hour−1. In the current
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Figure 16: Correlation parameters between HH(t) and ∂tKE(t) for different
simulations and different regions. The time series used for the correlation anal-
ysis span the first hour. The correlations parameters are the non-diagonal el-
ements of the covariance matrix computed through the function numpy.cov()
implemented in the python libraries. Time series with correlation parameters
between the two red lines are considered not correlated.

work, the horizontal variation of the cooling rates is three order smaller
[Section 5.1]. However, the horizontal extension of the domain is three
orders smaller as well, as said in the previous point. Thus, the horizontal
heterogeneity of the cooling rates should be in the same order, meaning
that this point and the previous one should be the least suspected reasons
for the discrepancy.

• Stratification. Both (Hohenegger & Stevens, 2016) and (Naumann et al.,
2017) did not prescribe a stratified layer, but a convective one. The equi-
librium height of an air parcel subjected to a stronger cooling rate, com-
pared with the surroundings, in a convective BL is z = 0, in a SBL is
z = z. The energy input given by the horizontal heterogeneous cooling
rates can’t lead directly to KE development but first has to work against
the potential energy stored in the vertical stratification of the virtual po-
tential temperature.

Concerning the divergence pattern of the main circulation, it is found to be
significant at the surface. While sinking, the air parcels in the central area,
where the perturbation is at its peak, converge between z = 5m and z = 15m.
As result, the air is laterally advected in this region. To mark is the horizontal
structure of the divergence field, which follows from the horizontal structure
of the mean circulation (i.e. in the downward branch of the main circulation,
between x = 100m and x = 200m, the divergence field is almost horizontally
homogeneous. Then, going towards x = 0 and x = L, it disappears following
the vertical velocity disappearing). Moreover, wave-like signals are still present
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in the vertical divergence field, probably due to the IGWs which were not ruled
out by the time mean (α > 70◦).

IGW dynamic. Internal gravity waves are present in the simulations because the
boundary layer is initialized as stable. Moreover, the grid size and the time res-
olution allow to resolve them. Considering the velocity field and the divergence
field shown in [Fig.13], several features can be noticed: the velocity magnitude
of the IGWs is one order smaller than the velocity magnitude of the main cir-
culation, but the magnitude of the vertical divergence is the same. The pattern
of the vertical divergence field below z = 30m suggests the presence of slanted
IGWs there. The pattern seems to repeat itself in the horizontal direction, as it
is expected from waves. An IGW, once that time is fixed, is characterized by its
propagating vector ~k, and even if the phase is dependent on the position, if the
horizontal wavelength is smaller than the domain size, the pattern will repeat
in the horizontal direction and fill the whole length.

Energy evolution. The dynamic evolution of the system can be divided into two
parts. In the first one, dynamic development follows the known theories of stable
boundary layers: stratification suppresses kinetic energy [7]. The variability of
the kinetic energy in the first half-hour suggests the dynamic be at least partially
IGW induced, being the frequency proportional to the stratification [8]. Internal
gravity waves are produced by the horizontal heterogeneity of the cooling rates,
which were found to be relevant only inside the perturbation (z < 125m). This
explains why the magnitude of the kinetic energy is smaller in the region above
the perturbation [6]; as we said 10% of the total HH is found in the upper
part of the domain, thus, the kinetic energy found in the upper region is either
produced by this low HH or is a result of upward propagating waves generated in
the perturbation. In both cases, the upper part should present smaller values of
kinetic energy compared with the lower part. Confronting the magnitude of the
surface kinetic energy with the bulk kinetic energy, still, in the first half-hour,
the two of them are similar, because HH is almost the same for all levels where
the perturbation is prescribed. However, the non-slip conditions at the surface
mark a little deficit of kinetic energy at the surface compared with the bulk
of the simulation [6]. Concerning the perturbation amplitude, result [9] shows
that there’s no linear relation between q′v and the kinetic energy development,
even if a positive correlation exists (i.e. doubling the perturbation amplitude,
the kinetic energy development does not double, but it increases of one order).
After t ≈ 1h, the kinetic energy increases considerably everywhere. The increase
seems to be triggered from the surface because the kinetic energy there is the
first to rise, followed by the bulk kinetic energy and the kinetic energy above
the perturbation [3]. The rapid insurgence [2] suggests an instability behind it.
If instability is present and is the reason for the rise of the kinetic energies, the
fact that the surface kinetic energy is the first to arise suggests the instability
to develop there. This may explain [1]: once that the instability is met, bound
solutions are not possible anymore and the velocities increase of several orders
at the surface. Indeed, the TKE, defined as 1

2 〈u
′u′〉+ 1

2 〈v
′v′〉+ 1

2 〈w
′w′〉 is found
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to be, at the surface, on the same order of the KE at the surface, meaning that
the surface kinetic energy is for the most part turbulent kinetic energy. The
instability seems to be connected with the perturbation amplitude [4], but the
kinetic energies at later times are independent by the initial parameters [5] and
for that, no explanation is provided. If energy is extracted from the vertical
stratification following an instability, then it should be expected the kinetic
energy at later times to be higher in the simulations with higher stratification
values. On the other hand, stratification (still present in the bulk after the
instability at the surface develops) suppresses vertical motion, putting these two
tendencies in contraposition. However, it is hard to believe the two tendencies
to efface each other, and thus no explanation is provided for the kinetic energy’s
independence on the initial parameters, for later times.
Since the total kinetic energy found in the system is close to being equal to the
kinetic energy found at the surface (the other regions have a smaller contribu-
tion), [10] confirms the existence of a relationship between the variable HH and
the time derivative of the total kinetic energy of the system. The kinetic energy
above the perturbation is not triggered by the horizontal heterogeneity of the
cooling rates, as [11] shows, or at least not directly (maybe ∂tKEother(t + t′)
and HH(t) are correlated for some t′ > 0 which will be the characteristic time
for a vertical energy propagating process to reach the region z > 125m). The
time derivative of the kinetic energy in the bulk is correlated with HH(t) only
for high stratified layers [12] and for this, no explanation is provided. In gen-
eral, [Fig.16] suggests that the energy input due to the horizontal heterogeneity
of the cooling rates ends up triggering motion at the surface.

5.4 Turbulence development

Turbulent vertical fluxes of virtual potential temperature quantify the vertical
transport of θv by means of vertical velocity fluctuations. In the DALES model,
two different turbulent vertical fluxes of θv can be identified. The first turbulent
vertical fluxes of virtual potential temperature are an analysis of the resolved
vertical velocity field and the resolved field θv, using the Reynolds decomposi-
tion and identified by 〈w′θ′v〉. These turbulent vertical fluxes of virtual potential
temperature detect IGWs if the resolution is high enough, as this work asks.
The second turbulent vertical fluxes of virtual potential temperature are the
SFS-θv vertical fluxes defined in [eq.26] with j = 3 and parametrized in [Section
2.2] as the vertical gradient of the resolved field θv multiplied by −KH . These
sub-grid turbulent vertical fluxes of θv play a major role in [eq.34]. The latter
equation affects then the resolved flow through [eq.31], [eq.29] and [eq.24]. These
sub-grid turbulent vertical fluxes of θv play a major role also in [eq.23], affecting
the resolved field of virtual potential temperature. These two turbulent vertical
fluxes of virtual potential temperature are the only ones treated in this section.
Moreover, they are studied through their horizontal means, provided as output
by DALES. Due to the length of these names, in this section, the name resolved
fluxes will be used when talking about 〈θ′w′〉 and the name sub-grid fluxes will
be used when talking about the SFS-θv vertical fluxes. Their sum will be called
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total fluxes.

The resolution of the simulations (2.34m × 2.34m × 2.5m) should ensure the
sub-grid fluxes to be negligible compared to the resolved fluxes and this is al-
most the case. It is not the case at the surface. This section is divided into
three parts. In the first part, the general picture of the fluxes is given. In the
second part, the insurgence of the instability N2 < 0 is shown. In the third
part, surface fluxes profiles at earlier times are studied. The results shown in
this section are from S1 of [Table1]. The results of the other simulations of
[Table1] are not shown.

Turbulent fluxes: the general picture

(a) Resolved (b) Sub-grid

(c) Total

Figure 17: Time series of the resolved, sub-grid, and total fluxes. The do-
main can be separated into two regions: bulk (z > 25m) characterized by
low magnitude fluxes and surface (z < 25m) characterized by high magnitude
fluxes. The resolved fluxes for z > 25m are positive and negative with ampli-
tude ≈ 10−8 K m s−1. The sub-grid fluxes for z > 25m present a negative
plateau value of ≈ −10−9K m s−1.
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In [Fig.17] is plotted the time series of the resolved, sub-grid, and total fluxes.
[1A] For z > 25m, the resolved fluxes present positive and negative values that
result in patterns. [2A] The patterns in the resolved fluxes penetrate the region
above the perturbation. [3A] The patterns in the resolved fluxes present a pe-
riod larger than the natural period of the system (T = 2π/N = 543s). [4A] The
patterns in the resolved fluxes present different orientations. [5A] For z > 25m,
the sub-grid fluxes are negative. [6A] For z > 25m, the variations of the re-
solved fluxes overcome the negative plateau of the sub-grid fluxes. [7A] At the
surface, all the fluxes increase.

Surface Instability: N2 < 0

Figure 18: Left. Time series of the Brunt-Vaisala frequency (power two) com-
puted across the line (y0, z0) = (150m, 2.5m). Right. Time series of the Richard-
son number computed across the line (y0, z0) = (150m, 2.5m). The red lines
correspond to the first time in which a zero value is found.

To understand the surface fluxes, whose magnitudes suggest to be triggered by
instabilities, the time series of the Brunt-Vaisala frequency (power two) and the
Richardson number are computed across the line (y0, z0) = (150m, 2.5m). The
vertical gradient of the virtual potential temperature (∂zθv) and the vertical
gradient of the horizontal component of the velocity field (∂z(u

2 + v2)) were
calculated with a grid gradient (i.e. taking into account values at one level and
values at one level above). The Richardson number at t = 0 is not definable, be-
ing the domain initialized as shear-free, thus Ri is set to 1 anytime that is found
above such threshold. Results are shown in [Fig.18]. [1B] The power two of
the Brunt-Vaisala frequency, which at t = 0 is homogeneous in the domain and
equal to 1.34 · 10−4 s−2, starts decreasing. [2B] The break (i.e. N2 < 0) is met
at t = 27 min. [3B] The Richardson number stays above 1 up to t = 26 min
and suddenly drops to zero at t = 27 min following N2.

Turbulent fluxes: surface earlier times
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(a) Sub-grid (b) Sub-grid

(c) Resolved

Figure 19: Time series of the sub-grid and resolved fluxes for different levels at
the surface and in the earlier times of the simulation. In (b), level z = 2.5m is
taken out.

To understand the initial vertical structure of the fluxes, not clear in [Fig.17],
[Fig.18] shows the sub-grid and resolved fluxes time evolution in the first half
an hour and for the levels belonging to the surface. [1C] The sub-grid fluxes
at z = 2.5m are dominant. [2C] The sub-grid fluxes at z = 5.0m become pos-
itive at t = 27min. [3C] The resolved fluxes are positive at the surface up to
z = 15.0m. [4C] The resolved fluxes, above z = 15.0m, merge with the patterns
found in [1A].

Discussion

- The patterns marked in [1A] are the result of IGWs activity. The hori-
zontal heterogeneity of the cooling rates is the trigger for the IGWs to develop.
After the initialization, a perturbation θ′v < 0 is induced in the central region,
and θ′v > 0 is induced in the lateral region. The isolines of θv are modified and
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IGWs develop to restore horizontal homogeneous isolines, leading to w′ < 0
where θ′v < 0 and w′ > 0 where θ′v > 0. One, however, can argue that w′ < 0
where θ′v < 0 and w′ > 0 where θ′v > 0 are results of the main circulation,
induced by the cooling rates, and developing after the initialization. He would
not be wrong. The point is that IGWs, once produced, do not couple with
the perturbations induced by the cooling rates. Let’s explain this with math.
If IGWs and horizontal heterogeneous cooling rates are present, they both in-
duce fluctuations in θv and w. The fluctuations induced by the cooling rates
are diabatic, the fluctuations induced by the IGWs are adiabatic5. It can be
written:

〈w′θ′v〉 = 〈(w′CR + w′IGW )(θ′vCR + θ′vIGW )〉 =

= 〈w′CRθ′vCR〉+ 〈w′IWGθ
′
vCR〉+ 〈w′CRθ′vIGW 〉+ 〈w′IGW θ′vIGW 〉

where the index CR refers to the cooling rates fluctuations, the index IGW to
the IGWs fluctuations. Then, assuming the absolute value of w′CR to be equal
to the absolute value of w′IGW , the absolute value of θ′vCR to be equal to the
absolute value of θ′vIWG, condition that follows from the idea that IGWs are
induced by the cooling rates, assuming that the turbulent analysis preserves
the IGWs signal (they have a period larger than 10min) and knowing that the
fluctuations θ′vIWG and w′IWG are out of phase, it can be written:

〈w′θ′v〉 = 〈w′CRθ′vCR〉(1 + sin(ωIt) + cos(ωIt) + sin(ωIt) cos(ωIt))

= 〈w′CRθ′vCR〉(1 +
√

2 sin(ωIt+
π

4
) + sin(ωIt) cos(ωIt))

(43)

where ωI is the frequency of the IWGs, t is time and 〈w′CRθ′vCR〉 > 0 for the rea-
sons given at the beginning. Even if this formula presents many simplifications,
it states that the time series of the resolved fluxes should be an oscillating func-
tion presenting positive and negative values, starting as a sine function at phase
π/4 with a positive value. From [Fig.19-C], this seems the case for z > 15m and
it is up to z = 50m ([4C]). The equation holds at these levels because the cool-
ing rates are close to being vertical homogeneous there. Vertical homogeneous
cooling rates result in the production of only horizontal propagating internal
gravity waves (thus, one frequency). On the other hand, above z > 50m, the
cooling rates present a non-negligible vertical structure that produced slanted
IGWs with a different frequency. In other words, the biggest simplification in
[eq.43] is that the IGWs present just one frequency, while actually, as it is shown
in [Section 5] there are two.

- Results [2A], [3A], and [4A] confirm what was shown in point [1A]. The
penetration of the patterns in the region above the perturbation ([2A]) is ex-
plainable only with a vertical transport of energy because the HH above the

5This is the main difference between the two. The fluctuations induced by the cooling rates
are permanent, energy is extracted from the air parcel that sinks to lower potential energy
levels. The fluctuations induced by IGWs are an exchange between kinetic and potential
energy, preserving the air parcel total energy.
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perturbation was found to be negligible ([Fig.9]). Thus, the energy cannot be
ascribed to the HH above the perturbation but it must be transported from
below. Result [3A] follows from the fact that the frequency of the patterns,
according to [eq.43], is due to IGWs and these cannot have a frequency higher
than the Brunt-Vaisala frequency. Result [4A] shows the presence of slanted
waves, which are generated by the vertical structure of the cooling rates and are
proven to be in [Section 5].

- The sub-grid fluxes for z > 25m are negative ([5A]) because the vertical
stratification is never broken in the bulk, and thus −KH∂zθv is negative for
all times. The resolved fluxes at z > 25m can overcome such negative plateau
([6A]), meaning that the IGWs have the potential to destroy the stratification.
In lower resolution simulations, the IGWs will not be resolved (thus, no oscil-
lations in the resolved fluxes) but it is not known if the positive contribution
of the cooling rates (i.e. 〈w′CRθ′vCR〉 > 0) would still overcome the negative
plateau of the sub-grid fluxes. Most likely yes, and it will be the reason for the
formation of a circulation.

- The break of the stratification cannot be ascribed to the shear-instability
because the Richardson number does not decrease, but suddenly drops to zero
following the Brunt-Vaisala frequency drop, as pointed out in [3B]; for instance,
at t = 25min, the power two Brunt-Vaisala frequency is 5 · 10−5s−2 and the
Richardson number is still above 1, meaning that the vertical shear of the hor-
izontal velocity, also called Prandtl frequency, is ≈ 7 · 10−3s−1 and should not
be to able to break the vertical stratification. Nevertheless the break occurs at
t = 27min, as stated in [2B] and observed even in the sub-grid fluxes ([2C]).

- The process behind the instability may then be the advective instability.
Result [3C] seems to point in this direction. From [eq.43] the combined effect
of the cooling rates and the IGWs can be seen under this light: the horizontal
heterogeneous cooling rates tends to increase 〈w′θ′v〉 towards positive values,
the IWGs counter this tendency reestablishing the stratification (i.e. the IGWs
tend to reestablish the horizontal isolines of θv). For inertia, the counter effect
becomes a positive feedback, leading to the maximum positive peaks. If the
non-linear effects are present, then they occur in the phase where there’s a pos-
itive feedback (i.e. when the wave is deforming the isoline of virtual potential
temperature the most). The reestablishment of the isolines of θv is then not
completed because the wave is partially destroyed. This mechanism, perhaps
happening at the surface, would leave localized θ′v < 0 from the lower levels in
the higher levels, up to z = 15m, and localized θ′v > 0 from the higher levels in
the lower levels, explaining the positive resolved fluxes at these heights ([3C]).
This will be an explanation also for the decrease of stratification seen in [1B].
Given that the air between z = 0m and z = 15m is mixing, the rise of negative
sub-grid fluxes at the surface, which is seen only at z = 2.5m, is a result of the
cold surface at contact with warmer air coming from the upper layers ([1C]-
[7A]).
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- However, another explanation for the last results (results with index B,C
and [7A]), is a mistake in the implementation of the surface conditions. The
resolved fluxes at z = 0 are zero because w = 0 there, while the sub-grid fluxes
at z = 0 are prescribed to be zero. Then, the vertical gradient of the sub-grid
fluxes, which is a source in [eq.23], will be a positive source in the first level,
increasing the temperature there and leading to instabilities. This underlines
the turbulent insurgence to be a result of a mistake, rather than a real process.
Due to lack of time, simulations prescribing negative values of sub-grid fluxes at
the surface were not carried (in particular, from [Fig.19-A], the surface sub-grid
fluxes should be prescribed with value −2.5 · 10−7Kms−1 ).

5.5 Fourier analysis of the wave-like signals

To get a better insight over the wave-like signals observed in the simulations, a
Fast Fourier Transformation (FFT) can be applied over the velocity field. The
FFT can be applied at fixed positions, to find the frequencies explaining the ve-
locity field variations, or at fixed times, to find the wavelengths explaining the
velocity field spatial distribution. However, while the FFT at fixed positions
shows clearly the presence of two major frequencies in the frequency spectrum,
the FFT at fixed times shows no such consistency in the wavelengths spectrum,
and no preferred wavelengths were found. This is a drawback, because through
the wavelengths, the condition for non-linearities to be relevant (a condition
needed for the occurrence of the advective instability), readily [eq.19], could
have been checked.

Frequency spectrum vertical profile

Among the three components of the velocity field, the vertical component was se-
lected for the FFT analysis. This choice was motivated by the vertical anisotropy
of the NSBL. The vertical velocity time series, spanning the first hour and in
the column (x0, y0) = (L/2, L/2), were selected. The focus is on the first hour
because the first instability develops in that time window. The focus is on
the vertical column (x0, y0) = (L/2, L/2) to understand which frequencies are
present at a certain height. Given these 128 time series (one for each vertical
level) a FFT over time is applied to each of them. The two most probable
frequencies found in a level are then selected. In the lowest levels, the high
variability of the velocity field, which follows the instability, leads to frequencies
above the Brunt-Vaisala. For plot reasons, frequencies above the Brunt-Vaisala
are set to zero.

In [Fig.20] are plotted the vertical profiles of the two most probable frequencies
(red most probable, blue second most probable) explaining the time variability
of the velocity vertical component. The simulation analyzed is S1. [1] Zero val-
ues of frequency are found at the surface (z < 25m). [2] In the bulk (z > 25m),
the most probable frequencies are below N and non zero. [3] For z > 75m the
most probable frequency is higher than the second most probable, or they are
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the same. [4] For 25m < z < 75m the most probable frequency is almost ever
smaller than the second most probable.

Figure 20: Vertical profiles of the two most probable frequencies (red most
probable, blue second most probable) found through a FFT of the velocity field
vertical component applied at each point of the column (x0, y0) = (L/2, L/2) in
the first hour of the simulation. The green line corresponds to the Brunt-Vaisala
frequency of the system at t = 0. Results are from S1.

Discussion

- Result [1] follows from the instability found at the surface: the instability
locally breaks the stratification, leading to locally unbounded solutions. As
result, the frequency spectrum loses its coherence at the surface, presenting
amplitudes for all frequencies.
- Result [2] confirms the nature of the wave-like signals. In the bulk of the
simulation (z > 25m) the stratification is never destroyed, thus, short-period
variations of the vertical velocity field are not found. On the other hand, the two
most probable frequencies are found to follow the internal gravity wave theory,
being both below N . The two frequencies can be associated with two IGWs,
propagating at two different angles. Frequencies and propagating directions are
connected through [eq.16], neglecting the inertial contribution: ν1 = N cos(α1)
and ν2 = N cos(α2). The consistency of the frequencies vertical profiles supports
this idea as well because it is not expected a wave to drastically change its
frequency across layers, especially in a system initialized with a homogeneous
stratification. A discontinuity is present only at z = 125m. This height marks
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the end of the imposed perturbation and the discontinuity is most likely to be
attributed to that aspect. Assuming this insight right, the higher frequency can
be associated with more horizontal propagating IGWs, the lower frequency with
more slanted propagating IGWs.
- Results [3] and [4] state that in the upper part of the domain (z > 75m), the
horizontal IGWs are dominant, while in the lower part of the domain (z < 75m),
the slanted waves are dominant. This can be the reason for the surface instability
to rise; slanted waves, breaking at the surface, have the potential to achieve the
condition for non-linearities [eq.19], and thus leading to advective instability.
Indeed, increasing the propagation angle and keeping the amplitude of the wave
constant, the horizontal component of the velocity field associated with the wave
increases (U in the non-linearities criterion). This process could be similar to
horizontally propagating IGWs, induced by large scale conditions, which break
when the land surface tilts. In the current case, the horizontal heterogeneity of
the cooling rates, induced by a perturbation of water vapor with an aspect ratio
close to one, produce slanted IGWs that breaks at the flat surface.

6 Conclusions

The goal of the thesis, showing that turbulence production is possible even in the
shearing stable NSBL, is partially achieved in the DALES model because it can
be a result of a bad implementation of the surface conditions. Out of the results
shown, three hypotheses, explaining the turbulent production, can be advanced.

The first physical hypothesis is that horizontal heterogeneous conditions of spe-
cific humidity not only may sustain a circulation but producing internal gravity
waves, are also able to mechanically destroy the stratification close to the sur-
face and lead to turbulence production. This turbulence, being mechanically
induced and not shear-induced, is independent of the Richardson number. This
conclusion underlines that IGWs, not considered in large scale models, can be
the explanation for the underestimation of turbulence in these models.
The second possible conclusion is for this work to have overestimated the en-
ergies carried by the IGWs. Indeed, the periodic boundary conditions imple-
mented by DALES do not fit the study for propagating energy signals. Waves
should be able to propagate in the horizontal direction and leave the system.
This is not possible in the DALES model, where the dynamic conditions at
x = 0m are set to be equal to the dynamic conditions at x = L. However,
even if this may be true, the first hypothesis will still hold, but for a series of
perturbations rather than a single one.
The third possible conclusion is that the advective instability, which we were
not able to prove, does not take place at all. In this case, the surface instability
is not due to the shear of the flow, neither to the displacement induced by buoy-
ancy waves. Still, the instability and the mixing at the surface are present, and
this underlines another form of instability, different from the shear-instability
and the advective instability. This may also be a result of wrong conditions at

53



the surface.

Future works should firstly implement better conditions at the surface. If the
surface mixing is still observed, the focus should be on resolving the wavelengths
of the wave-like signals, to assess if the criterion for non-linearities is met. This
will erase the possibility for the third conclusion. Secondly, high-resolution in-
field measurements of the specific humidity field should be taken in shearing
stable NSBL presenting turbulent transport. If the horizontal heterogeneity of
the specific humidity field is found to be relevant, then most likely the observed
turbulent transport is due to the first hypothesis also in the real world scenario.
Numerical schemes are deeply flawed by not being the real world, and results
from them should never be trusted over in-field measurements. If these two
points are verified, a new mechanism would have been discovered. Starting from
that, parametrization of IGWs turbulence induced by horizontal heterogeneous
specific humidity values should be the next step to improve the computation of
turbulence in large scale models. A parametrization should be sought connect-
ing the small scale variations of the specific humidity field with larger, resolved,
phenomena. Another parametrization should then be sought connecting the
small scale variations of the specific humidity field with the turbulent produc-
tion at the surface. In this way, from resolved phenomena connected with the
formation of horizontal heterogeneous water concentrations, a better estimate
of turbulence in the NSBL can be given.
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