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Abstract

The Dutch Environmental Assessment Agency (PBL) uses an integrated assessment model (IAM), IM-
AGE, to address a set of global environmental issues and sustainability challenges. IMAGE is unique
compared to other [AMs because of its high spatial resolution for land-based processes. Among others,
IMAGE is used to develop a set of unique scenarios, the Shared Socio-economic pathways (SSPs), to
facilitate the integrated analysis of future climate impacts, vulnerabilities, adaptation, and mitigation.

In order to model temperature change at high resolution, a two-step approach is used. First, global
temperature change is modelled with a reduced complexity climate model, which is scaled down using
Earth System Model (ESM) results in a second step. However, SSPs studied with IMAGE can significantly
deviate from the current downscaling scenarios, particularly in terms of air quality (AQ) and land cover
(LC). This implies that the down-scaled temperature patterns only account for global effects of aerosol
and LU-change effects, while strong local effects of AQ and LC changes are expected.

This study focuses on improving the temperature patterns by implementing temperature corrections
for local AQ and LC effects. For AQ, a source receptor atmospheric chemistry model is used to model
the concentration fields for aerosol components. Future concentrations are subsequently scaled with a set
of controlled experiments and its temperature changes. For LC, aggregated remote sensing data on local
biophysical LC change effects is used.

When the correction models are compared to ESMs in validation experiments, the AQ corrections
produce results which are more or less in line with ESM results. Comparisons with fixed SST ESM
runs show better agreement, with correlation coefficients up to 0.88. For LC, correlation between the
corrections is small at best for some ESMs and absent in most cases.

Applying these methods on the newly developed SSPs, local AQ corrections of 0.5 K and up to 1
K are calculated in South-West, South and East Asia. For LC, the correction magnitudes are smaller
and locally varying and primarily found in South America Africa. Global average temperature is only
marginally affected by the corrections. Applying the temperature corrections in the IMAGE land model
leads to changes in the order of 1% for crop yields and living biomass in China and India.
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1 Introduction

Since the start of the industrial revolution, increasing greenhouse gas emissions from human activities
have led to increased longwave radiation trapping, resulting in unprecedented rapid changes in the climate
on earth. Without drastic action, the impacts and associated damage of climate change will increase over
time, especially in vulnerable countries (Dinar et al., [2006). In addition, mitigation attempts might fail
if tipping points in the climate system are triggered (Hoegh-Guldberg et al., 2018)). As time is running
out, exploring and assessing climate change mitigation scenarios is becoming increasingly important,
especially in the context of international treaties such as the Paris Agreement (Rogelj et al., 2018).

Currently, integrated assessment models, capable of analysing the effects of climate change and policy,
are frequently used to study these problems and relied upon by the Intergovernmental Panel on Climate
Change (IPCC). Although climate change modelling is one of their most important features, current
models lack correct representation of local climate effects from air quality and land cover changes. As
these processes have a large impact on local climate, a correct representation in integrated assessment
models is important and will be the main focus of this study.

1.1 Air quality

Air quality (AQ) is a metric for the contamination of air by tropospheric ozone, particulate matter and a
range of other chemical substances. For this study, particulate matter, i.e. aerosol, is the primary focus as
it strongly affects air quality as well as climate.

In terms of climate, aerosols scatter and absorb radiation and have a direct overall global cooling
effect of -0.45 Wm™2 (-0.95 to 0.05 Wm™2, 5% to 95% confidence range). Additionally, aerosol particles
act as cloud condensation nuclei as they facilitate the condensation of water vapour. The effect of this
interaction is twofold: The increased cloud droplet number results in a higher cloud albedo as more light
is scattered, and clouds have longer lifetimes as it takes longer to rain out (Twomey, (1974). The total
indirect aerosol effect is estimated to have a global radiative forcing of -0.45 Wm™2 (-1.2 to 0.0 Wm™2,
5% to 95% confidence range) (Myhre et al.|[2013).

In contrast to the decadal or centennial timescales of well-mixed greenhouse gasses (WMGHGs),
aerosols have lifetimes in the order of two weeks. Their environmental consequences are thus often
focused in the vicinity of the emission source. For example, the Indo-Asian region is notorious for its
poor air quality from high aerosol loading, caused by vast industrial and domestic emissions from fossil
fuel and biomass burning. A field study in this region revealed that the total radiative aerosol forcing at
the top of the atmosphere in this region (in the dry season) was approximately -5 Wm™2 versus the global
annual forcing by aerosols of roughly -1.5 Wm™2 (Ramanathan et al., 2001).

Regarding air quality, the minuscule particles which form the aerosol can be inhaled and cause or
worsen respiratory and cardiovascular diseases. In central China for example, the high SO, emissions
lead to strong sulphate aerosol loading. The resulting poor air quality accounts for estimated health costs
equivalent of 3% of the GDP (Xu and Yang| [2020), underlying the importance for air quality regulations.

Locally, aerosols have a net warming or cooling effect depending on the composition. Therefore it is
important to take the temperature effect into account for the development of environmental policies as air
quality improvements might reduce or enhance local warming (Sherwood et al., 2015).

1.2 Land cover and land-use change

Land cover and land-use change is driven by a combination of human activities (e.g. agriculture) and
climate change, and has a major impact on global and local climate. The biochemical effect, describing the
forcing by land-use (LU) change emissions (and effects on the carbon cycle), has been well documented
and taken into account in climate treaties such as the Paris Agreement. However, the biophysical effect,
describing the change of physical surface properties from land cover (LC) change, is often not included in
assessment modelling, while it plays an important role as well: Between 2003 and 2012, the global mean
warming on land through biophysical processes corresponds to 18% of the global biochemical temperature
change from land-use changes emissions (Alkama and Cescatti, 2016)).
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The biochemical effects of LCLUC on temperature vary diurnally, seasonally and spatially and are
highly dependent on the type of vegetation change. For instance, converting forests to grasslands will
change the albedo and the amount of evapo-transpiration changes, which is balanced by sensible heat flux
increase, ultimately resulting in temperature increase (West et al., 2011)). To illustrate this: a local 50%
loss of tree cover in a tropical forest is associated with at least 1 K temperature increase. On the contrary,
deforestation in boreal zones will uncover the underlying snow, resulting in a higher surface albedo and
a decrease in temperature (Prevedello et al.| (2019), Duveiller et al.| (2018c), Duveiller et al.| (2020)).
Policies involving land use and vegetation change, e.g. carbon sequestration through a- and reforestation
projects, will result in extra local climate changes depending on the region. In the tropics, this effect will
be beneficial for climate change mitigation or adaptation as local climate is cooled. However, in the boreal
regions the biophysical effect will be counter effective and enhance local climate change.

1.3 Shared Socio-economic Pathways and Integrated Assessment Models

In order to provide a common basis for the exploration of climate change, associated impacts and
related policies, the climate change research community recently adopted a new set of future scenarios,
the Shared Socio-economic Pathways (SSPs) (Riahi et al.,[2017)). The framework consists of five unique
future development pathways with specific energy, land use, and emissions implications, driven by varying
global socio-economic development (O’Neill et al., 2014). For example, in SSP1 the world focuses on
sustainability and reducing inequality, while the emphasis on economic growth shifts towards human
well-being, resulting in low mitigation and adaptation challenges. In contrast, SSP3 is characterized by
regional rivalry where countries focus on domestic issues at the expense of broader-based development,
resulting in material-intensive consumption, persisting or growing inequalities and overall high challenges
for mitigation and adaptation (Riahi et al.,[2017).

Without interference from climate change mitigation policies, an SSP typically results in moderate
to high radiative forcing (and thus climate change) at the end of the century, which is considered as the
baseline case. However, policies such as pricing of greenhouse gas emissions can be implemented within
SSPs to mitigate from climate change and meet a specific radiative forcing target at the end of the century.
Here, a 2.6 Wm™? radiative forcing target is in line with the Paris agreement, as it corresponds to a 66%
probability to keep global warming under 2 K compared to pre-industrial time. Within a sustainable and
cooperative SSP such as SSP1, this will be a relatively easy achievement, where for a non-sustainable and
regionally conflicted scenario such as SSP3, mitigation will be relatively difficult (Riahi et al., [2017).

In order to model the socio-economic and environmental aspects of SSPs, Integrated Assessment
Models (IAMs) are used. Most IAMs consist of a framework with driver components representing socio-
economic factors and policies, energy and agricultural models, an earth system component and a model
for the impacts of environmental change on human development. IAMs apply recursive techniques to
generate a pathway with mitigation policies if an SSP is constrained with a radiative forcing target.

1.4 Climate change in Integrated Assessment Models

IAMs need information about climate change as a response from anthropogenic emissions, a process
typically modelled with Earth System Models (ESMs) or their predecessors: Atmosphere Ocean coupled
Global Circulation Models (AOGCMs). AOGCMs are climate models consisting of coupled atmospheric
and oceanic models, and used to model the climate with high spatial and temporal resolution. Lately,
AOGCM have been transformed into ESM by upgrading them with coupled representations for interactive
chemistry, ocean ecology and biochemistry and plant ecology and land use. In contrast to AOGCMs,
ESMs capture the physical effects of land cover change and the feedbacks of climate change on atmospheric
composition.

Opposed to IAMs, ESMs can not be used to study interactions between human activities and the
environment, as they are solely driven by prescribed emissions and land use. However, ESMs are used to
study the climate response of changing emissions and land use, a fundamental process for [AMs. Running
an ESM within IAMs is not an option regarding the complexity and computational costs of ESMs. To
work around this problem, IAMs typically apply ESM emulators: reduced complexity climate models
capable of calculating global average climate metrics based on emission inputs (Meinshausen et al.| (201 1)),
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Hartin et al.[(2015)). In contrast to the global or regional approach of most IAMs, IMAGE (van Vuuren
and Stehfest,, 2017), the IAM developed and used by the Netherlands Environmental Assessment Agency,
requires temperature change input at a 0.5°x0.5° resolution. Therefore, global average temperature change
is downscaled with ESM generated temperature patterns in a process called geographic downscaling.

As ESMs need to be forced with scenario specific emissions, their temperature patterns are only
available for the latest generation of scenarios. The continuous development of new scenarios with
downscaling IAMs can therefore only rely on temperature patterns from older generations of scenarios.
While the geographic downscaling approach solves the spatial resolution problem, the inconsistencies
between new and old scenarios present a new one: As mentioned before, changing AQ and LC pathways
will affect local temperatures. However, currently these processes are only captured within the ESM
emulator, so that changes will only be accounted for on a global instead of a local scale. Especially if AQ
and LC in the downscaling pattern scenario strongly deviates from the scenario studied with the IAM,
local effects are likely not correctly accounted for.

1.5 Local air quality and land cover temperature effects in scenario studies

To quantify the effects of deviating air quality and land cover pathways on local climate change, special
ESM experiments have recently been designed in projects such as the Coupled Model Intercomparison
Project phase 6 (CMIP6) (Eyring et al.| 2016). In addition to the regular SSPs and their mitigation
pathways which are covered by the scenario Model Intercomparison Project (scenarioMIP) (O’ Neill et al.}
2016), the CMIP6 experiment portfolio also includes some SSPs with deviating AQ and LU trends. These
kind of experiments generate more insight in the climate change impacts from specific AQ and LC effects
within scenarios.

In order to quantify the climate impacts of Near-term Climate Forcers (NTCF; aerosol and ozone
(precursors) + CHy), the Aerosol Chemistry Model Intercomparison Project (AerchemMIP) (Collins
et al.l 2017) includes a scenario which is nearly identical to SSP3-baseline (or SSP370, SSP3 with 7.0
Wm™2 radiative forcing in 2100). However, in SSP3-lowNTCF, NTCF emissions decline after 2020
whereas in SSP3-baseline they continue to increase. By comparing the results of SSP3-baseline and
SSP3-lowNTCF ESM runs, the local effects of deviating air quality regulating policies can be examined
in a scenario context: Compared to SSP3-baseline, SSP3-lowNTCF shows significant global and regional
air quality improvement as particulate matter and ozone levels drop. In turn, the smaller loading of cooling
aerosol makes the global average temperature rise with an additional 0.23 K, while Asia warms up with
an additional 0.5 K (Allen et al., [2020).

The Land Use Model Intercomparison Project (LUMIP) (Lawrence et al.| [2016) includes scenarios
which are forced by deviating land use compared to regular scenario. SSP126-SSP370LU, an SSP1-2.6
pathway with SSP3-7.0 land use patterns and SSP370-SSP126L.U, an SSP370 Wm™2 pathway with SSP1-
2.6 land use patterns, can be compared to their normal’ scenario to study the effects of land use policy
on local climate. By lack of literature on the comparison of results of these runs, another interesting
LUMIP experiment is ’deforest globe’. Here, a large part of the world in 1850 (pre-industrial) is linearly
deforested over a period of 20 years, followed by a 30 year stabilization period while emissions are kept at
the 1850 level throughout the run. By comparing the results from deforest globe runs with those from a
control experiment, the spatially varying biochemical effects become apparent. ESMs show a wide range
of latitudinal averaged temperature differences when the deforestation runs is compared to the control,
varying from -2.5 K to 0 K in the arctic, and 0 K to 1.5 K in the tropics (Boysen et al., 2020).

Including local or regional effects of AQ and LC changes can lead to considerable effects in IAMs. For
example, in a sustainable scenario the regional temperature changes from WMGHGS range from 1.82K
to 2.20K (assuming a climate sensitivity of 2.5K for doubling CO,), while sulphate reduction results in a
warming between 0.10K to 0.53K. These spatially varying temperature effects result in varying economic
damage, especially in Asia. Here, WMGHGs account for a 3.6 billion (1990) USD welfare increase, while
the strong sulphate aerosol abatement accounts for a 10.3 billion USD welfare decrease (Mendelsohn
et al.L|2001). The stark contrast only holds for Asia, while the global damages for WMGHGS and aerosols
are 116.9 and 3.9 USD respectively, stressing the importance for regional or local climate modelling
instead of a global approach. For land cover, it was demonstrated that including the physical aspects
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of land cover change by accounting for the albedo effects in an IAM, significantly increases the need
for emission reduction for climate change mitigation (Jones et al.l [2015). This is primarily caused by
radiative forcing from albedo decrease through a- or reforestation in the tropics. However, as the change
in evapotranspiration is not taken into account, a- or reforestation is turned into a negative effect by the
model, opposed to other studies which clearly present a positive effect on climate change mitigation.

Although the current body of literature underlines the importance of air quality and land cover on
regional climate, state of the art IAMs do not cover the full effect from aerosol concentration and land
cover changes, and are not in line with the latest insights from ESM studies. Correcting for AQ and LC
effects would in turn impact several processes in IMAGE such as agricultural yield, energy demand for
air condition and heating and the risks of diseases such as malaria. Moreover, a change in the associated
climate impacts could affect future income equality (Rao et al.,2017). Hence, we expect that including
these effects will lead to substantial changes in temperature related impacts and processes affecting human
development. Therefore, including the AQ and LC effects might be relevant for policy assessment through
IMAGE.

1.6 Relevance

In summary, ESMs, remote sensing and field studies show that air quality and land cover change effects
can result in significant regional and local temperature changes. While the total or global average effect
of air quality and land use is small compared to WMGHGs, effects of aerosol and land cover are far
less homogeneous, stressing the relevance of proper high resolution representation of these processes in
integrated assessment models.

Although current climate change models already indirectly captures these effects, local temperature
change could still be represented incorrectly in IMAGE. This is especially the case if scenarios are
studied where air quality and land cover pathways are highly inconsistent with those from the applied
downscaling pattern. For example, if renewable energy shares grow vastly within a scenario compared to
the downscaling scenario, both WMGHGSs and aerosol precursor emissions will decrease and air quality
will improve. Though effects on the global climate will be accounted for by the ESM emulator, local
warming through aerosol reduction will not occur as the downscaling pattern does not change. Concerning
land cover, the current setup only accounts for the effects on the global scale carbon cycle. If a scenario
includes large scale afforestation or reforestation as a mitigation tool, this will affect global average
temperatures, but local temperature changes might be far greater in reality.

To account for these dynamics, we seek to develop correction models which translate spatial and
temporal changes in aerosol concentration and land cover between two scenarios into local temperature
corrections.

1.7 Hypothesis

It is expected that correcting temperature patterns by including the effects of AQ and LC might be possible
by developing and adapting AQ and LC models. With these models, the temperature pattern derived with
the current downscaling technique can be adjusted to account for the changes in AQ and LC.

To evaluate the quality of the correction models, we aim to validate our approach against the results
of ESMs, an element which is expected to be troublesome. Typically the kind of effects for which
corrections are made are not studied on small scales. Moreover, the uncertainty of AQ and LC change on
radiative forcing is high (compared to WMGHGs), even on a global scale (Myhre et al.,2013). On top of
that, the new approach will not capture physical effects in ESMs such as feedbacks, changing circulation
and teleconnections. Moreover, temperature effects are expected to be relatively small compared to
background climate variability, which complicates matters even more.

Employing the correcting models for IMAGE, we expect a range of outputs. Relatively sustainable
(mitigation) pathways will be subject to overall positive temperature corrections (above 0 K) from aerosol
reduction and negative temperature corrections (below 0 K) from afforestation and reforestation. The
opposite is expected for unsustainable pathways, where aerosol increase will yield negative temperature
corrections and deforestation results in positive temperature corrections. Throughout all pathways, air
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quality related corrections are expected to affect industrialized and high populated regions, while land
cover corrections will be mainly limited to tropical and boreal forested areas.

Lastly, we expect that applying the temperature corrections in IMAGE will considerably affect land
based processes and the carbon cycle compared to a non-corrected pathway. Moreover, larger corrections
are expected to result in larger impacts in crop yield and plant carbon storage.

1.8 Aims

The overall aim of this project is to study the local effects of air quality and land cover on temperature
change and how they can be fully represented in IMAGE. This includes updating the downscaling process
by applying correction models for air quality and land cover related temperature effects. This study serves
as a “proof of concept’, exploring the possibilities and significance of an updated downscaling process and
the relevance for integrated assessment. The corresponding research questions are as follows:

* Is it possible to model the local temperature effects of AQ en LC through simple models?

How do the AQ and LC temperature models compare to likewise driven ESMs?
* What are the temperature corrections according to these models for a range of scenarios?

* What is the effect on land-based processes for temperature corrected scenarios compared to non-
corrected scenarios?

Chapter 2 discusses the applied methodology where the correction models for air quality and land cover
effects and their validation experiment set up will be discussed. In Chapter 3, the results of the validation
experiments and the results for corrections in IMAGE scenarios is shown. In chapter 4, the results of the
validation and the corrections will be discussed. These are followed by a conclusion in chapter 5, and is
closed with a number of recommendations in chapter 6.
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2 Methods

This chapter starts by shortly discussing IMAGE and its current downscaling procedure. The following
two sections focus on answering the first research question by explaining the new correction models for
air quality and land cover effects. In both sections, the set up of the validation experiments which are used
to answer the second research question are discussed as well. In the fourth section, the employment of
the updated downscaling procedure and the applied input data is discussed to answer the third and fourth
research question.

2.1 Geographic downscaling in IMAGE

In order to address the research questions, the Integrated Model to Assess the Global Environment
(IMAGE) of the Netherlands Environmental Assessment Agency (Planbureau voor de Leefomgeving,
PBL) is used. IMAGE consists of a framework of coupled submodels for socio-economic and physical
processes, such as economy, agriculture, energy and earth system. An overview of the IMAGE model
framework model is shown in appendix [A] To model the effects of socio-economic assumptions and
policies on climate with a high spatial resolution, the Atmospheric Composition and Climate component
uses a two step approach, involving an ESM emulator combined with ESM temperature patterns.

First, MAGICC (’Model for the Assessment of Greenhouse gas Induced Climate Change’) is used to
calculate global mean temperature change. MAGICC is a reduced complexity climate model that emulates
ESMs based on key physical and biological processes (Meinshausen et al., [2011). Providing emissions
for well-mixed greenhouse gases, halogenated gases and ozone and aerosol precursors, MAGICC is able
to quickly calculate global climate metrics.

Second, the output of MAGICC is post-processed with a geographic pattern scaling technique, i.e.
downscaling. Currently, ESM patterns from RCP scenarios (van Vuuren et al.| 2011)) are applied, which
are subsequently normalized according to output from MAGICC. The geographic downscaling process is
shown in figure[T|and works as follows: For example, the global temperature change according to MAGICC
is 1 K, the global average temperature change according to the ESM is 2 K and a local temperature change
in a grid cell according to the ESM is 3 K. Temperature change in all cells is scaled so that the global
average change in temperature matches with MAGICC. Therefore a normalization factor of % will yield a
local change in the grid cell of % -3=15K.

IMAGE scenario [ Geographic pattern )
amissions MAGICC > scaling Temperature pattern

A

RCP ESM pattern

Figure 1: Flowchart of the IMAGE geographic downscaling process for modelling temperature change.

2.2 Temperature corrections for air quality change effects
2.2.1 Method

The newly developed downscaling procedure includes a correction for forcing by aerosol component
concentrations. Aerosol component concentration fields are modelled with TM5-FASST, a reduced form
source-receptor model of the TMS full chemical transport model (Krol et al.| 2005)). FASST allows for fast
modelling of future local concentrations, by modelling without major loss of accuracy compared to the
full TM5 model (Van Dingenen et al.,2018). FASST applies 56 regional emission-concentration relations
(derived from TMS perturbation runs) and subsequent downscaling, to model gridded concentration
fields based on regional emission inputs. This enables fast modelling of future concentrations of aerosol
components for a range of future emission scenarios.

In order to model temperature corrections for aerosol precursor emission differences between two
scenarios, a set of pre-industrial climate simulations from the CMIP6 portfolio is used as input data.
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These "PiClim’ runs span a 30 year period where 1850 concentrations of WMGHGS and emissions of
NTCEFs are applied. Monthly varying sea surface temperatures (SST) and sea ice extent from a control
experiment are prescribed as well, see (Collins et al.| (2017) for more detail. Amongst others, the PiClim
experiments include runs where separate aerosol component emissions are perturbed to present day
(2014) levels. The PiClim runs with individual emission perturbations in black carbon (BC), organic
carbon (OC) and sulphate dioxide (SO;) are selected to derive linear relations between their temperature
and concentration response in BC, particulate organic matter (POM) and sulphate (SO4). BC, POM and
SO4 account for the highest radiative aerosol forcing in present-day climate (Myhre et al., 2013). They
are also expected to do so in the future, and are thus considered most relevant for making corrections in
future scenarios.

The experiments allow to directly analyse and estimate their individual contributions to temperature
change, whilst completely capturing direct and indirect aerosol effects. This is somewhat alike the method
used inMendelsohn et al.| (2001). However, Mendelsohn et al.|(2001) scales based on individual regional
SO, emissions perturbation runs from a single AOGCM. However, in the new approach, temperature is
scaled with gridded concentration from global emission perturbation experiments of 6 ESMs for 3 mayor
radiatively relevant aerosol components. In contrast to Mendelsohn et al|(2001)), the new method shown
here only relies on local effects as will be discussed in more detail.

Figure[2]shows the flowchart of the new integrated air quality temperature correction model and works
as follows: A perturbation in emissions of one precursor gas in single PiClim run results in a loading
change in aerosol component x (calculated with FASST) ACy picrim(i, j), and a temperature change
(from ESMSs) ATy piciim(i, j) in grid cell i, j with respect to the control run. To calculate a correction
temperature pattern for time step t, emissions from the applied RCP pattern and emissions from the
scenario that is studied in the IMAGE run are taken, aggregated to FASST regions and run with FASST to
model the concentration fields. Next, we determine the difference in concentration for aerosol component
x between two scenarios for time step t, ACx scenarios (2,1, j) and scale it with the PiClim temperature
response divided by the PiClim concentration difference, to calculate the expected temperature difference
on grid level:

Cx,scenarios (t7 i7 J)
ACx,piClim(i’ ])

For the scaling we assume a linear relation between component concentration and temperature re-
sponse, and that corrections for individual components are additive. As the individual emission pertur-
bations are small, the radiative response is expected to be linear (Hansen, [2005) though this might not
hold for temperature responses. In the end, all temperature corrections for the individual components are
summed to obtain the total correction. As long as the global average of the total correction is small, the
signal can simply be added to the temperature change mapping, as overestimation of the global effect on
temperature from aerosols through MAGICC and the correction is then prevented.
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Figure 2: Air quality correction process flowchart
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2.2.2 Correction model input data

To derive the input data from the PiClim experiments, monthly temperature at surface (2 meter above
ground level) output is taken from seven ESMs: CNRM-ESM2-1 (Séférian et al., [2019), GISS-E2-1-
G (Schmidt et al., 2014), IPSL-CM6A-LR-INCA (Boucher et al.|(2020) & Hauglustaine et al.| (2014),
MIROCE6 (Tatebe et al.,2019), MRI-ESM2-0 (Yukimoto et al.|[2019)), NorESM2-LM (Seland et al., 2020)
and UKESM1-0-LL (Senior et al.,2019). All ESMs provide one realization (i.e. ensemble member) for
the BC, OC and SO, perturbation runs and the corresponding control realization is selected. In order
to provide a temperature set for scaling individual aerosol component effects, we pursue to derive a set
of multi model means (MMM) from the ESMs mentioned above. This will prevent the temperature set
to be biased towards one specific model, while enabling the derivation of a causal relationship between
temperature and concentration change in the absence of large ensembles for these experiments. The
temperature data is averaged over the 30 year period and interpolated to a 1° x 1° grid. Next, results
from the control run are subtracted from the perturbed runs to extract the temperature responses from
the emission perturbations. The results of the individual ESMs for the BC, OC and SO, perturbations
are shown in appendix along with a run in which emissions of all aerosol precursors are perturbed
simultaneously (aer). When reviewing the responses for each ESM, it is observed that MIROC6 produces
highly inconsistent temperature responses compared to all other ESMs (most likely caused by a faulty
control run), and is left out for the calculation of the MMM temperature response.

Next to persistent patterns in some areas, the remaining six ESMs also show a small range of
responses in magnitude and sign, typically in areas where the perturbation in emissions and resulting
change in concentrations is small. These features can be explained by internal variability, teleconnections
and differences in model parameterizations. In order to ensure a robust MMM temperature response, the
gridded temperature change of the six ESMs is taken and the number of ESMs that agree on the sign is
determined, the result is shown in appendix [B.2} The MMMs of the temperature responses are shown in
figure 3| hatched areas indicate a model agreement lower than five out of six. Here, it is observed that
BC perturbations result in consistent warming over parts of North America, East Europe and the Tibetan
Plateau, but cooling over central India. Both OC and SO, perturbations lead to overall cooling, where
OC effects are only consistent over central South America and India, while SO, effects are consistent over
Asia and the majority of North America as well.

Piclim Temperature response
BC, avg = 0.009 POM, avg = -0.006 SO4 avg = 0 023
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Figure 3: MMM Temperature response for the PiClim BC, OC and SO, emission perturbations with respect to the
PiClim control simulation. Hatched areas indicate model ESM sign agreement lower than five out six.

Next, the spatial emission data from input4dMIPs (https://esgf-node.llnl.gov/search/input4mips/) is
used to construct the regional emission input for FASST. The control run input data is constructed by
summing the emission sectors, averaging over the 12 months and aggregation from gridded to regional
data for the 1850 emissions of BC, CO, NH3, NMVOC, NO,, OC and SO,. FASST also requires the
CHy4, CO; and N, O emissions, which are not provided by input4MIPS, and are therefore passed with fill
values. The emission perturbation input data is similar to the control run, except that 2014 emission levels
are used for the individual BC, OC and SO, perturbation runs.

In order to observe the effect of the emission perturbation, the concentration data for BC, POM and
SOy in the respective BC, OC and SO, perturbation runs is compared to the control run. Next, areas
suitable for deriving the linear temperature-concentration response are selected, based on two criteria:
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* The MMM temperature response (figure [3) has a sign agreement of at least five out of six.

» The concentration response (perturbation-control) should be significant, for which an arbitrary level
of 1 ugm™3 is set.

Handling these criteria ensures that corrections are based on robust MMM temperature responses, and
are not hypersensitive in areas with very low concentration responses. This approach delivers corrections
which only include local effects, while temperature responses in areas with negligible concentration
changes (caused by teleconnections, circulation changes, etc.) are effectively filtered out.

Figure [4] shows the concentration response modelled with FASST, the areas suitable for making
corrections (based on the aforementioned criteria) are marked with green contours. As can be observed,
air quality-based temperature corrections will be primarily limited to South-West, South and East Asia.
The patterns and magnitudes of the concentration responses correspond to those found in CNRM-ESM2-1
and MRI-ESM2-0 (the only two ESMs which provide concentration field output for these runs), confirming
a correct application of FASST.

Piclim Concentration response
BC, avg = 0.068 POM, avg = 0.186 S04, avg = 0.289

[ug/m?]

Figure 4: Concentration responses from respective emission perturbations in BC, OC and SO;, modelled with
FASST in pgm_3, Green contours indicate areas with robust MMM temperature response and significant
concentration response.

2.2.3 Validation

In order to validate the air quality temperature correction method, two near identical scenarios are
compared, where one run features deviating emissions of aerosol (precursor) emissions. For this purpose,
the SSP3-baseline SSP3-1owNTCF, SSP3SST-baseline (here SST indicates fixed sea surface temperatures
and sea ice extent) and SSP3SST-lowNTCF are taken. Itis expected that air quality focused mitigation such
as a lowNTCF pathway will lead to additional warming due to reduced aerosol loading reduction in certain
regions, compared to a scenario without air quality measures (Allen et al., 2020). To demonstrate this,
temperature output from SSP3 baseline and lowNTCF ESM runs is compared, the number of realizations
(i.e. ensemble members) for every scenario is shown in table

Next, temperature correction is modelled with the process described in the section above, as if the
baseline scenario is used for the downscaling map and lowNTCF as the actual IMAGE scenario. The
correction model emission input timelines (from input4MIPS) are shown in figure 5] for regions with the
highest differences between SSP3 baseline and lowNTCEF. These are also the regions that are thus expected
to show the largest temperature differences between the SSP3 baseline and lowNTCF scenario.

Table 1: Selected ESM data for the air quality correction method validation for SSP3 modelling exercises. Numbers
indicate amount of realizations with monthly average temperature at surface output.

SSP3 SSP3SST
baseline | lowNTCF | baseline | lowNTCF
BCC-ESM1(Wu et al.;[2020) 3 3 1 1
CESM2-WACCM (Danabasoglu et al.L2020) 3 3 1 1
CNRM-ESM2-1 (Séférian et al.l[2019) 5 3 1 1
GFDL-ESM4 (Dunne et al., [2019) 1 1 1 1
MRI-ESM2-0 (Yukimoto et al.;[2019) 5 1 1 1
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To demonstrate the NTCF mitigation effects in ESMs for both normal and SST runs, averages are
taken for multiple realizations and interpolated to a 1° x 1° grid. The data is averaged over 10 year
periods, a time scale that is short enough to show a fast reduced aerosol loading effect that is expected,
while sufficiently long to filter the effects from climate variability. The SSP3-lowNTCF runs span the
2015 to 2055 period, which allows to analyse four separate 10 year averaged data sets. As the correction
will be compared to averaged ESM results, the corrections are also calculated based on 10 year averaged
emissions in the respective time frame. Results will be presented in section 3.1.1.
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Figure 5: SSP3 baseline and lowNTCF emission timelines for the four FASST regions with the highest differences
between SSP3 lowNTCF and baseline

2.3 Temperature corrections for land cover change effects
2.3.1 Method and input data

To model the effects of land cover change, a correction procedure is developed that emulates temperature
effects for various land cover changes as result of land use change. The model uses data fromDuveiller et al.
(2020), which describes the temperature at surface (2m above ground level) change for three aggregated
Tier 1 transitions; forest to grassland, forest to cropland and grassland to cropland. The data is derived with
remote sensing techniques and relies on comparing temperatures over neighbouring areas with similar
environmental conditions but different LC, see Duveiller et al.| (2018b)) for more details.

The applied data is shown in figure[6] which shows overall warming in the tropics and cooling in the
boreal zone from deforestation (figures a and b), which agrees with the theoretical framework. As the
grass to crop transition transition is relatively more affected by land use aspects such as irrigation, the
pattern is more spatially (and especially longitudinally) varying.

Land cover change temperature response

forestland to cropland forestland to grassland grassland to cropland

-1.5 -1.0 -0.5 0.0 0.5
Temperature change [K]

Figure 6: Temperature response for various vegetation transitions, data source: |Duveiller et al.| (2020).

The correction procedure is shown schematically in figure [7] and starts by taking the LC from the
RCP scenario and the IMAGE scenario. The first step involves calculating the changes in area per land
cover type relative to the year 2015 for both scenarios. Next, the difference in these changes IMAGE -
RCP) is taken to determine the difference in vegetation fraction changes. These differences are used to
determine the fraction size of the required vegetation transitions, which are needed if the land cover from
one scenario has to be converted to the other. Next, these transitions are multiplied with the respective

10
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data from Duveiller et al.| (2020) to calculate the correction temperatures, i.e. the associated temperature
changes from converting the land cover from an RCP to an IMAGE scenario. Finally, the corrections for
the individual transitions are summed to calculate the total temperature correction pattern, which can then
be added to the temperature pattern in IMAGE.

A practical example: In a single cell, for a given year, the loss in forest fraction in the RCP and
IMAGE scenario are 0.3, and 0.5, gain in grass fraction are 0.1 and 0.2 and gain in crop fraction are 0.2
and 0.3. The transition fractions in RCP are thus 0.1 forest to grass and 0.2 forest to crop, for IMAGE
the transition fractions are 0.2 forest to grass and 0.3 forest to crop. The difference in transition fractions
for IMAGE with respect to RCP are thus 0.1 forest to grass and 0.2 forest to crop. The temperature
changes for the respective transitions are 0.3K and 0.7K, so the total local temperature correction will be
0.1-0.3+0.2-0.7=0.17K.

vegetation
fraction calculate
change vegetation

fratcion change
differences &

vegetation multiply with
fraction Duveiller data
change

RCP scenario
vegetation

r

Temperature
correction pattern

IMAGE scenario
vegetation

h 4

Geographic pattern

MAGICC scaling

h 4

Temperature pattern Pattern correction

F Y

h 4

Corrected temperature

RCP ESM pattern pattern

Figure 7: Flowchart of the LU correction procedure.

Next to the land cover types mentioned above, some ESMs also provide shrub land and pasture fractions.
These are subsequently aggregated to the grass fractions, following the Tier 2 to Tier 1 aggregation from
table 2 in Duveiller et al.| (2020). Although bare soil cover undergoes significant changes throughout
scenarios, (Duveiller et al.| [2020) does not provide temperature response for transitions from or to this
land cover type. Ignoring these changes is not an option, as transition fractions to the other cover types
might be over or underestimated by the current setup. Consulting Poulter et al.| (2015])), grass land holds
the highest bare soil share, and subsequently bare soil fractions are added to the grass land fraction.

2.3.2 Validation

To validate the land cover corrections, a set of SSPs is used including two normal and two with deviating
land use. The runs that will be compared are 1) SSP126-SSP370LU (SSP1-2.6 scenario with SSP3-
7.0 Land Use) with respect to SSP1-2.6 and 2) SSP370-SSP126LU (SSP3-7.0 (baseline) scenario with
SSP1-2.6 Land Use) with respect to SSP3-7.0. Both land use deviating SSPs are concentration driven
(concentrations from their respective scenarios), so temperature differences between a regular and LU
deviating scenario are purely induced by land cover change effects. The number of available ESM
realization for these runs is shown in table

ESM temperature difference patterns will be constructed by taking 30 year averages and interpolation
to a 1° x 1° grid. The runs span the 2015 to 2100 time frame, so six 30-year averages (2015-2045,
2025-2055 etc.) are calculated for comparison. Ideally, the mean of multiple realization would be taken to
effectively filter out the land cover change temperature effect from climate variability. Although numerous
realizations are available for this process for the regular SSPs, climate variability will be present at a
higher level in the deviating LU runs as most ESM only provide a single ensemble member. Therefore,
no model means are taken for multiple realizations.

11
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Table 2: Overview of available model data for LU correction method validation (based on ESGF) for LUMIP
modelling exercises, numbers denote amount of realizations with monthly average temperature at surface output.

SSP3 SSP1
Source ID 7.0 | 7.0-SSP126LU | 2.6 | 2.6-SSP370LU
CNRM-ESM2-1 (Séférian et al.l[2019) 5 1 5 1
CanESMS5 (Swart et al.}[2019) 50 1 50 1
GFDL-ESM4 (Dunne et al., 2019) 1 1 1 1
IPSL-CM6A-LR (Boucher et al., 2020) 11 1 6 1
MPI_ESMI1-2-LR (Mauritsen et al.,2019) | 10 1 10 1
UKESMI1-0_LL (Senior et al.,2019) 5 4 5 4

For modelling corrections, these scenarios will be substituted as if the regular scenario is used as the
RCP downscaling map and the deviating land use scenario is the scenario that is studied with IMAGE.
The modelled corrections will be compared against the difference in ESM output for the two scenarios.
When comparing the ESM outputs, we expect that deforestation leads to overall warming in the tropics
and cooling in the boreal zones.

Land cover type fractions from individual ESMs for SSP1-2.6 and SSP3-7.0 are taken as input data
for making corrections. The global land cover change timelines for SSP126 and SSP370 are shown in
figure 8] The features in figure [§] can be expected from the scenario storylines: SSP1-2.6 has lower
world population, improved technology, plant-based diet shifts and afforestation efforts compared SSP3-
baseline, which lead to higher crop land extent in SSP370 than in SSP126. Whereas the crop cover change
differences are roughly consistent between scenarios in all ESMs, all other land cover changes are highly
inconsistent throughout the ESMs. Therefore, the validation procedure is performed for each individual
ESM, without taking MMM s. Results of the validation will be shown in section 3.1.2.
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Figure 8: Global vegetation cover changes in SSP1-2.6 and SSP3-baseline
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2.4 Implementing temperature corrections in IMAGE

To study the effects of employing the correction models for air quality and land use, the latest IMAGE
model version is used. As the new SSP set from this model version is still under development, the range of
scenarios for which corrections can be calculated is limited. To examine the corrections and their effects
for integrated assessment on a large range of AQ en LC pathways, the SSP2-2.6, SSP2 baseline and SSP3
baseline scenarios are used.

Ideally, the new AQ and LC correction models would be integrated in IMAGE to capture the effect
of feedbacks (e.g. additional need for mitigation in case of major AQ improvements, or afforestation as a
more efficient mitigation tool). However, due to lack of time, the correction models are not integrated but
forced with emissions and land cover patters from IMAGE runs, to calculate the corrections based on the
applied downscaling maps and the range of studied scenarios. The corrections are calculated with a 10 year
and 1° x 1° resolution, and post processed by linearly interpolating to 5 year and 0.5° x 0.5° resolution to
comply with IMAGE. Subsequently, IMAGE runs are performed where the correction patterns are added
to the downscaled patterns in the IMAGE land model. This solution is expected to capture the first order
effects of the corrections for land based processes. To assess these effects, the relative difference in yields
of wheat, maize and rice and biomass is calculated to indicate magnitude of agricultural pressure and
effects on the carbon cycle. To put the results into perspective, effects of runs with varying RCP6.0 ESM
downscaling patterns within SSP2 are also calculated.

Within IMAGE, temperature maps for RCP2.6 and RCP6.0 from GFDL-ESM2M (Dunne et al.|,2012),
IPSL-CMS5A-LR (Dufresne et al.,2013)), hadGEM2-ES (Jones et al.,[2011)) and MIROCS5 (Watanabe et al.|
2010) are available for downscaling. However, the latest downscaling configuration uses IPSL-CM5A-
LR RCP6.0 maps as default, regardless of the SSP scenario. The corrections for the SSPs will thus be
made relatively to RCP6.0 emissions and IPSL-CMS5A-LR RCP6.0 land cover data. Although the SSPs
scenarios start in 2015, corrections are made from 2020 onwards, as 2015 has no emission or land cover
differences due to harmonization.

The global timelines of the emissions and land cover changes are shown in figures 9] and [I0] Here
the RCP2.6 and RCP6.0 emission data is taken from input4MIPS and the land cover data from the IPSL-
CMS5A-LR model. The SSP data is derived from IMAGE output. The original SSP emissions of BC and
OC and SO, were modelled incorrectly through a defect in the IMAGE energy model. By lack of time,
the SSP emission data is harmonized to the 2015 RCP6.0 levels to solve this problem. For more details
and the original data see appendix [E]
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Figure 9: Global harmonized BC, OC and SO, emission timelines for selected SSPs, RCP2.6 & RCP6.0 and
historical (van Marle et al., 2017 & Hoesly et al., 2018) in Mt/y.
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Global land cover pathways new SSPs
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Figure 10: Global land cover change timelines for selected SSPs and IPSL-CM5A-LR RCP2.6 & RCP6.0, relative
to 2015 in million km?.

Even though SSP2-2.6 and RCP2.6 mitigate towards the same global radiative forcing, overall air
quality improvements are higher in SSP2-2.6. Furthermore, all SSPs show lower emission levels than
RCP6.0. This can be expected for SSP2, though surprisingly SSP3-base is also marked by overall lower
aerosol precursor emissions, while the radiative forcing in 2100 is actually higher. The SSP emissions
diverge from RCP6.0, and differences are most pronounced in the midst of the 21th century (especially
S0O»), after which they converge again. Overall, SSP2-2.6 shows the largest differences throughout time,
and is thus expected to render the highest corrections, where SSP2-baseline SSP3-baseline show smaller
differences and thus likely smaller corrections. Overall, the temperature corrections are expected to be
positive (above 0 K) because of the stronger aerosol precursor emission reductions. From the land cover
timelines it becomes clear that SSP2-2.6 is marked by stronger afforestation and larger crop land shares at
the expense of grass land, compared to RCP6.0. For SSP2-baseline and SSP3-baseline, grass land fractions
barely deviate from RCP6.0, though larger crop land shares are generated through stronger deforestation.
Overall, it can be expected that SSP2-2.6 will be marked by negative temperature corrections (below 0
K), while the corrections for SSP2-baseline and SSP3-baseline are expected to be positive (above 1 K).
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3 Results

This section starts by showing the results of corrections for AQ and LC for the validation experiment, and
how they relate to the ESM results. In the second section, the results of the corrections for new SSPs in
IMAGE are shown. The third section covers the results on land-based processes from IMAGE runs with
corrected patterns.

3.1 Validation
3.1.1 Air quality

Figure[TT|shows the difference in concentration between the SSP3 baseline and lowNTCF (modelled with
FASST), as well as the associated corrections for the year 2050 (2045-2055 average). Results for other
timesteps can be found in appendix[C.I] From figure[TT|we observe that the lowNTCF pathway results in
lower BC, POM and SO, concentrations, especially in South-West, South and East Asia, with respect to
the baseline scenario. These result in overall warming, where BC and POM reductions show a warming
up to 0.25 K in the majority of India and small parts of south-east China. The corrections for SO, extent
over a larger area, with overall warming of roughly 0.25 K and stronger corrections for India up to 0.5 K.
Overall, SOy differences account for the majority of the total correction, which is also the case for other
time steps.

2050, SSP3-lowNTCF - SSP3-baseline

BC concentration difference POM concentration difference S04 concentration difference

-~ -~ T -~ T

0.00
AC [10 ugm™3], AT [K]

Figure 11: SSP3 baseline and lowNTCF concentration differences modelled with FASST and according
temperature corrections derived with PiClim scaling for the 2045-2055 average.

In figure (12| the MMM ESM temperature difference between baseline and lowNTCF and the total
temperature correction are compared for the 2045-2055 average. Results for other timesteps can be found
in appendix [C.2] Here, the MMM temperature difference shows warming over South-West, South and
East Asia, which corresponds to the expected effect of air quality focused mitigation. However, the MMM
difference also shows a strong arctic warming, which could be caused by the high arctic sensitivity to
aerosol reductions (Westervelt et al., [2020). Moreover, the ESMs also show robust MMM warming over
central Africa, while POM concentration changes are relatively small and corrections can not be made as
a lack of ESM temperature robustness in these areas.

Patterns are similar for the other timesteps, albeit lower in magnitude. Overall, temperature corrections
are only noticeable within the -5 ugm™=3 cumulative concentration interval above land, where they roughly
resemble the MMM. To accommodate a more objective comparison, scatter plots of the robust MMM
temperature difference and temperature correction are shown in figure [I3] Here, spatial data has been
selected based on the cumulative concentration intervals shown figure [T2JA. Scatter plots for individual
ESMs are shown in appendix [C.2} figure[C.7] According to the best linear fits in figure[I3] the corrections
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2045-2055 average
(A) Cumulative concentration difference (B) ESM AT (C) Correction temperature
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Figure 12: (A) Cumulative concentration difference, green, orange and purple contours indicate the -2, -5 and -10
ugm™3 (green, orange and purple) intervals; (B) MMM temperature difference between SSP3 lowNTCF and

baseline, hatched areas indicate ESM temperature sign agreement of less than four out of five models; (C)
Temperature corrections based on the PiClim scaling method.

tend to be to small throughout all timesteps, this is also true for all of the individual ESMs (appendix|[C.2).
The slope of the best fit tends more towards a 1:1 relation for higher cumulative concentration intervals. In
other words, regions with larger aerosol loading i.e. AQ differences are prone to corrections which show
more resemblance with ESM results. However, correlations coefficients are small for individual ESMs as
well as the MMMs. In order to exclude interference from arctic amplification and other indirect climate
effects, the corrections are also compared to the results of the 2045-2055 SSP3 SST ESM runs in figure
[T4 Comparisons for other timesteps are shown in appendix [C.3]
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Figure 13: Scatter plots for MMM SSP3 lowNTCF-baseline temperature difference vs temperature correction on
the -2, -5 and -10 ugm ™3 (green, orange and purple) cumulative concentration change intervals. Dashed lines
resemble best fit with intercept at 0 through the three cumulative concentration interval selected data sets, where a
indicates the slope and r the correlation coefficient.

Again, the MMM temperature difference between SSP3-baseline and SSP3-lowNTCF with fixed SST
shows warming over South-West and South Asia, while warming in East Asia is substantially smaller.
However, the MMM difference still shows robust warming in northern hemisphere above land, though
arctic warming is suppressed through SST and sea ice extent fixation. The concentration differences in
these regions are generally negligible, so again the warming might be caused by teleconnections, or the
BC on snow effect (Bond et al.,2013)) might play a role.

Similar to the regular SSP3, scatter plots of the MMM SST temperature difference and temperature
correction are shown in[I3] Scatter plots for the individual ESMs are shown in appendix [C.3|figure [C.IT]
For the SST data, the MMM scatter plots show a much stronger correlation and better slopes than the
regular SSP3 comparison. Again, correlations and slopes are higher for higher cumulative concentration
intervals, which is also the case for all individual ESMs.
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2045-2055 average
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Figure 14: 2045-2055 average (A) Cumulative concentration difference, green, orange and purple contours indicate
the -2, -5 and -10 ugm =3 intervals; (B) MMM temperature difference between SST baseline and SST lowNTCF,
hatched areas indicate ESM temperature sign agreement of less than four out of five models; (C) Temperature
corrections based on the PiClim scaling method.
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Figure 15: Scatter plots for MMM SSP3 SST lowNTCF-baseline temperature difference vs temperature correction
on the -2, -5 and -10 pgm_3 (green, orange and purple) cumulative concentration change intervals. Dashed lines
resemble best fit with intercept at O through the three interval selected data sets, where a indicates the slope and r the
correlation coefficient.

3.1.2 Land cover

For illustrative purposes, only results for SSP126-SSP370LU with respect to SSP1-2.6 for the 2065-2095
averaged period will be shown. This time frame features the largest differences in vegetation extent,
and thus the largest effects on temperature are expected. Results for SSP370-SSP126LU with respect to
SSP3-7.0 are shown in appendix [D.3]and roughly similar, though naturally opposite in sign. Following the
method described in section 2.2.3, the differences in vegetation cover fractions in SSP2-2.6 and SSP3-7.0
are calculated and shown in figure @ for UKESM1-0_LL. The associated transitions between SSP1-2.6

and SSP3-7.0 are shown in figure [[7} Maps for other ESMs are roughly similar and shown in appendix
D.1

A Forest, UKESM A Grass, UKESM A Crop, UKESM
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Figure 16: 2065-2095 average SSP3-7.0 - SSP1-2.6 vegetation cover fraction differences in UKESM1-0_LL.
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Overall, SSP3-7.0 is marked by a stronger deforestation, where forests are primarily replaced by crops.
Forests are also replaced by grass, especially in and around the Democratic Republic of the Congo. Lastly,
grass lands are replaced by crops as well, especially in the African savanna. In contrast to this overall
trend, south-east China is marked by stronger afforestation and grass land increase at the cost of crops in
SSP3-7.0 compared to SSP1-2.6.

Forest -> grass, UKESM Grass -> crop, UKESM

20
[%]

Figure 17: 2065-2095 average SSP3-7.0 - SSP1-2.6 vegetation fraction transitions in UKESM1-0_LL.

The temperature difference from ESMs is compared to the LC corrections for the difference between
SSP1-2.6 and SSP3-7.0 LU in figure [I8] Here, the biophysical temperature effect is filtered from
background climate variability, according to the method described in appendix [D.2]

A number of observations can be made from figure ﬂ;gl First of all, some ESM show arctic warming,
while others show arctic cooling. This is most likely the effect of increasing or decreasing atmospheric
water vapour, caused by changes in the water cycle (Miller et al., 2007). Second, according to the data
from Duveiller et al.| (2018b)) the largest temperature changes are expected in areas with high forest to
grass and forest to crop transitions. In this case, one would expect a positive temperature change in central
Africa, which is the case for all ESMs except UKESM1-0_LL. However, the BPH temperature change in
this region for the other four ESMs is in the order of 0.5K, while the modelled correction temperature is
much lower and even barely noticeable on this scale.

For objective observations, the BPH temperature changes versus the modelled correction temperature
for the 2065-2095 time step are shown in figure [T9] The scatter plots for all other timesteps and for
SSP370LU-SSP126LU relative to SSP3-7.0 are shown and discussed in appendix [D.3] The scatter
plots reveal high variance in ESM local temperature responses, which is generally not represented in
the temperature corrections. The changes in LC are expected to results in overall cooling in the boreal
zone, and warming in the tropical zone, which is only true for CNRM-ESM2-1 and IPSL-CM6A-LR.
Again, a strong correlation with a 1:1 slope is the optimal outcome, though the last two time frames from
IPSL-CM6A-LR are the only data sets which remotely exhibit this behaviour.
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Figure 18: (left column) 2065-2095 average SSP370-SSP126LU - SSP1-2.6 ESM temperature difference; (middle
column) SSP370-SSP126LU - SSP1-2.6 ESM BPH temperature difference; (right column) modelled correction
temperatures (AT Duv). Contours indicate the boundaries of the tropical, arid, temperate and boreal zone, according
to the Koppen-Geiger classification.
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Figure 19: 2065-2095 average scatter plots of the modelled correction temperatures (AT Duv), vs the BPH filtered
ESM temperatures. Blue, yellow, pink and green indicate data selection for the respective zones shown in ﬁgureﬂ;gl
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3.2 Implementing temperature corrections in IMAGE

As described in the methodology, the temperature corrections are implemented in IMAGE-land for the
selected SSPs from 2020 to 2100 with 5 year intervals. Individual aerosol concentration differences and
land cover transitions are shown in appendix [} Here, only the results will be shown for the years 2060
and 2100 for SSP2-2.6 and SSP3-baseline, as these indicate the maximum range of corrections. Results
for SSP2-baseline are shown in appendix [G]

3.2.1 Air quality

In figures [20] to 23] the AQ corrections and their relevance, i.e. relative error, with respect to temperature
change IMAGE is shown for the years 2060 and 2100 for SSP2-2.6 and SSP3-baseline. As could
be expected from the emission timelines, the corrections for SSP2-2.6 are positive as aerosol loading is
substantially reduced with respect to RCP6.0. SO4 contributes the most to the total temperature correction,
while BC corrections are almost negligible, as can be seen in appendix[F.T} SOy corrections are particularly
high in Pakistan and south-east China, which are marked by strong concentration differences. In this case,
the corrections are highly relevant with respect to temperature change in IMAGE, as the relative error (T
correction / IMAGE AT) in the majority of the corrected areas is close to 0.3 and even reaches up to 1. The
pattern for SSP3-baseline in 2060 is roughly similar, though corrections are markedly smaller. As global
temperatures change faster under SSP3-baseline, the relative error is much smaller than for SSP2-2.6. The
same holds for SSP2, although corrections and relative errors are slightly higher.

In 2100, overall corrections are much smaller with respect to 2060, as concentration differences
decreased through the continuous drop in RCP6.0 and stabilizing SSP aerosol precursor emissions.
However, SSP2-2.6 and SSP2 now also show slight corrections in central South-America and central
Africa as result of POM differences, as shown in figure 22 and figure[F’5] 2100 global temperatures have
slightly dropped in SSP2-2.6 as result of successful climate change mitigation, whereas global warming
continuous in SSP2-baseline and SSP3-baseline. Relative errors are therefore still more pronounced in
SSP2-2.6 than SSP2-baseline and SSP3-baseline.

SSP2-2.6, 2060 relative to 2015
(A) AT IMAGE (B) T correction (C) relative error
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Temperature change [K] Temperature correction [K] relative error []

Figure 20: 2060, SSP2-2.6 (A) Temperature change in IMAGE relative to 2015; (B) AQ temperature corrections;
(C) relative error: T correction / IMAGE AT

SSP3-baseline, 2060 relative to 2015
(A) AT IMAGE (B) T correction (C) relative error
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Figure 21: 2060, SSP3-baseline (A) Temperature change in IMAGE relative to 2015; (B) AQ temperature
corrections; (C) relative error: T correction / IMAGE AT
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SSP2-2.6, 2100 relative to 2015
(A) AT IMAGE (B) T correction (C) relative error
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Figure 22: 2100, SSP2-2.6 (A) Temperature change in IMAGE relative to 2015; (B) AQ temperature corrections;
(C) relative error : T correction / IMAGE AT

SSP3-baseline, 2100 relative to 2015
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Figure 23: 2100, SSP3-baseline (A) Temperature change in IMAGE relative to 2015; (B) AQ temperature
corrections; (C) relative error: T correction / IMAGE AT

3.2.2 Land Cover

In figures @]to @]the LC corrections and their relevance, i.e. relative error, with respect to temperature
change IMAGE is shown for the years 2060 and 2100 for SSP2-2.6 and SSP3-baseline. Overall, the
corrections patterns have smaller magnitudes and signs vary locally, in contrast to the stronger national
and regional patterns for AQ corrections.

In 2060 the corrections for SSP2-2.6 are small and vary strongly in sign, as the grass to crop transition
(for which the input data also strongly varies; figure[6f) is prominent, resulting in smaller relative errors
compared to AQ corrections for this SSP. For SSP3-baseline, deforestation for crops and grass is present at a
higher level, especially in South-America and Africa. However, relative errors are still very small, because
of the high temperature rise in SSP3-baseline. The patterns for SSP2-baseline are roughly consistent with
SSP3-baseline, where smaller global warming and smaller corrections yield likewise relative errors.

In 2100, the patterns become more distinct as the overall differences between RCP6.0 have grown
larger. For SSP2-2.6, the corrections in South-America and Africa are now clearly negative, while some
boreal areas show positive corrections and relative errors now reach up to 0.5. For SSP3-baseline, stronger
positive corrections are now noticeable in South-America and Africa, though relative errors are small
through higher global warming. Again, SSP2-baseline patterns are roughly consistent with SSP3-baseline,
where somewhat smaller global warming and corrections result in similar relative errors.
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SSP2-2.6, 2060 relative to 2015
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Figure 24: 2060, SSP2-2.6 (A) Temperature change in IMAGE relative to 2015; (B) LU temperature corrections;
(C) relative error: T correction / IMAGE AT

SSP3-baseline, 2060 relative to 2015
(A) AT IMAGE (B) T correction (C) relative error

=2 -1 0 1 2 -0.50 -0.25 0.00 0.25 0.50 -0.50 -0.25 0.00 0.25 0.50
Temperature change [K] Temperature correction [K] relative error []

Figure 25: 2060, SSP3-baseline (A) Temperature change in IMAGE relative to 2015; (B) LU temperature
corrections; (C) relative error: T correction / IMAGE AT

SSP2-2.6, 2100 relative to 2015
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Figure 26: 2100, SSP2-2.6 (A) Temperature change in IMAGE relative to 2015; (B) LU temperature corrections;
(C) relative error : T correction / IMAGE AT

SSP3-baseline, 2100 relative to 2015
(A) AT IMAGE (B) T correction (C) relative error
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Figure 27: 2100, SSP3-baseline (A) Temperature change in IMAGE relative to 2015; (B) LU temperature
corrections; (C) relative error: T correction / IMAGE AT
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3.3 Effects on land-based processes

To asses the effects on land-based processes, the difference in crop yields and living biomass for a
scenario with temperature corrections versus the same scenario without correction is calculated and
shown in figure[28] Here, averages are shown for the 2050-2080 period for India, China, South-America
and Africa. This period is expected to show the maximum effects, as temperature corrections for AQ
peak and LC corrections have already grown substantial. India and China primarily indicate effects of
AQ corrections while South-America and Africa are indicative for LC corrections.
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Figure 28: 2050-2080 average relative difference in wheat, maize & rice yield and living biomass for corrected vs
non-correct runs in SSP2-2.6, SSP2-baseline and SSP3-baseline for India, China, South-America and Africa.

Figure 28] shows that temperature corrections for SSP2-2.6 has the highest overall agricultural and
carbon cycle impacts. The effects on crop yield are most pronounced in China, though India shows the
largest effects on biomass. The impacts on South-America and Africa are evidently smaller, which is most
likely the consequence of their much lower average temperature correction.
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4 Discussion

4.1 Air quality temperature corrections

Although this study was a first attempt to implement the local effect of aerosol loading changes with a
simplified model, some interesting and promising results and insights have been produced. However,
trying to capture the complex nature of aerosol effects on local climate within a simple model has proven
to be difficult. Regarding the first validation experiment, we observe that the correction model is not able
to reproduce the strong arctic warming which is clearly observed in ESMs. This is not necessarily a flaw of
the correction model, rather a logical consequence of the simplified approach which was needed to find a
solution for the original problem (limited abilities of ESM application within IAMs). The ESMs produce
arctic warming as they account for feedbacks on the hydrological cycle and circulation, processes which
can not be reproduced in simplified models. As expected and demonstrated in the validation experiments,
higher aerosol loading differences result in higher temperature differences. However, all scatter plots also
show higher slopes for higher cumulative concentration intervals. This indicates some form of non-linear
concentration-temperature relationship in the PiClim data. In this case, the assumed linear response on
radiation (Hansen, 2005) or the temperature response of radiation might be compromised.

As shown in the results, corrections are only in line with ESMs when comparing data in regions
with high cumulative concentrations. Thus, AQ corrections are only meaningful in India and south-west
China, and should be applied with consideration in other regions. The comparison with SST runs is
more in line with the corrections, and fits and correlations are much better. For these runs are physically
unrealistic they provide no guarantee that the model works properly for temperature correction between
other scenarios. However, the sign of the model agrees with the ESMs in both experiments, which
indicates that the corrections correspond to the known effects of aerosol loading reduction or increase.
This promotes the application of the model in IMAGE; the effects would otherwise not be taken into
account, while the correction results indicate that the effects are significant with respect to background
climate change. Nonetheless, when this model for temperature corrections is applied, some other flaws
should be considered as well:

1) Overall AQ corrections are limited to regions with considerable changes in concentrations in the
PiClim experiments, while indirect effects (circulation changes, teleconnections, etc.) are not captured
by the correction model. Moreover, the data selection also excludes correction for locations with future
changes in aerosol loading. For example, if a newly emerging economy would depend on heavy industry
and fossil fuels, with consequential higher aerosol loading, no cooling effect would be produced as there
is no concentration-temperature relation in the current data set.

2) In addition, by not including the effects of nitrate aerosol, considerable corrections for some regions
might not be included. In Europe and parts of North-America fertilizer and manure from intensive
agriculture might account for relevant local corrections if nitrate aerosol effects would be included. For
example, in Europe and the Po Valley, ammonium and nitrate aerosols account for a maximum -0.2 K and
-0.4 K cooling respectively (Drugé et al., 2019).

3) Although using empirical data for correction modelling has considerable advantages, it also comes
with some drawbacks, which might or might not account for the inconsistencies shown in validation
experiment results. As the PiClim data is used as input, the scaling is based on the background climate
of 1850. Temperature effects might thus not be modelled correctly, as the scaling also includes the black
carbon on snow effect. Here, the assumed snow cover in some seasons and regions might not be there
because of climate change. In the currently limited area for BC scaling, this might affect corrections in
the southern Tibetan plateau.

4) For other aerosol components, a similar problem is also present, in the form of changes in circulation
and atmospheric mixing. The concentration fields are modelled with FASST, for which the source-receptor
relations are derived for the fixed meteorological year 2001. Although|Van Dingenen et al.|(2018)) discuss
the implications and possible biases for inter-annual variability, no estimates are given for the effects of
climate change on meteorology. However, Xu and Lamarque| (2018)) demonstrate that meteorological
changes result in a wet removal flux decrease, which account for a 5% to 10% higher aerosol loading at
the end of the 21st century for RCP8.5. Although meteorological bias is thus a relevant factor on its own,
it is still relatively small compared to the uncertainties in indirect aerosol effects (Myhre et al., 2013)).
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5) The PiClim runs are performed with fixed sea surface temperatures, where climate variability and
climate change are effectively damped, especially in coastal areas. The effect of aerosol loading changes
might thus be also underestimated in coastal areas and is completely suppressed over the ocean. The latter
does not matter for IMAGE, because we are only interested in the effects above land, though one should
take note of the effect in coastal areas.

4.2 Land cover temperature corrections

The simple model for LC corrections based on remote sensing data was able to reproduce the features
from LC changes on local temperatures consistent with literature. However, the validation experiment
shows that the data from Duveiller et al.|(2018b) is not adequate to explain the differences in temperature
between two scenarios with deviating LU found with ESMs. Nonetheless, this does not necessarily imply
that/Duveiller et al.| (2018b)) is not suitable for making corrections, while the inconsistencies can be caused
by one or joint of the following effects:

1) The data from|Duveiller et al.| (2018b)) is based on remote sensing data for the years 2008-2012, and
therefore dependent on the background climate in this period. However, the background climate in the
SSPs changes, which might result in corrections based on false BPH features. For example, the expected
cooling due to smoother snow surfaces from deforestation in boreal zones might not occur in ESMs, due
to future snow loss from temperature rise.

2) The ESM and Duveiller et al.| (2018b)) vegetation data that is used for making corrections is based
on land cover, not land use. For example, irrigated land will generally be cooler than non-irrigated land
due to increased latent heat release from stronger evapotranspiration (Yang et al.,|2020). Future changes
in land use might therefore affect local temperatures, even if the actual land cover does not change.

3) The ESMs vary in LC change patterns, which is a consequence of different criteria among ESMs for
vegetation types. This is discussed in detail by |[Boysen et al.| (2020), who show the variety in forest extent
in nine ESMs, including the five used in this study in a controlled deforestation experiment. Moreover,
Boysen et al.| (2020) illustrate that energy balance changes from deforestation also strongly vary among
ESMs. Other studies also find strong inconsistencies between land models and observations (Forzieri et al.
(2018) and |Duveiller et al| (2018a)). Although considerable advances have been made in land models
(Clark et al. [2015), the effects on local circulation, cloud cover and other atmospheric effects remains
highly uncertain. These kind of experiments show that the impacts are currently poorly understood and
stress the importance of further development.

4) The data from |Duveiller et al| (2018b) is aggregated by taking the average from high resolution
observations. This implies that it can be best applied to estimate temperature changes from small scale
and local LU changes, while it might underestimate for large scale changes, such as forests diebacks
(Hoegh-Guldberg et al.,2018)).

The inconsistencies between ESM temperature differences and modelled temperature corrections can
thus not be attributed to the correction method. Even though validation has proven to be difficult, BPH
LC effects were still applied to study the effects in IMAGE.

4.3 Implementing temperature corrections in IMAGE

As shown in the previous chapter, application of the temperature correction models for the new SSPs
leads to considerable temperature corrections for some of the scenarios. Although the flaws of the models
have already been discussed in the previous section, special attention is also devoted to the results of the
temperature corrections for IMAGE.

Instead of integrating the models within the IMAGE framework (as suggested in the original set up)
the models are forced with output from IMAGE runs as of time restrictions. However, through runs
where the temperature patterns are added to the downscaled patterns, we assume to capture the first order
effects of AQ and LC temperature corrections. Secondary effects, such as emission feedbacks from energy
consumption or land use changes are thus not taken into account, but could play an important role as well.

The time restrictions for this study also resulted in a quick fix for the emission problems in IMAGE in
the form of harmonization. The validity of harmonizing concentrations instead of emissions is checked
with a small side experiment. Here, +50% and -50% emission perturbations in a RCP6.0 scenario showed
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a +50% and -50% concentration field response for BC, POM and SO,, confirming that in this case
harmonization can be achieved through concentrations. However, the discrepancy in emission is caused
by a defect in the IMAGE energy model, where the emissions from coal are overestimated. Here, the
harmonization does not discriminate emission sectors as it is based on the total. As emissions from coal
are expected to decline faster than other sectors (especially within mitigation scenarios), this might lead to
an underestimation of emission in the future, as harmonization is based on the year 2015. Subsequently,
the concentrations are estimated too low and the resulting temperature corrections might be too high.

4.4 Effects on land-based processes

Even though the corrections show some effect in land-based processes, the results are relatively small.
For perspective, results of runs with varying RCP6.0 ESM downscaling patterns within SSP2-baseline
are shown in figure 29] Here, the effects of applying the patterns from GFDL-ESM2M, hadGEM2-ES,
and MIROCS instead of the default IPSL-CM5A-LR are shown. The difference in 2050-2080 average
temperature for the other ESMs with with respect to IPSL are shown in figure [30]

The same order of magnitude is also found in a similar experiment, where multiple land-vegetation
models are combined with a variety of GCMs and run for the RCP scenarios (Rosenzweig et al., 2014).
However, Rosenzweig et al.|2014] also demonstrates that the uncertainties are roughly in the same order
of magnitude. The small effects from AQ and LC corrections can thus be considered negligible against
the uncertainties of these kind of models.

Another important aspect is that the current temperature corrections are calculated on a yearly averaged
basis. However, for crops and other natural processes, changes in the magnitude and frequency of extreme
weather events are a far more important factor. As the correction procedures do not account for this, the
effects of AQ and LC change might be underestimated.
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Figure 29: 2050-2080 average relative difference in wheat, maize & rice yield and living biomass for varying
RCP6.0 ESM patterns with respect to IPSL-CMS5A-LR (default) in SSP2-baseline for India, China, South-America
and Africa.
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Figure 30: 2050-2080 RCP6.0 average temperature difference for GFDL-ESM2M, hadGEM2-ES and MIROC5
with respect to IPSL-CM5A-LR.

Lastly, the fact that temperature differences between downscaling patterns is far greater the modelled
temperature corrections forces us to reconsider the necessity for temperature corrections in the first place:
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Of course, the new method allows to incorporate the effects of AQ and LC changes, which were originally
not explicitly taken into account. But as it turns out, selecting an ESM pattern is a far more important
factor for local temperature change than the actual effect of changes in air quality or land use.
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5 Conclusion

This research aims to identify the role of air quality and land cover change on local temperature and
how these can be implemented in IAMs through simple models. Although the global radiative effects of
these processes have been widely studied and documented, the actual local effect on temperature is not.
Reflecting on the research questions, we conclude that:

* Itis possible to model the local temperature effects of AQ and LC through simple models. However,
as this research is a first attempt, corrections for AQ are still limited to certain regions due to data
selection.

e For AQ, the correction model shows results which are more or less in line with MMMs from 5
ESMs. An unexpected achievement, considering the complex nature of local aerosol effects and the
associated uncertainties. It is demonstrated that for a comparison between ESM and the correction
model, the results are quite scattered and correlations and slopes are poor. However, for similar
scenarios with fixed SST, results agree quite well. Especially for areas and time steps with strong
changes in AQ, fit slopes up to 0.83 and correlation coefficients up to 0.88 are found. For LC, the
correlation between the correction model and ESMs is absent in most cases and very poor at best
for IPSL-CM6A-LR.

* By applying the correction models on the widest range of SSPs in IMAGE, it is demonstrated
that incorporating the AQ effects lead to overall warming in the corrected regions, mainly because
of SOy loading differences. As expected, the mitigation scenario (SSP2-2.6) yields the strongest
corrections up to roughly 1 K, while the SSP3-baseline scenario shows maximum corrections up to
roughly 0.5 K. For LC, applying corrections leads to overall warming in the SSP3-baseline scenario,
especially central Africa and South-America. For SSP2-2.6 correction lead to overall cooling in
central Africa and South America and warming in the boreal zone. For both AQ and LC the relative
error (from not taking these effects into account) is highest in SSP2-2.6, as background climate
change is higher in SSP3-baseline

* When looking at the relative effect on land-based processes from applying temperature corrections,
we find regional average differences in the order of 1% for crop yields and living biomass. However,
taking another ESM downscaling pattern within a single scenario yields differences in the order of
10%.
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6 Recommendations

Recommendations are given in three categories: 1) improvements for the current IMAGE downscaling
process, 2) improvements for the proposed correction methods and 3) suggestions for the development of
a new generation correction method.

The current downscaling process (without corrections) could be improved by taking care of:

» Use scenarios for downscaling which are most consistent with the studied scenario at all times,
i.e. RCP2.6 for SSPx-2.6 etc.. As RCP6.0 is currently used as a default, effects such as arctic
amplification might lead to an overestimation of temperature increase on the northern hemisphere
for mitigation scenarios.

e As ISIMIP (Inter Sectoral Impact Model Intercomparison Project) is entering the third phase, bias
corrected temperature data from CMIP6 scenario runs will soon be available. This will allow the
use of SSP data sets for downscaling, opposed to the current usage of RCP patterns. It is strongly
recommended that SSP data sets should be used for downscaling for three reasons:

1) The emissions and land use which are used to force ESMs are far more consistent between old
and new SSP generations than among RCP and SSP scenarios with similar radiative forcing targets.
This will in turn decrease the need for corrections in the first place.

2) ESM have considerably improved since the CMIPS5 generation. Not only in temporal and spatial
resolution, but individual model components have been upgraded as well, and some models have
been extend with new modules. Overall, as more physical and chemical processes are incorpo-
rated, overall model performance for historical experiments is better in CMIP6 than CMIP5 (e.g.
Thorarinsdottir et al.|(2020), [Fan et al.| (2020)) and ESMs are thus expected to yield more accurate
future projections.

3) For the SSPs, the amount of realizations ESM has been increased with respect to RCPs. In
total, every SSPs scenario has been run between 212 and 310 times, while the amount of RCPs
realizations is varying from 36 to 153. This can be attributed to increasing amount of participating
ESMs, though the amount of ensemble members per ESM has increased as well: the IPSL ESM
for example, provided 4, 5, 1 and 5 realizations for the four RCP scenarios, while in CMIP6 6, 11,
11, 7 and 6 runs were performed for the five SSP marker scenarios. Larger ensemble means can in
turn be used to make more accurate estimates for future patterns.

* Apply 30 year moving average temperature patterns instead of linearly interpolating data between
2015 and 2100 (2070-2100 average). Currently, non-linear temporal effects are not account for,
within mitigation scenarios (where temperatures peak before 2100) local warming might thus be
underestimated.

The results indicate that the adapted downscaling models are able to capture the local effects of AQ and
LC change on temperature consistent with literature. However, the downscaling models as proposed and
applied in this paper are not flawless and it is recommended that:

e The proposed AQ and LC correction models should be implemented in IMAGE, to capture second
order effects and possible feedbacks.

* AQ corrections should be based on individual ESMs. Currently, the AQ corrections are limited by
the PiClim robustness condition, defined as the number of ESMs with an identical sign change in
the 30 year average temperature response. By applying standard statistical methods, such as a t-test
on the monthly data (as demonstrated in [Zanis et al.| (2020)), the significant temperature change
areas could be defined for individual ESMs. Subsequently, temperature corrections could then be
made for individual ESMs.

* LC temperature corrections should account for changes in background climate. A good strategy
to incorporate this would be to aggregate data from [Duveiller et al.[(2018b)) to climate zones, for
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example those according to K&ppen-Geiger. As these zones are defined by (seasonal) precipitation
and temperature, the extend of the zones can be defined by temperature and precipitation output
from IMAGE, and temperature corrections can be made accordingly.

Even after taking notice and incorporating the aforementioned recommendations, the downscaling method
is still limited. Other possible steps towards the development of a next generation downscaling correction
process are:

* Developing and implementing other correction models for phenomena such the Urban Heat Island
effect (Akbari, |2001)) and the drying of lakes such as the Aral sea (Small, 2001).

 Study the effects and possibilities of nitrate aerosol related temperature corrections.

* AsESMs have currently passed the first phases of CMIP6, more emphasis is now laid on experiments
for fundamental research and more data is soon to be expected for AerChemMIP and LUMIP runs.
This is expected to improve signal to noise ratios, and allow a better understanding of global (and
indirect) effects of AQ and LC changes. For AQ, special attention should be given to the role of BC
and OC, as their present day radiative forcing is in the same order of SOy, but uncertainties in their
effects on climate (especially locally as shown in this work) are much higher.

* Inthe same line of thought, experiments such as those carried out by Mendelsohn et al.{(2001)), could
also be very helpful to improve AQ corrections. By perturbing emissions for IMAGE regions among
different background climate states, more insight could be provided in the changes in circulation,
teleconnections and similar transportation related effects. By isolating regional and inter-regional
effects, it would be possible to also make corrections for inter-regional effects, instead of the current
limited method. Moreover, by perturbing emissions within different climate states, the aerosol
lifetimes feedback, BC on snow, and water vapour cycle effects would be accounted for as well.
However, the amount of required runs would be enormous which is not favourable.

¢ Although Duveiller et al.| (2018b)) provides a helpful and realistic data set to model local effects
of land cover change on a local scale, it misses the effects on a global scale which arise from
large scale land use change. As large scale land cover change is likely to continue in the future,
a good representation of these processes and their global effects is important. As considerable
improvements in land models have been made lately, deriving a relation between local temperature
and LC change from ESMs would be an interesting alternative for LC corrections. However, the
uncertainty of these effects is not likely to improve swiftly, and this option should thus be considered
with care.
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Appendices

A IMAGE model framework

Policy
responses

Climate

i H

| ][] [ [ ]

Figure A.1: The IMAGE 3.0 framework (source: PBL), the climate model component outlined in red.
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B Supplementary PiClim data

B.1 ESM temperature responses

The figures in this appendix show the temperature response for the PiClim perturbation experiments with
respect to the control run, for the individual ESMs as well as the MMM. A to C show the temperature
response for individual perturbations in BC, OC and SO2 respectively. D shows the sum of temperature for
BC, OC and SO2, e.g. total response. E shows the response of the aerosol run and F shows the difference
between the total response and aerosol run. avg’ denotes the global average temperature change.

The ESMs exhibit various temperature pattern responses to the three emission perturbations. However,
some models also show arctic and/or antarctic warming or cooling, while this is not expected as sea surface
temperatures and sea ice extent are fixed. This does not seem to directly affected the regions of interest i.e.
South-West, South and East Asia. However, the results from MIROCS (figure[B.7) show distinct patterns
over land and sea in most areas, as well as strong arctic warming in the BC, OC and SO2 runs. These
patterns do not appear in the aerosol run and also do not resemble those from other ESMs. Therefore the
results from MIROCS6 are dismissed to calculate the MMM responses.

In order to calculate corrections, it is assumed the temperature impact of aerosol changes can be reasonably
modelled by the total effects of changes in emissions of BC, OC, and SO2, as precursor emissions for
smaller current-day radiative are not taken into account. Furthermore it is assumed that the temperature
responses of BC, OC and SO2 are additive.

If both assumptions are correct, the total temperature response of the BC, OC, and SO2 runs should
resemble that of the aerosol run, especially in the regions of interest for making corrections. Comparing
figures D and E for the individual ESMs, we observe that these resemble each other more or less in most
ESMs. However, the figures D and E for the MMM (figure [B-8] which is ultimately used for making
corrections), show patterns in South-East, South and East Asia which are highly consistent, confirming
the two assumptions mentioned above.

piclim AT response CNRM
A BC, avg=0.002 B 0C, avg=-0.01 C S02, avg=-0.021

Figure B.1: PiClim CNRM-ESM2-1 temperature responses
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A BC, avg=0.005

piclim AT response GISS
B OC, avg=-0.007

C S02, avg=-0.018

< -

AT [K]

Figure B.2: PiClim GISS-E2-1-G temperature responses

A BC, avg=-0.001

piclim AT response IPSL
B OC, avg=-0.001

E
0.0 0.5 1.0

C S02, avg=-0.024

- -

- -

E aer, avg=-0.027

-y

-1.0

-0.5

010
AT [K]

Figure B.3: PiClim IPSL-CM6A-LR-INCA temperature responses
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piclim AT response MRI
A BC, avg=0.028 B OC, avg=-0.004 C S02, avg=-0.035

- - < -
- "

E aer, avg=-0.014 F BC+0OC+SO02 - aer, avg=0.003

B

0.0 0.5 1.0
AT [K]

Figure B.4: PiClim MRI-ESM2-0 temperature responses

piclim AT response NorESM
A BC, avg=0.008 B OC, avg=-0.011 C S02, avg=-0.008

: 7’ D y‘

< - - -

-lmmnn B

-1.0 -0.5 0.0 0.5 1.0
AT [K]

Figure B.5: PiClim NorESM2-LM temperature responses
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piclim AT response UKESM
A BC, avg=0.009 B OC, avg=-0.005 C S02, avg=-0.031

- -

- -

-1.0 -0.5 0.0
AT [K]

Figure B.6: PiClim UKESM1-0-LL temperature responses

piclim AT response MIROC
A BC, avg=0.092 B OC, avg=0.074 C SO02, avg=0.074

Figure B.7: PiClim MIROC6 temperature responses
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piclim AT response MMM
A BC, avg=0.009 B OC, avg=-0.006 C S02, avg=-0.023

< -

< - - -

E F

010 0.5 1.0
AT [K]

Figure B.8: PiClim MMM temperature responses (without MIROC6)

B.2 Model agreement

PiClim model agreement

number of ESMs with agreeing sign

Figure B.9: Mapping of the number of models with similar temperature response sign for BC, OC, SO, and all
aerosol precursor "aer’ emission perturbations. White indicates a three out of six model agreement.
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C Air quality validation results

C.1 2020, 2030 and 2040 concentration differences and temperature corrections

2020, SSP3-lowNTCF - SSP3-baseline

BC concentration difference POM concentration difference S04 concentration difference

-0.50 -0.25 0.00 0.25 0.50
AC [10 ugm~3], AT [K]

Figure C.1: SSP3 lowNTCF - baseline concentration differences modelled with FASST and respective temperature
corrections derived with PiClim scaling for the 2015-2025 average.

2030, SSP3-lowNTCF - SSP3-baseline

BC concentration difference POM concentration difference S04 concentration difference

0.00
AC [10 ugm~3], AT [K]

Figure C.2: SSP3 lowNTCEF - baseline concentration differences modelled with FASST and respective temperature
corrections derived with PiClim scaling for the 2025-2035 average.
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2040, SSP3-lowNTCF - SSP3-baseline

BC concentration difference POM concentration difference S04 concentration difference

T T
-0.50 -0.25 0.00 0.25 0.50
AC [10 ugm~3], AT [K]

Figure C.3: SSP3 lowNTCEF - baseline concentration differences modelled with FASST and respective temperature
corrections derived with PiClim scaling for the 2035-2045 average.

C.2 SSP3 results

2015-2025 average
(A) Cumulative concentration difference (B) ESM AT (C) Correction temperature

-10 =5 0 5 10
AC [ugm~3]

Figure C.4: 2015 - 2025 average (A) Cumulative concentration difference, green, orange and purple contours
indicate the -2, -5 and -10 ugm™> (green, orange and purple) intervals; (B) MMM temperature difference between
SSP3 lowNTCF and baseline, hatched areas indicate temperature sign agreement of less than four out of five
models; (C) Temperature corrections based on the PiClim scaling method.

2025-2035 average
(A) Cumulative concentration difference (B) (C) Correction temperature

-10 -5 0 5 10
AC [ugm~3]

Figure C.5: 2025 -2035 average (A) Cumulative concentration difference, green, orange and purple contours
indicate the -2, -5 and -10 ugm™~> (green, orange and purple) intervals; (B) MMM temperature difference between
SSP3 lowNTCF and baseline, hatched areas indicate temperature sign agreement of less than four out of five
models; (C) Temperature corrections based on the PiClim scaling method.
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2035-2045 average
(A) Cumulative concentration difference (B) ESM AT (C) Correction temperature

-10 -5 0 5 10
AC [ugm™3]

Figure C.6: 2035 -2045 average (A) Cumulative concentration difference, green, orange and purple contours
indicate the -2, -5 and -10 pgm™3 (green, orange and purple) intervals; (B) MMM temperature difference between
SSP3 lowNTCF and baseline, hatched areas indicate temperature sign agreement of less than four out of five
models; (C) Temperature corrections based on the PiClim scaling method.
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Figure C.7: Scatter plots for individual ESMs and MMM SSP3 lowNTCF-baseline temperature difference vs
temperature correction on the -2, -5 and -10 pgm_3 (green, orange and purple) cumulative concentration change
intervals. Dashed lines resemble best fit with intercept at O through the three cumulative concentration interval
selected data sets, where a indicates the slope and r the correlation coefficient.
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C.3 SSP3 SST results

2015-2025 average
(A) Cumulative concentration difference (B) ESM AT (SST) (C) Correction temperature
Z L 4

AC [ugm~3]

Figure C.8: 2035 -2045 average (A) Cumulative concentration difference, green, orange and purple contours
indicate the -2, -5 and -10 ugm™> (green, orange and purple) intervals; (B) MMM temperature difference between
SSP3 lowNTCF and baseline, hatched areas indicate temperature sign agreement of less than four out of five
models; (C) Temperature corrections based on the PiClim scaling method.

2025-2035 average
(A) Cumulative concentration difference (B) ESM AT (SST) (C) Correction temperature

e

-10 -5 0 5 10 0.0
AC [ugm~3] AT [K]

Figure C.9: 2035 -2045 average (A) Cumulative concentration difference, green, orange and purple contours
indicate the -2, -5 and -10 pgm ™3 (green, orange and purple) intervals; (B) MMM temperature difference between
SSP3 lowNTCF and baseline, hatched areas indicate temperature sign agreement of less than four out of five
models; (C) Temperature corrections based on the PiClim scaling method.

2035-2045 average
(A) Cumulative concentration difference (B) ESM AT (SST) (C) Correction temperature

-~ -

-~ -

-10 =5 0 5 10 -1.0 -0.5 OtO 0.5 1.0
AC [ugm™3] AT [K]
Figure C.10: 2035 -2045 average (A) Cumulative concentration difference, green, orange and purple contours
indicate the -2, -5 and -10 ugm™3 (green, orange and purple) intervals; (B) MMM temperature difference between
SSP3 lowNTCF and baseline, hatched areas indicate temperature sign agreement of less than four out of five
models; (C) Temperature corrections based on the PiClim scaling method.
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Figure C.11: Scatter plots for individual ESMs and MMM SSP3 SST lowNTCF-baseline temperature difference vs
temperature correction on the -2, -5 and -10 pgm_3 (green, orange and purple) cumulative concentration change
intervals. Dashed lines resemble best fit with intercept at O through the three interval selected data sets, where a
indicates the slope and r the correlation coefficient.
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D Land cover change validation results
D.1 Vegetation characteristics

2065-2095 average; SSP370 - SSP126

A Forest, CanESM5 A Grass, CanESM5

— T

-50 -40 -30 -20 -10 0
[%]

Figure D.1: 2065-2095 average SSP370-SSP126 vegetation cover fraction differences for all ESMs.
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2065-2095 average; SSP370 - SSP126
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Figure D.2: 2065-2095 average SSP370-SSP126 vegetation transition fractions for all ESMs.

D.2 Filtering out background climate change

ESMs are subject to climate variability and feedback mechanisms, which will result in temperature changes
in areas which are not marked by land use change. Moreover, adjacent areas will also influence each others
temperature through various processes such as changes in cloud cover from changes in evapotranspiration.
In order to overcome this problem, a moving window algorithm is applied to the ESM data to distinguish
climate variability and other effects AT,..s and the direct BPH effect ATppy from the total temperature
change ATEss, similar to the method described in|Alkama and Cescatti[2016;

ATgsy = Algpg + Aoy — ATgpr = ATgsy — AT e (2)

A flowchart of the algorithm is shown in figure [D.3] works as follows: For all cells, the absolute
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Figure D.3: Flowchart of the BPH effect filter

fractions of vegetation transitions are summed, to calculate the cumulative transition ALU ). Next an
iteration is made over all cells with coordinates x,y. There are two possibilities:

1. If ALU 4 y) in a cell is smaller than the set upper limit ALUp; ¢, the temperature change is assumed
not to be induced by LCLUC, and AT = AT,..s — ATgpy =0.

2. If ALU 4,y in a cell is larger than the set upper limit ALUj g1, some part of the temperature change
is induced by vegetation transition(s). Next, for a given radius R all neighbouring cells within a
square window with sizes R*2+1 with the studied cell in the center are selected. Then, for every cell
i1in the window, ALU; is compared to the set lower limit ALUj,,, . If ALU; is smaller than ALUj,,y,
the temperature change in cell i is assumed to be not induced by LU, and AT, ; is weighted with
the inverse of distance r to cell x,y. Cells where ALU; is larger than ALUj,;qp, are omitted.

Afterwards, all weighted AT,.., ; and distances r are averaged, and the two averages are multiplied
to calculate the residual temperature change. This value is subtracted from the temperature change
in cell x,y, to calculate the local temperature change from BPH effects.

An example for a cell x,y is shown in figure [D.4] For illustrative purposes, the chosen radius R is
set to 2 and cumulative land use AL and temperature change AT is only shown for three cells within the
window. The blue outlined cells indicate how the distance r is calculated, and the black outlined cell is
the one for which ATgpp is calculated. In this example, only the two red cells have a ALU that is smaller
than ALUj,,,. For this example ATgpp is calculated as follows:

0.5 12 712 T2
( s + T+02) ) (\/1 +12+V2 +0)

2 2

AT s, (x,y) = ~ 0.8 — ATgpyg =1.5-0.8=0.7K
In this example, of the 1.5K temperature change in cell X,y only 0.7K can be attributed to local BPH
effects, while 0.8K is caused by larger scale climate variability or other effects.

Although numerous settings have been tested and analyzed, for all the results in this work a radius R
of 10 cells and a threshold of 20% is applied.
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Figure D.4: ATpppy calculation for an exemplary window

D.3 Full scatter plots for SSP126-SSP370LU and SSP370-SSP126L.U

Figures[D.5|and [D.6|show the scatter plots for the ESM temperature difference and the modelled tempera-
ture difference based on|Duveiller et al.[2018c| for both SSP126-SSP370LU with respect to SSP1-2.6 and
SSP370-SSP126L.U with respect to SSP370 for all 30 year averaged time steps. For both comparisons,
the scatter plots show more data as time progresses. This is the result of the 20% threshold for filtering
the BPH effect, which is passed more often as LC differences diverge.

As discussed before, CNRM and IPSL show a slight warming in the tropics and cooling in the boreal
zone in figure[D.3] while the opposite is true for figure[D.6] Although the results of ESMs are inconsistent
with each other and change throughout time, individual plots are thus (conversely) consistent between
the two analysis. We can thus conclude that ESMs might not be consistent with the correction models
or with each other, but the representation of physical vegetation effects are internally consistent. To
prove this claim, the BPH filtered temperature effects for SSP126-SSP370LU with respect to SSP1-2.6
and SSP370-SSP126LU with respect to SSP370, and their sum is shown in figure [D.7] Between the
ESMs, patterns differ as they are forced with land use, and the resulting land cover can differ because of
different model assumptions. In general, the patterns within ESMs are similar (but naturally opposite in
sign) between the two comparisons. If the residuals (i.e. sum of the former two) is taken, then it can be
observed for most ESMs these are relatively small. In other words, within one ESM the representation of
BPH effects is consistent.
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Figure D.5: Scatter plots of the modelled correction temperatures (AT Duv), vs the BPH filtered ESM temperatures,
time stamps indicate the central year of the 30 year averages for SSP126-SSP370LU relative to SSP1-2.6. Blue,
yellow, pink and green indicate data selection for the respective zones shown in ﬁgure'Bl
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Figure D.6: Scatter plots of the modelled correction temperatures (AT Duv), vs the BPH filtered ESM temperatures,
time stamps indicate the central year of the 30 year averages for SSP370-SSP126LU relative to SSP370. Blue,
yellow, pink and green indicate data selection for the respective zones shown in ﬁgure@
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2065-2095 average PBH filtered temperature change
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Figure D.7: BPH filtered temperature effect for the 2065-2095 average for individual ESMs: (left column)
SSP126-SSP370LU relative to SSP1-2.6; (middle column) SSP370-SSP126LU relative to SSP370; (right column)
residuals: sum of left and middle mappings.
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E IMAGE emission harmonization for corrections

The original set of IMAGE and RCP emissions timelines is shown in figure [E.I] Here can be observed
that especially BC and OC emissions in IMAGE are roughly 1.5 times higher than historical and RCP at
the start of the model run. These inconsistencies are caused by a fault in the IMAGE energy model, and
not caused by the actual scenario characteristics. If we were to proceed with this data, corrections would
be unrealistically high in the start of the century. To overcome this problem on a short time scale, the
quickest solution is to harmonize the concentration fields.

Normally, harmonization would be performed through emissions, rather than concentrations. However,
as the relations between concentration and emissions are linear in FASST, and harmonizing concentrations
takes less time than harmonizing emissions (in this case), harmonization is achieved through simple
concentration field scaling. In this process, SSP concentration fields are scaled so that the 2015 values
match with those from RCP6.0 in 2015. Figure[E.2]shows the resulting scaling factors, i.e., concentrations
of RCP6.0 divided by the concentration of SSPs in 2015. For most of the areas which are used for
corrections, the harmonization factor is roughly 0.7.
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Figure E.1: Global harmonized BC, OC and SO, emission timelines for selected SSPs, RCP2.6 & RCP6.0 and
historical (van Marle et al., 2017 & Hoesly et al., 2018) in Mt/y.

Concentration harmonization factors

Figure E.2: Concentration harmonization factors BC, POM and SO4 in Mt/y. Purple contour indicates the areas
that are used for corrections.
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F IMAGE temperature correction supplement

F1 AQ

SSP226, RCP60 corrections for 2060

BC concentration difference POM concentration difference S04 concentration difference
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Figure F.1: Individual aerosol component differences and associated temperature corrections for SSP2-2.6 in 2060.

SSP2baseline, RCP60 corrections for 2060
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Figure F.2: Individual aerosol component differences and associated temperature corrections for SSP2-baseline in
2060.
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SSP3baseline, RCP60 carrections for 2060
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Figure F.3: Individual aerosol component differences and associated temperature corrections for SSP3-baseline in
2060.

SSP226, RCP60 corrections for 2100
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Figure F.4: Individual aerosol component differences and associated temperature corrections for SSP2-2.6 in 2100.
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SSP2baseline, RCP60 carrections for 2100
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Figure F.5: Individual aerosol component differences and associated temperature corrections for SSP2-baseline in
2100.
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Figure F.6: Individual aerosol component differences and associated temperature corrections for SSP3-baseline in
2100.
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Figure F.7: Vegetation transitions for SSP2-2.6 in 2060.

59



L. Verboom AQ and LC temperature corrections in IMAGE
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Figure F.8: Vegetation transitions for SSP2-baseline in 2060.
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Figure F.9: Vegetation transitions for SSP3-baseline in 2060.
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Figure F.10: Vegetation transitions for SSP2-2.6 in 2100.
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Figure F.11: Vegetation transitions for SSP2-baseline in 2100.
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Figure F.12: Vegetation transitions for SSP3-baseline in 2100.
G IMAGE temperature correction for SSP2 baseline
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Figure G.1: 2060, SSP2-baseline (A) Temperature change in IMAGE relative to 2015; (B) AQ temperature
corrections; (C) relative error: T correction / IMAGE AT
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Figure G.2: 2100, SSP2-baseline (A) Temperature change in IMAGE relative to 2015; (B) AQ temperature
corrections; (C) relative error: T correction / IMAGE AT
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Figure G.3: 2060, SSP2-baseline (A) Temperature change in IMAGE relative to 2015; (B) LC temperature
corrections; (C) relative error: T correction / IMAGE AT

61



L. Verboom AQ and LC temperature corrections in IMAGE

SSP2-baseline, 2100 relative to 2015
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Figure G.4: 2100, SSP2-baseline (A) Temperature change in IMAGE relative to 2015; (B) LC temperature
corrections; (C) relative error: T correction / IMAGE AT
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