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Business Intelligence (BI) and Business Process Monitoring (BPM) have become sta-
ples of modern management. BPM and BI keep track of business processes and capture
them in Key Performance Indicators (KPIs). KPIs are visualizations of metrics that
measure the status of business processes. By consulting KPIs, the status of a busi-
ness process can be easily assessed and acted upon. Organizations provide KPIs to
their employees to improve their decisions relating to the captured business processes.
Creating KPIs is a time and cost-intensive process. To reduce the effort required for
this process, some research has been done to automatically determine relevant KPIs.
These research efforts have yielded approaches that either require manual labor or
focus on organizations instead of end-users. However, predictions that fit organiza-
tions might not fit end-users. To provide KPIs relevant to end-users, their roles in
their organizations should be taken into account when predicting relevant KPIs. By
taking the characteristics of roles into account when predicting relevant KPIs, predic-
tions can be specified for information needs specific to a role. This specification can
increase the relevance of KPIs to end-users, improving their decision making. There
is currently no approach available for automatically predicting relevant KPIs for roles
in organizations. This study shows that the relevance of KPIs can be predicted based
on role characteristics. The relevance of a KPI to a role is shown to be determined by
the role’s responsibilities and its place in the organizational structure. The approach
presented in this study was applied in a real-life setting and evaluated with experts.
The results show that role characteristics can be used to predict relevant KPIs for
roles in organizations. This research presents an approach that is able to specify the
prediction of relevant KPIs from organizations to roles while decreasing manual effort
required.
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Chapter 1

Introduction

Business Process Monitoring aims to capture the performance of business processes
using performance indicators [52|. It is a very common practice in many organiza-
tions. Organizations use Business Process Monitoring to increase the availability of
information and understanding of ongoing business processes. [32]. Using information
gained from monitoring business processes, organizations can react more quickly and
accurately than they could have done without monitoring their business processes.
Key performance indicators (KPIs) are often used to keep track of business process
performance [44|. KPIs are defined as metrics that embed performance targets so that
organizations can chart progress towards goals [8]. A standard method of displaying
KPIs is by combining them in a dashboard.

Dashboards consolidate key performance indicators into a single visual display that
offers an at-a-glance window into overall business performance [8]. The information
in dashboards is usually visualized in a figure or a graph. Shaping the contained
information in a figure or graph catches user attention, enabling decision making [7].
The visualization into a figure or graph not only grabs user attention but also simpli-
fies interpreting the underlying data. Organizations need dashboards to supply their
employees with the information they need to carry out their daily tasks. Providing
relevant information to employees supports their decision making, improving its effi-
ciency and quality.

Organizations obtain KPIs and dashboards either by developing them in-house or by
outsourcing the production to specialized software vendors [7]. Such vendors typically
offer predetermined sets of commonly used KPIs or create custom-made KPIs for their
customers [44]. Finding relevant KPIs is a very time-consuming process, which often
requires considerable human effort [6]. To support decision making, the content of a
dashboard should relate to the decision to be made [22]. For instance, a dashboard
on patient health will not assist in making financial decisions. The effectiveness of
a dashboard can be hindered by providing irrelevant, or wrongly scoped, KPIs [22].
Thus, decision making can be supported more effectively by providing relevant KPIs.
Many studies [6, 7, 26, 28, 40, 46| on determining relevant KPIs have been conducted.
Generally, these studies either provide a template that can be customized for each
situation or create KPIs from scratch, which requires considerable effort [6].

Moreover, in the studies that have been conducted, the focus lies on finding relevant
KPIs for organizations. The scope of organizations might be too broad for employees
that need to examine data on a more detailed level, however. For example, consider
a dashboard on monthly revenue over an entire organization. A chief financial officer
(CFO) is tasked with overseeing the organization’s global financial trends, and the level
of detail in the dashboard might suit him perfectly. However, to a division manager,
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the dashboard might already be too general to provide any detailed information on his
division. Finally, an employee at the ‘ground-level’ can get no actionable information
from the dashboard because its scope is much too broad for his daily activities. If
the data specified until it is relevant to the employee, the data is too detailed for the
CFO to see a picture of the entire enterprise. Even though all three employees need
financial information, one size does not fit all. Currently, available approaches do not
take the requirements of roles into account when predicting relevant KPIs to them.

1.1 Problem Statement

Contemporary literature on the prediction of relevant KPIs, or relevant KPI predic-
tion, does not provide a method focusing on predicting relevant KPIs for roles in
organizations. Many studies have been conducted on selecting relevant KPIs [6, 7, 26,
28, 40, 46|, but most of these studies focus on organizations. Studies that do focus
on selecting relevant KPIs for roles in organizations have produced approaches that
require significant manual effort to implement. There are no available studies that
both focus on selecting relevant KPIs for roles in organizations and reducing the effort
needed during the selection of relevant KPIs. Aksu et al. [6] predicted the relevance of
KPIs to organizations based on organizational characteristics. These characteristics
include domain, location, and number of employees. By training prediction models
using these characteristics as features and KPI relevance as the outcome, Aksu et al.
[6] were able to predict relevant KPIs for organizations. The same approach can be
taken towards the prediction of relevant KPIs for roles. However, roles and organi-
zations are very different entities. Therefore, the characteristics that determine the
relevance of KPIs to roles should be researched. By using role characteristics as a
predictor of KPI relevance, roles can be taken into account when predicting relevant
KPIs. By predicting relevant KPIs based on user needs or preferences, the resulting
dashboards that contain them will be more relevant, making them more useful |21,
22|. There is a knowledge gap in the literature concerning the prediction of relevant
KPIs for roles in organizations and the characteristics that make KPIs relevant to
roles. This research, therefore, adopts the following main research question:

RQ: How can relevant KPIs be predicted for roles in organizations?

1.2 Research Goal

The goal of this research is to develop an approach that enables the prediction of rel-
evant KPIs for roles in organizations based on role characteristics. The contribution
of this research is twofold. First, this research develops an approach for predicting
relevant KPIs for roles in organizations. Second, this research creates a technique
for eliciting, comparing, and grouping roles in organizations. This section will first
discuss the prediction of relevant KPIs for roles in organizations. Then, the goal of
finding and comparing roles in organizations will be addressed. Finally, these two
contributions will be combined to show how this research will produce an approach
for predicting relevant KPIs for roles in organizations.

This research will use an approach developed by Aksu et al. [6] as a foundation to
build upon. The use of organizational characteristics as features can also be applied
to roles in organizations. In the case of roles, the set of defining characteristics is
different. The next paragraphs will discuss the nature and characteristics of roles in
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organizations.

Organizations are groups of people working towards the same goal [15]. The people
in these organizations have specific sets of responsibilities that contribute to reaching
that common goal. Roles are grouping mechanisms for employees with the same re-
sponsibilities. In short, employees have roles, which are collections of responsibilities.
These responsibilities determine the tasks employees must perform in the course of
their work. In this sense, roles are defined by their responsibilities |15, 48, 47]. Since
dashboards and KPIs exist to assist in the execution of daily tasks in organizations,
responsibilities may determine which KPIs are relevant to a role. For example, the
responsibilities of a nurse are related to taking care of patients. To support the daily
activities of the nurse, KPIs should show information relating to the status of pa-
tients. Information on patient health can assist in making decisions that improve the
patient’s recovery, which is one of the nurse’s responsibilities. If the KPIs showed in-
formation about finance, they would be of no use. This example shows that KPIs are
only relevant when they can be used to support the tasks and responsibilities related
to a role. Therefore, responsibilities are assumed to determine the relevance of KPIs
to roles.

In addition to responsibilities, employees can be grouped by their place in the orga-
nizational structure. Organizational structure refers to an enduring configuration of
tasks and activities [60]. This means the long-term form of an organization. There
are multiple levels within organizational structures. Mintzberg developed a theory on
the structure of organizations [39]. He proposed that all organizations consist of five
distinct organizational levels: strategic apex, middle-line, operative core, technostruc-
ture, and support staff. A visualization of this structure can be found in Figure 1.1.

Strategic
Apex

Technostructure / Middle Line \ Support Staff

Operative Core

FIGURE 1.1: Mintzberg’s model of organizational structure

Mintzberg’s theory suggests a chain of command, or a sense of verticality, in each or-
ganization. The operational core is managed by and reports to the middle line, which
reports to the strategic apex. The technostructure and the support staff are dispersed
throughout the different levels of the organization. This verticality necessitates the
development of KPIs and metrics at various organizational levels. An employee in the
strategic apex has other responsibilities than an employee in the operative core. The
strategic apex is not concerned with detailed data that enables proper functioning
in the operative core. Reversely, the highly aggregated data needed for the entire
organization’s decisions are too broad to support the operative core’s daily activities.
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Therefore, the organizational level might determine which KPIs are relevant to an
employee along with responsibilities.

This research aims to create a method for the prediction of relevant KPIs for roles in
organizations. It will do so by using role characteristics as predictors for the relevance
of KPIs. Before the relevance of KPIs to roles can be determined, the existing roles in
organizations should be found, compared, and grouped. These goals pose the following
challenges:

e Finding roles in organizations
e Comparing and grouping users with similar roles
e Finding role characteristics

e Predicting KPI relevance based on role characteristics

1.3 Thesis Outline

The remainder of this thesis is structured as follows. The following chapter, Chapter 2,
will discuss the current literature related to the prediction of relevant KPIs for roles
in organizations. Chapter 3 will provide the background information required for
understanding the prediction models used in this research. Chapter 4 will introduce
the employed research methods. Thereafter, Chapter 5 will provide an approach
for the prediction of relevant KPIs for roles in organizations. The evaluation of the
approach will be presented in Chapter 6. The results of the evaluation will be discussed
in Chapter 7. Chapter 8 will conclude this thesis.



Chapter 2

Literature Review

In this section, previous works relating to the prediction of relevant KPIs will be
discussed. The literature on roles in organizations, organizational structure, role-
specific KPIs, and role characteristics will be discussed.

2.1 Organizational Structure

Organizational structure refers to an enduring configuration of tasks and activities [60].
Quite literally, this means the long-term form of an organization. There are multiple
levels in organizational structures. Mintzberg developed a theory on the structure
of organizations [39]. He proposed that all organizations consist of five distinct or-
ganizational levels: strategic apex, middle-line, operative core, technostructure, and
support staff. A visualization of this structure can be found in Figure 1.1. The strate-
gic apex contains employees that concern themselves with the strategic management
of their organization. Middle-line management concerns itself with the management
of practical operations while the operative core carries them out. The technostructure
contains all employees that analyze data, like analysts or accountants. Finally, the
support staff provides all services that are not essential to their organization’s core
activities, like human resource management, legal counsel, or maintenance [37].

In addition to the five organizational levels, Mintzberg describes two dimensions for
organizations: coordinating mechanism and degree of centralization. Coordinating
mechanism describes how organizations control their employees. Centralization de-
scribes the distribution of power within the organization. [37] Using organizational
levels, coordination method, and degree of centralization, Mintzberg defines five stan-
dard organizational configurations. These configurations determine which organiza-
tional level is the organization’s focus and how it is organized internally.

Mintzberg’s theory suggests a chain of command, or a sense of verticality, in each or-
ganization. The operational core is managed by and reports to the middle line, which
reports to the strategic apex. The technostructure and the support staff are dispersed
throughout the different levels of the organization. This verticality necessitates the
development of KPIs and metrics at different organizational levels. An employee in
the strategic apex has different responsibilities than an employee in the operative core.
The strategic apex is not concerned with detailed data that enables proper function-
ing in the operative core. Reversely, the highly aggregated data needed for the entire
organization’s decisions is too broad to support the daily activities of the operative
core. Therefore, the organizational levels are adopted as a relevant factor for predict-
ing relevant KPIs because they directly influence responsibilities.
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One of the advantages of Mintzbergs’s theory is the simple categorization of orga-
nizational structure it provides. An employee can fall under one of five categories,
which is very easy to represent as a machine learning feature. However, there has
been some critique on Mintzberg’s theorem. It has been argued that Mintzbergs’ the-
ory does not fit with modern ‘self-managing’ organizations that provide autonomy to
their employees. These organizations do not exhibit the verticality that is prominent
in Mintzbergs’ model. Critics argue that Mintbergs’ ideas were interesting at the time
of their conception but that they cannot cope with the structure of more ‘modern’
organizations [38, 43, 20]. However, it is expected that most organizations will still
have a structure that fits with Mintbergs’ theory. If Mintzbergs’ theory does not prove
a useful feature, it might be wise to see whether the examined organization fits the
structure assumed by the theory.

2.1.1 Roles in Organizations

Organizations are groups of people working towards the same goal [15]. This definition
can be applied to an international corporation and something on a smaller scale, like a
sports team. In the international corporation, the goal is to create profit, whereas the
sports team works toward a good performance on the pitch. In both cases, the people
within the organization have specific tasks to achieve their goals. These specific tasks
are also called ‘jobs’ or ‘roles’.

There are two scientific fields that deal with the concepts of roles within organiza-
tions: organizational structure and resource-aware business process modeling. Both
provide similar definitions of what a role is, with some specifics relating to the field’s
subject. In both fields, employees are engaged in organizations and work towards
common goals. Roles are grouping mechanisms for employees, or resources, with the
same responsibilities. In this sense, roles are defined by their responsibilities.

The organizational structure field defines roles as the behavior and responsibilities
that come with the appointment of specific tasks within an organization [15]. Orga-
nizations are defined as groups of people working towards a common goal. There can
be smaller organizations within organizations, like an accounting department within
an enterprise.

The field of resource-aware business process modeling defines roles with domain-
specific terms. Here, tasks are completed by resources. These resources can be either
human or robotic. Human resources are grouped into organizations [48]. They have
positions and possibly privileges that come with the position. They can also be part
of organizational units, which are permanent groups within the organization. [47]
Resources may have one or more associated roles. These roles are groups of resources
with the same responsibilities [48|. Thus, people with similar roles carry out similar
tasks.

In short, employees have roles, which are collections of responsibilities. These re-
sponsibilities are related to the tasks they must perform in the course of their work.
Dashboards and KPIs exist to assist in making decisions related to performing daily
tasks. These tasks are determined by the responsibilities that are associated with a
role. Therefore, the responsibilities of a role may determine which KPIs are relevant
for supporting decision-making.
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2.2 Role-Specific Key Performance Indicators

Much research has been done on providing relevant KPIs [6, 7, 26, 28, 40, 46]. These
studies either focus on relevant KPIs for organizations or require considerable manual
effort to implement. Studies that focus on KPIs for organizations provide KPIs that
are likely too broad to apply their individual employees. KPIs that are relevant to an
organization are not useful to everyone within that organization. Approaches that re-
quire manual effort either create a large repository of available KPIs and match those
with the needs of organizations or create KPIs from scratch [6]. Both the matching
and creation of relevant KPIs require effort, which increases cost. There are no ap-
proaches available that both focus on relevant KPIs for roles in organizations and do
not require a lot of effort to implement. However, there is an approach available that
automatically provides relevant KPIs for organizations [6]. Aksu et al. [6] predicted
the relevance of KPIs to organizations based on the characteristics of the examined
organizations. These characteristics include domain, location, and the number of em-
ployees. By training prediction models using these characteristics as features and KPI
relevance as the outcome, Aksu et al. were able to predict relevant KPIs for organi-
zations.

There is a gap in the current literature regarding the prediction of relevant KPIs for
roles in organizations. The study by Aksu et al. [6] will be extended to use roles. The
concept of using organizational characteristics as features for a prediction model will
be used to create role characteristics. These role characteristics will consist of role
responsibilities and organizational level. The found gap in the literature can be filled
by developing a method for the prediction of relevant KPIs for roles in organizations.
The following chapter will discuss literature that is not directly related to the topic of
relevant KPI prediction, but is required for a thorough understanding of this thesis.



Chapter 3

Theoretical Background

This chapter will provide the required background knowledge on recommender systems
needed for a thorough understanding of this report. This research aims to predict
relevant KPIs for roles in organizations. Recommender systems were chosen as the
preferred prediction model due to the available data during the implementation of
the proposed approach. The following sections will discuss recommender systems.
First, a general introduction to recommender systems will be provided. After that,
different kinds of recommender systems will be discussed, along with their advantages
and disadvantages. Finally, methods for evaluating recommender systems will be
addressed.

3.1 Recommender Systems

Recommender systems are widely used in modern business applications. Examples
of recommender systems being used are streaming companies like Netflix or Amazon
Prime. These companies recommend new movies or series to their users based on their
users’ past viewing behavior [13, 49]. The concept of using past viewing behavior to
predict items for users can also be applied to KPIs. Relevant KPIs for roles can be
predicted using records of the KPI-viewing behaviors of roles. Recommender systems
can use this data to predict KPIs that are relevant to roles in organizations. There
are different kinds of recommender systems that require different kinds of data. The
rest of this section will discuss the different types of recommender systems.

Recommender systems come in all shapes and sizes. However, some general categories
can be found. Recommender systems are usually either item-based or user-based.
There is also a difference between memory-based and model-based recommender sys-
tems [41]. As their names suggest, item-based and user-based recommender systems
respectively make recommendations based on item characteristics or user character-
istics. User-based recommender systems are also called collaborative filtering algo-
rithms. Item-based recommender systems use the similarities between items to iden-
tify other items to recommend [34]. This approach requires information on items. For
movie recommendations, this information could include genre, year, director, cast, or
reviews by a particular critic. The item-based recommender system looks which other
movie is most similar to the watched movie and recommends it [34].

User-based recommender systems make their recommendations based on user behav-
ior. Usually, the needed data is a collection of positive indications of interest in a
particular product or service [54]. Users can express this interest either implicitly or
explicitly. Implicit feedback data is created by recording clicks or views. Explicit
feedback, like ratings or reviews, has been consciously left by a customer. FExplicit
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feedback inherently contains more useful information because it shows a direct opin-
ion. A bad rating clearly shows disinterest, while a click is difficult to interpret without
context [36]. Some caution should be taken when exclusively working with implicit
feedback because of the uncertainty regarding its context. For instance, if a website is
openly available, traffic could be generated by bots or web-crawlers. These crawlers
and bots can intentionally or unintentionally create associations between unrelated
items [30].

Model-based and memory-based recommender systems differ in the way in which they
are computed. Memory-based recommender systems construct matrices containing
similarities like Pearson correlation or Cosine similarity between items or users and
make their recommendations based on those similarities. They are called memory-
based because these matrices are kept in working memory at all times. Keeping all
data in memory makes them computationally intensive but also able to adapt to
changes in the data [4]. Model-based recommender systems make use of machine
learning models to construct a model that can make recommendations. Summarizing
relations in the data in a model makes them much less computationally intensive but
also makes them unable to adapt to changes in the data [4]. Generally speaking,
memory-based models produce a higher accuracy but are less scalable than model-
based systems due to their memory requirements.

One more distinction can be made between recommender systems. There is a dif-
ference between predicting the relevance of all items and predicting the top-N items
most likely to interest the user. [19]. When relevance is predicted for all available
items, there are different criteria than when only the top 10 most interesting items
need to be recommended. For instance, the recommendation for all available items
requires a minimal error across all predictions, whereas a top-N prediction only needs
to minimize the error on the top-N predictions. The goal of this study is to predict the
KPIs that are relevant to roles in organizations. In this research, the end-user is only
interested in relevant KPIs. Therefore, the recommendation task to be completed is
a top-N recommendation task.

3.1.1 Evaluating Recommender Systems

Recommender systems need to be evaluated after their construction to verify whether
they produce relevant predictions. Different recommender systems require different
kinds of data, and not all data is equally fit for use in recommender systems. There-
fore, the predictions made by a recommender system should be tested to assess their
quality. Recommender systems are mainly evaluated using metrics specific to the field
of recommender systems [18]. Accuracy is often measured with the Mean Average Er-
ror (MAE) [14] or the Root Mean Squared Error (RMSE) [14]. Additionally there are
Hit-Rate (HR) [19], Cumulative Hit Rate (CHR) [19], Average Reciprocal Hit Rate
(ARHR) [19], coverage [14], diversity [16], and novelty [16]. Table 3.1 provides an
overview of these metrics and their purpose.

MAE and RMSE both measure the overall accuracy of predictions made by the rec-
ommender system. RMSE punishes large errors more severely than MAE. Therefore
RMSE should be used when large errors are undesirable, while MAE should be used
to minimize overall error.
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Metric Abbreviation | Purpose

Mean Average Error MAE Accuracy of predictions

Root Mean Squared Error RMSE Accuracy of predictions

Hit-Rate HR Performance on top-N prediction tasks
Cumulative Hit-Rate CHR Performance on top-N prediction tasks
Average Reciprocal Hit-Rate | ARHR Performance on top-N prediction tasks
Coverage - Percentage of users the model can predict for
Diversity - Average similarity of recommended items
Novelty - Average relevance of recommended items

TABLE 3.1: Overview of metrics for recommender systems

Hit-Rate is a measure for performance on top-N prediction tasks. It is calculated
by using Leave-One-Out Cross-Validation (LOOCV). While training a recommender
system, one of the items a user has watched is intentionally left out [18]. The re-
sults are then checked on whether the recommender system has predicted the omitted
item. If it has, this is called a ‘hit.” Hit rate is a percentage gained by dividing ‘hit’
predictions by the total amount of predictions [19]. Cumulative Hit-Rate only counts
hits above a certain rank. Thus, CHR shows the number of hits that end up in the
top-N recommendations [42]. ARHR puts more focus on the top recommendations
because people often focus on the top items in a list of recommendations. Instead of
just registering a hit, ARHR takes the reciprocal of the rank of a prediction. This
means that it favors predictions with a higher popularity rank [19].

Coverage shows the percentage of users for which a top-N recommendation could be
made [29, 14]. Diversity is the average similarity between all items recommended for
a user [16, 29|. Novelty shows the average rank of recommended items. The higher
the novelty, the more ‘obscure’ the recommendations are [16, 29].

Recommender systems are designed to predict interesting items based on behavior.
This makes them very suitable for predicting relevant KPIs based on role characteris-
tics. By identifying the KPIs that are found relevant by similar users, relevant KPIs
can be predicted for other users. During the conducted case study, recommender
systems were used to evaluate the approach for predicting relevant KPIs for roles in
organizations in a real-life situation. These will be discussed in Chapter 6. The fol-
lowing chapter will provide the details of the research methods used for the creation
of the approach aimed at the prediction of relevant KPIs for roles in organizations.
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Chapter 4

Research Approach

This chapter contains the method for creating an approach for the prediction of rel-
evant KPIs for roles in organizations. First, additional research questions will be
motivated and presented. Thereafter, employed research methods are shown.

4.1 Research Questions

The main research question can be broken down into several, more specific, sub-
questions. In this section, sub-questions will be defined that specify different aspects
of the main research question.

Based on recent literature about KPI relevance prediction [6], it is expected that there
are characteristics of roles that determine whether a KPI is relevant. The literature on
roles in organizations and organization structure has yielded that role responsibilities
and organizational level are potential characteristics that determine the relevance of
KPIs to roles [22, 37, 39, 48, 47]. When characteristics that influence the relevance of
a KPI to a role are found, they can be used as features to predict relevant KPIs for
roles in organizations. The relation between KPI relevance and role characteristics
should be researched. Therefore, the first sub-question is formulated as follows:

How is the relevance of a KPI to a role related to its role characteristics?

Before the relevance of a KPI to a role can be predicted based on role characteristics,
the characteristics themselves will have to be found. There is currently no method
available for finding the responsibilities associated with roles in organizations. Or-
ganizations may keep a list of all employees and their roles somewhere in their ad-
ministration. However, it is unlikely that this list also includes the details of the
responsibilities in their daily operations. Therefore, it is necessary to investigate how
the data on roles and responsibilities can be obtained. The second research question is:

How can roles and their responsibilities be collected from an organization?

It is expected that the responses given by the employees about their roles are ex-
tremely varied. Many roles and even more responsibilities can be thought of. It is
also expected that each organization has a slightly different definition of the same
role or its responsibilities. To be able to group these responses in some role, their
similarity should be assessed. There is currently no specific metric for finding the
similarity between roles. This metric should be defined to be able to group roles with
similar responsibilities. The final sub-question is therefore formulated as follows:

How can the similarity between roles be determined?
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4.2 Research Methods and Techniques

This section will discuss the research methods and techniques employed in this re-
search. First, a literature study will be discussed. Thereafter, the research method
used for designing an approach for predicting relevant KPIs for roles in organizations
will be provided.

4.2.1 Literature Study

To get a firm grasp on the literature regarding relevant KPI prediction for roles in
organizations, a literature study will be conducted. Several subjects will be examined
in the literature study: prediction and selection of relevant KPIs for organizations and
roles, structure of organizations, roles in organizations, and recommender sytems will
be researched. Table 4.1 contains an overview of the articles that were found, checked
and read during the literature study.

This research uses an approach created by Aksu et al. [6] as a foundation to build
upon. Therefore, the most logical point for starting the literature is their study. For-
ward and backward snowballing techniques [57, 55] were used to locate the relevant
publications on prediction and selection of relevant KPIs for organizations and roles.
These techniques cover each other’s weaknesses. It is only possible to find studies
older than the study used as the starting point in backward snowballing. When snow-
balling forward, only newer studies can be found. By combining the methods, both
older and newer relevant studies can be found, which creates an overview of all related
articles. The study by Aksu et al. [6] contains many references to other studies in
KPI relevance prediction. Since it is a relatively recent publication (2019), backward
snowballing was mostly applied. The snowballing process on relevant KPI prediction
was stopped after the snowballing yielded no new relevant studies. ‘Relevant KPI
Prediction,” ‘Automated Prediction of KPIs,” ‘KPI Relevance,” and ‘KPI prediction’
are the keywords that were are used in the search process.

Backward and forward snowballing were also be applied to studies in the field of rec-
ommender systems. The keywords used for finding relevant studies in this research
field were: ‘recommender systems,’ ‘collaborative filtering,” ‘user-based collaborative
filtering,” ‘item-based collaborative filtering,” ‘memory-based collaborative filtering,’
‘model-based collaborative filtering,” ‘k-nearest neighbors in collaborative filtering,’
and ‘singular value decomposition in recommender systems.” In some cases, recom-
mender systems and collaborative filtering can be used interchangeably. Therefore,
each keyword containing ‘collaborative filtering’ was also used with ‘recommender sys-
tems.’

Each study was analyzed using the following steps. First, the abstract and keywords
were read to obtain an overview of the contents of the study. If the keywords or ab-
stract contained terms relevant to the research, the article was read more thoroughly.
If a piece of the article was found relevant for this research, it was analyzed for infor-
mation directly usable in the research or references that might point to other relevant
articles. There were two stopping criteria when searching for the answer to a question
in the available literature. First, the search was stopped if no new articles could be
found and the second stopping criterion was not yet fulfilled. Second, the search was
stopped when more than one article answered the defined question. If an article that
answered the question was found, more articles that supported its claim were searched
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Subject Checked | Read | Used
KPI Relevance 27 20 12
Roles 21 10 4
Organizational Structure | 18 12 5
Recommender Systems 40 30 16

TABLE 4.1: Counts of articles checked on research subjects

for to ensure that the answer was supported by multiple sources.

Studies were found using Google Scholar as search engine, which offers a list of related
articles and a list of articles that cited a study. This functionality makes it ideal for
both forward and backward snowballing.

4.2.2 CRISP-DM

This section will discuss the research method employed to design an approach for
predicting relevant KPIs for roles in organizations. The prediction of relevant KPIs
for roles in organizations is a data mining problem. The Cross-Industry Standard
Process Model for Data Mining (CRISP-DM) has been specifically designed to pro-
vide a framework for data mining projects. It is designed to improve the reliability,
replicability, and speed of data mining projects [56]. As it is specially tailored to data
mining projects, it has a good fit with the goal of this research. Thus, CRISP-DM
is expected to provide a solid basis that can be used to structure the creation of an
approach for predicting relevant KPIs for roles in organizations.

Figure 4.1 contains an overview of the phases of the CRISP-DM model. The CRISP-
DM model is a cycle of six phases: business understanding, data understanding, data
preparation, modeling, evaluation, and deployment. CRISP-DM is an iterative model,
which means that after phase 5, evaluation, it will be decided whether the results are
satisfactory. If the results are accepted, the model moves on to the final phase, de-
ployment. If the results are not satisfactory, the cycle begins anew. The phases of the
model are executed again with the knowledge of the previous iterations. Each phase
creates an output that is an input for the next. In addition to the feedback loop that
is built into CRISP-DM, some phases contain overlap. There is some ‘back-and-forth’
between business understanding and data understanding and between data prepara-
tion and modeling. When business understanding grows, so might the understanding
of available data. Reversely, insights gained in the data understanding phase might
add to an understanding of the business. When preparing data for the modeling phase,
it is important to know which model will be employed because different models take
different inputs. If a modeling technique is not as successful as expected, this might
require some more data transformation |56].

The remainder of this section will describe the phases of CRISP-DM in further detail.
In particular, each step and how it will be applied in this research will be elaborated.

Business Understanding

The first phase of CRISP-DM is focused on creating an understanding of the busi-
ness goals related to the problem that is to be solved. More specifically, requirements
should be gathered to convert the problem into a data mining problem definition [56].
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FIGURE 4.1: Phases of the CRISP-DM model

Unless this phase is entered in an iteration later than the first, it takes no inputs. If
the result of the first CRISP-DM iteration has been found lacking, then this step takes
the lessons learned from previous iterations as input. The output is the understanding
of the problem as a data mining problem.

In this study, the goal of the business understanding phase is to convert the identi-
fied gap in the literature, the prediction of relevant KPIs for roles in organizations,
into a data mining problem. This entails gathering the requirements of a solution
and designing an approach that fulfills those requirements. These steps have largely
been discussed already in Chapter 1. The research goal has been transformed into a
data mining problem by taking an approach by Aksu et al. [6] as a starting point
and then extending it to use roles. By taking inspiration from an existing approach,
the following steps in the CRISP-DM cycle can focus on extending the approach to
predict relevant KPIs for roles. This allows the data understanding phase to focus on
the collection of role characteristics. Moreover, using an existing approach provides
a supporting foundation for executing each step in the CRISP-DM cycle. The adap-
tation of the approach by Aksu et al. [6] will be discussed in more detail in Chapter
5.

Data Understanding

Data understanding is closely linked to business understanding. Some knowledge of
the available data is required to know the requirements and goals. The data un-
derstanding phase is meant for the collection, exploration, and preparation of data.
This phase can already produce some preliminary insights into the data. After the
collection of data, the data should be subjected to a preliminary analysis. With this
analysis, the size, structure, and possible problems of the data can be discovered [56].

In this study, the data understanding phase will focus on the collection data on roles
in organizations and KPI relevance. The following should be assessed: which data on
roles is already available, which data is not available, and how the unavailable data
should be collected. More specifically, methods for the collection of role data and
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organizational levels should be constructed and applied. Thereafter, the data should
be analysed to get acquainted with it and to spot possible difficulties that it might
bring. This phase takes the understanding of the research problem in the form of a
data mining gained from the business understanding phase as input.

Two sets of data need to be collected in this phase. First, data on roles and their
characteristics should be collected. This data can be used to compare and group roles
in the data preparation phase. Second, data on KPI relevance should be obtained.
This data should relate the relevance of KPIs to roles in organizations.

Required Data

Role characteristics will be used to compare roles to each other and group them based
on similarities. It has been established that role responsibilities and organizational
level are the characteristics that possibly determine whether certain KPIs are relevant
to a role [15, 39]. Therefore, these characteristics should be collected. In addition
to the established characteristics, role names and role descriptions should also be
collected. The addition of role names and descriptions provides an extra point of
reference for whether two roles are similar. If two roles have similar descriptions and
names, it might be a signal that they are the same role.

When all data mentioned above is combined, each role will have the following infor-
mation: role name, role description, role responsibilities, and organizational level. It
is unlikely that all this information is readily available. It is possible that an organi-
zation keeps track of the role names of its employees and organizational level might
be inferred from the role names. However, role descriptions and role responsibilities
are not likely to be documented by organizations. Therefore, role descriptions and
role responsibilities will need to be collected from end-users.

Data Collection

For the purposes of this research, there are a few challenges on data collection. In
general, prediction models require a large amount of data to produce accurate results.
Moreover, role characteristics are specific to each role. The most knowledgeable per-
son on the characteristics of a role is the person who carries it out. Therefore, asking
the employee that carries out a specific role will probably yield the most accurate in-
formation on role name, role description, role responsibilities and organizational level.
Due to the need for a large dataset to enable accurate predictions, it is expected that
a standardized survey is the best method of collecting this data. Another method
for collecting this data would be to interview employees. However, this method is
expected to be too time consuming. A survey can be sent to many employees simul-
taneously, which enables a more efficient method of gathering the required data.

In the survey, respondents will be asked to give their role name, a description of their
role, list a description of their responsibilities and indicate their organizational level.
Role name, role description and role responsibilities will be answered in an open text
box, allowing respondents to enter their own descriptions and responsibilities. There-
fore, this data will be collected in textual form. The organizational level can be col-
lected by asking the respondent to choose one of Mintzberg’s five organizational levels.
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In addition to the data on role characteristics, data on the relevance of KPIs to roles
should be collected. Some score for the relevance of KPIs to roles is needed to train
a prediction model. This score will be called the KPI relevance score. Together with
the role characteristics, KPI relevance score makes up KPI Relevance Data (KRD).
The KPI relevance score should consist of a KPI, a role, and the relevance of the KPI
to that role. This data should be collected for as many combinations of roles and
KPIs as possible. The relevance of KPIs to roles can be collected in two ways. First,
it is possible to ask the employees their most used KPIs in the aforementioned survey.
Asking for the most relevant KPIs will provide an overview of which KPIs are seen
as relevant by which roles. However, this does not indicate which KPIs are seen as
irrelevant by the employees. Another method of collecting KPI relevance scores is by
using KPI-use logs. Aksu et al. [6] used KPI-use logs to develop a create a relevance
score for the available combinations of roles and KPIs.

Data Preparation

The data preparation phase is concerned with transforming the raw data provided by
the previous phase into data that can be used to train prediction models. This phase
contains the selection, cleaning, and transformation of data. [56]

In the context of this study, the data preparation phase entails the transformation
of the collected role characteristics into a machine-readable format. This means that
all the role characteristics and KPI relevance scores need to be transformed into ma-
chine learning features. First, roles and responsibilities will need to be compared and
grouped. For instance, ‘Financial Manager’ and ‘Manager Finance’ are very simi-
lar. If their responsibilities are also similar, then they probably describe the same
role. Grouping roles and responsibilities prevents the creation of very similar fea-
tures. Since the role responsibilities, role names, and role descriptions are entered as
free text, there can be large differences in word use, abbreviations, and writing style.
By standardizing these titles and responsibilities in some way, they can be made com-
parable to each other. After the roles and responsibilities have been compared and
grouped, they will be transformed into features.

Collected data on organizational level and KPI relevance to roles are likely not textual.
There are five organizational levels, so it makes sense that it should be transformed into
a categorical feature. The KPI relevance scores will be transformed into a numerical
feature. Aksu et al. [6] transformed KPI relevance scores into a Likert scale item
ranging from one to five. Scaling KPI relevance scores to the Likert scale would likely
require some normalization of the data to fit it into this range.

Modeling

In the modeling phase, prediction models are constructed and applied to the data.
The most effective methods of analysis are found, and their parameters tuned [56].
Several prediction models will be constructed and evaluated with the data created in
the data preparation phase. At the end of this phase, a prediction model should be
selected for each KPI to predict relevant KPIs for roles in organizations. During the
modeling phase, different models will be tested on their performance. The output of
the best performing model will be used as the predictions for evaluation.



Chapter 4. Research Approach 17

Evaluation

Evaluating the approach is vital to ensure the success of the process. Several factors
will be evaluated. It should be assessed whether there are business issues that are not
being addressed and whether the approach meets its goals [56]. It should, for instance,
be evaluated whether the approach produces relevant results. If the approach does
not produce usable results, then its steps should be re-evaluated.

Case Study

The approach will be evaluated by conducting a case study wherein the approach
will be applied in a real-life setting. The case study organization will be selected on
a few criteria. First, the case study organization should be a provider or creator of
KPIs. Second, it should be willing to support a research and allow for contact with
its customers. Finally, the case study organization should have as much information
available on the use and characteristics of their KPIs as possible, along with some data
about their users. Using these criteria has several advantages. Selecting a provider
or creator of KPIs ensures that there is some expertise available on selecting relevant
KPIs, as that is the main business of such an organization. The contact with cus-
tomers should benefit the selection of customers for the evaluation of results with end
users. Finally, the collection of KPI and user data should make the collection of data
much easier and less time-consuming. Selecting an organization that fits these criteria
will ensure a suitable environment for the evaluation of an approach for the prediction
of relevant KPIs for roles in organizations.

There are many advantages to employing a case study as a method of evaluation. One
of these benefits is discovering omitted or missed variables that could be at play in the
approach [12]. Since role characteristics have not been collected before, there could
be aspects to it that were not identified by analyzing the literature. By implementing
the approach, the missing aspects of role characteristics could be found and added
to the approach. Moreover, the approach requires data on real employees with roles
and their characteristics. The approach aims to recommend relevant KPIs for roles
in organizations. The relevance of KPIs to a role can be evaluated best by asking the
employees that have the roles that the approach predicts relevance for. The evalua-
tion of predictions made by the approach can be done by asking employees about the
predictions in semi-structured interviews.

End-User Interviews

These end-user interviews will verify whether the user role, role description, and re-
sponsibilities are correct according to the interviewee. With these questions, the
grouping of responsibilities and roles can be tested. If the employee is assigned incor-
rect responsibilities or an incorrect role, the prediction model will most likely make
wrong predictions. Thereafter, the interviewee will be asked about the relevance of
KPIs that were recommended by the prediction models. The results of these questions
can be used to test whether the approach produces practically usable results. The use
of semi-structured interviews allows for a natural flow of conversation while providing
support for the interviewer during the interview.

The end-user should evaluate the applicability of the produced results. If the model
does not produce KPIs relevant to the end-user, it will not be usable in practice.
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End-user validation can be used to test the quality of a software product without
needing any knowledge of the product itself on the end user’s part [35]. The practical
usefulness model can be assessed by verifying whether the resulting KPIs are relevant
to those who want to use them.

It is possible that some of the KPIs generated by the approach are useful to the end-
user and that some are not. To create a metric for the approach’s overall performance,
the agreements and disagreements should be taken into account. The questions in Ta-
ble 4.2 can all be answered with a Yes or No. The questions ‘Is this relevant to your
job?” and ‘Would you use this KPI in the line of your work?’ show whether the ap-
proach produces meaningful results. It can be assessed whether the approach predicts
KPIs that are relevant to the end-user. The interview uses the descriptor ‘job’ instead
of role because it is more commonly used in conversation.

The collected answers to the interview questions will be aggregated into percentages.
These percentages will represent the amount of correct predictions over the total
amount of predictions. For instance, if an interviewee rates 27 out of 30 predicted
KPIs as relevant, then the percentage will be 90%. These percentages by themselves
cannot be used to assess performance, as there are no other relevance percentages
to compare then to. However, by combining these percentages with the opinions the
interviewees express during the interview, it can be assessed whether the approach
produces relevant results for end-users.

Number ‘ Question ‘ Expected Result
Part 1: Start of interview

1 Do you agree with the job title? Yes/No and Why
2 Do you agree with the job description? Yes/No and Why
3 Do you agree with the shown responsibilities? | Yes/No and Why
Part 2: Repeats for each KPI

4 Have you used this KPI before? Yes/No and Why
) Is this KPI relevant to your job? Yes/No and Why
6 Would you use this KPI in your line of work? | Yes/No and Why

TABLE 4.2: Questions for end-user evaluation interview

Deployment

The final phase in the CRISP-DM method, deployment, is rather straightforward. If
the approach has been successfully designed, created, and evaluated, it can deployed
for use in a real-life situation [56]. This phase lies out of this research’s scope and
will, therefore, not be mentioned further.

This chapter has shown the research methods used to create an approach for recom-
mending relevant KPIs for roles in organizations. The following chapter will show the
approach for the prediction of relevant KPIs for roles in organizations.
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Chapter 5

Approach: Predicting Relevant
KPIs for Roles in Organizations

This chapter presents an approach for predicting relevant KPIs for roles in organiza-
tions. First, a general overview of the approach will be given. Then, each component
in the approach will be discussed in more detail. Each component will be discussed
regarding the CRISP-DM phases it contains, its required inputs and outputs, and the
different steps within the component. After the relevant KPIs for roles have been pre-
dicted, the evaluation phase of the CRISP-DM model will take place. The evaluation
of the approach will be discussed in the following chapter

Figure 5.1 provides a high-level overview of the approach for predicting relevant KPIs
for roles in organizations. The approach uses data on role characteristics and predicts
the relevance of KPIs for roles based on those characteristics. Data on characteristics
and the relevance of KPIs to roles is collected and transformed into KPI Relevance
Data (KRD) in the role selection component. KRD is then used to train a prediction
model for each KPI. These prediction models can then predict the relevance of KPIs
for roles based on role characteristics. The remainder of this section will discuss the
inputs and outputs of each step in Figure 5.1. After that, role selection, prediction
model development, and relevant KPI prediction components will be discussed in more
detail.

Given Role* Role
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FIGURE 5.1: High level overview of proposed approach !

Role Selection transforms textual inputs from the collection of role data into a
machine-readable format. It takes the descriptions of role names, role responsibilities,
organizational level, and KPI relevance scores and transforms them into KPI Rele-
vance Data. When predicting relevant KPIs for a new role, the characteristics of that
role are transformed in this step to facilitate relevant KPI prediction.

!This figure is adapted from ‘Automated Prediction of Relevant Key Performance Indicators for
Organizations’ by Aksu et al. [6]
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Role Characteristics contain the values of role characteristics by which a role can
be described (eg. responsibilities and organizational level) and the relevance of KPIs
for roles.

KPI Relevance Data consists of two parts: (1) the relevance scores of a set of KPIs
for a number of roles and (2) the role characteristics of those roles with their values.
Table 5.1 contains an example of KPI Relevance Data. Each row of the KPI Relevance
Data contains the combination of a role, KPI, organizational level (ol), responsibilities
(r), and KPI relevance score for the KPI to the role.

KPI | Relevance | Role oll | ... | 0ol5 | rl | r2 r...
kpiO1 | 2 Rolel | O o1 1 0 0
kpiOl1 | 1 Rolel | O o1 1 0 0
kpiOl | 4 Role 2 | 1 0 0 [0 0
kpi ... | 2 Role ... | 0 .. 10 0 1 o1

TABLE 5.1: Example of KPI Relevance Data

Prediction Models are aimed at predicting relevant KPIs for roles in organizations.
Each prediction model encodes a KPI, the role characteristics that make that KPI
relevant to roles, and a prediction modeling technique that predicts the relevance of
that KPI based on role characteristics.

5.1 Component 1: Role Selection

This section will discuss the transformation of role names, role responsibilities, orga-
nizational level, and KPI relevance scores to create KRD. After this transformation,
the data can be used to train prediction models. First, the process of comparing role
names and characteristics will be described. After that, the transformation of the
data into usable features will be discussed.

The International Standard Classification of Occupations (ISCO-2008) [24] is a list of
all occupations recognized by the United Nations. This standard contains descriptions
of all roles occurring in specific occupational fields, along with the descriptions and
responsibilities of those roles. By comparing role names, role descriptions, and role
responsibilities from the survey with the roles provided in ISCO-2008, standardized
roles, and responsibilities can be found. In this way, the roles found in the survey

can be grouped into the standard role definitions with responsibilities defined by the
ISCO-2008.

The roles and responsibilities can either be compared automatically to the ISCO-2008
standard with some text analysis method or be grouped by asking domain experts to
compare the compared data with the ISCO-2008 standard. If enough data is available
to train an algorithm that compares roles and responsibilities, this might be the most
efficient option. After training the model, it can be reused without much extra effort,
reducing the effort needed when replicating the steps of the approach. However, if
there is no relevant data available to train a text analysis models, then interviewing
experts on roles in the examined occupational field will yield more accurate results.
The method that should be employed will depend on the available resources during
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the implementation of the method.

To create KRD, data obtained in during data collection should be transformed into
features. Textual data is generally not used as a feature in prediction models; there-
fore, this textual data should be converted into numerical form. When transforming
textual responsibilities to numerical features, each role responsibility can be trans-
formed into a binary feature. A role either has a responsibility, or it does not. If a
role has a responsibility, the feature’s value is a 1; otherwise, it is a 0. In this way,
each responsibility is encoded as a feature.

Organizational level is a categorical feature with five possible values: strategic apex,
middle line, technocracy, support staff, and operative core. Organizational level can
be transformed into a usable feature by applying one-hot encoding [17]. In one-hot
encoding, a categorical value with n values is transformed into n - I binary features.

In addition to role characteristics, the relevance of KPIs to roles should be measured
somehow. The relevance of KPIs to roles can be captured in KPI relevance scores.
The data on KPI relevance to roles that is collected during data collection will have to
be transformed into some machine readable feature. Aksu et al. [6] used a five-point
Likert scale to represent the relevance of KPIs to roles where five means most relevant,
and one signifies the least relevant KPIs.

5.2 Component 2: Prediction Model Development

Figure 5.2 shows the details of the prediction development component. This part of
the approach is based on work by Aksu et al. [6]. Instead of using organizational
characteristics, the proposed approach uses role characteristics. The parts that have
been changed from approach by Aksu et al. have been marked with an asterisk. This
section will discuss the elements shown in Figure 5.2 and explain how the prediction
models are developed.

Figure 5.2 shows the process of developing prediction models. As can be seen from
the figure, a separate prediction model is trained for each KPI. KPI Relevance Data
is split into datasets containing all data relating to individual KPIs. This data split
means that there is a different dataset for each KPI. Not every role uses the same
KPIs. Therefore, the relevance data for a role may be present for some KPIs but
not for others. The difference in available data per KPI is the reason that different
prediction models can be applied. Some prediction models are better suited for a set
of data than other prediction models. Thus, the most accurate predictions can be
provided by selecting the prediction model that suits the available data best. Which
model performs best can be assessed by training multiple prediction models on the
available data and calculating performance metrics on the results.

KRD is used to train the models. The role characteristics are used as features, and the
KPI relevance scores are used as the outcome feature. The available data for each KPI
is split into a training set and a test set to facilitate evaluating the produced models.
The training set is used to train the models. The test set is used to validate the
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models. The scores that the prediction models produce can be used to calculate per-
formance metrics. These metrics can be used to compare the quality of the predictions.

Which metrics are best suited to assess the performance of applied prediction models
might differ per model, as some types of models have distinct performance metrics.
However, accuracy, precision, and recall are the commonly used metrics for assessing
the performance of prediction models [25, 61]. To create a baseline for comparing
performance between the developed prediction models, a model that creates random
predictions should be included. This inclusion is done to provide a point of reference
for the performance of the tested models. It is useful to know which model performs
best and how much better it performs than just predicting randomly[30] The classifier
that performs best on the test-set created from KRD. The model that performs best
according on accuracy, precision, and recall will be chosen as the preferred model.
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FIGURE 5.2: Details of prediction model development 2

5.3 Component 3: Relevant KPI Prediction

After the best performing prediction models have been trained, a prediction model
should be available for each KPI. When KPI relevance predictions are needed for a
given role, a separate prediction is made for each KPI. The given role’s characteristics
are transformed into features. Thereafter, all prediction models are run with the given
role, and predicted KPI relevance values are obtained.

Figure 5.3 shows an overview of the prediction process. This figure has been adapted
from Aksu et al. [6]. All extension points have been marked with an asterisk. After
all predicted relevance scores have been obtained, the list of scores can be ordered
from high (5) to low (1). The KPIs with the highest predicted relevance are likely the
most relevant to the given role.

2This figure is adapted from ‘Automated Prediction of Relevant Key Performance Indicators for
Organizations’ by Aksu et al. [6]
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This chapter has formulated the proposed approach for the prediction of relevant KPIs
for roles in organizations. In the next chapter, the case study evaluation the approach
for the prediction of relevant KPIs for roles in organizations will be discussed.
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3This figure is adapted from ‘Automated Prediction of Relevant Key Performance Indicators for
Organizations’ by Aksu et al. [6]
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Chapter 6

Evaluation

This chapter will discuss the evaluation of the proposed approach in this research.
The approach was evaluated with a case study. In this case study, the approach was
applied to a real-life situation. Relevant KPIs were predicted for the customers of an
organization. First, the case study and its details will be discussed. Then, the data
collection step will be discussed, followed by the application of the approach. Finally,
the obtained results will be presented.

6.1 Case Study

The case study organization is called ValueCare. ValueCare is a BI and daily-auditing
company based in the Netherlands. The majority of ValueCare’s clients operate in
the Dutch healthcare sector. Currently, ValueCare provides an online BI solution that
allows its users to search for dashboards with a custom search engine. ValueCare’s
users are mainly employed in the Dutch Healthcare sector. These users are present in
all organizational levels of the organization. The product is used by board members
and medical specialists alike

ValueCare’s product has grown into a considerable collection of KPIs and other data
visualizations. The amount of available information has grown so large that the prod-
uct’s users experience library anziety. Library anxiety can be explained as a type of
information overload. If there are too many options to choose from, users might feel
discouraged and refuse to use the product due to its complexity [10].

ValueCare aims to create a relevant starting point for each search to prevent its users
from feeling discouraged when using their product. It is expected that by provid-
ing a relevant set of KPIs, the user will feel less anxious and more willing to use
the product. ValueCare presumes that offering a set of relevant KPIs will reduce the
user anxiety, which will improve the usability of the product, increasing user retention.

ValueCare was chosen as case study organization for multiple reasons. First, it has a
predetermined set of KPIs that is available to its users. KPI use logs are kept for each
user, indicating which KPIs are used and by whom. Together, these factors produce
an environment that is well suited for testing this approach. Finally, ValueCare was
willing to provide experts on the KPI use of their clients to evaluate results. An
overview of the consulted experts can be found in Appendix B.

6.1.1 Data Collection

The goal of the data collection step was to gather the data that the approach requires.
Role names, role responsibilities, organizational level, and KPI relevance scores were
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needed as input for the role selection component. None of these inputs were readily
available. This section will first discuss the collection of role names, role responsibil-
ities, and organizational level. Thereafter, the collection of KPI relevance scores will
be discussed.

The initial plan for data collection was to contact the case study organization’s cus-
tomers with a questionnaire. These customers consist of hospital and mental health-
care institutions (GGZ) in the Netherlands. The case study organization’s users are
the employees of these organizations. Data on role characteristics and KPI relevance
were to be collected with the questionnaire. Unfortunately some complications during
the case study arose that prevented the use of questionnaires. The COVID-19 out-
break increased the pressure on the Dutch healthcare system to such a degree that
there was little time for distractions such as questionnaires. After consultation with
experts at the case study organization, it was concluded that it was unlikely that a
large number of responses could be gathered through this method of data collection
during the Corona crisis.

Role responsibilities, organizational level and KPI relevance scores were not collected
due to the restrictions during data collection. Other possible sources of data for role
characteristics or KPI relevance scores were discussed with experts at the case study
organization. These experts pointed to two data sources: (1) the case study organi-
zation kept a list of role names for all users, (2) the case study organization recorded
KPI-use logs for each user. By using this information, a dataset could be created with
views per KPI and a role name for each user.

The collected use logs consist of two different varieties of logs: dashboard use logs,
and KPI use logs. The KPI use logs contain information on individual KPIs. These
logs document the use of specific KPIs and therefore offer detailed information on
KPI use. The dashboard use logs document the use of dashboards. These dashboards
logs provide less specific information on KPI use because they do not point towards
specific KPIs. The dashboard use logs were not usable immediately and were there-
fore transformed into KPI use logs. Each dashboard contains several KPIs. If a user
makes use of a dashboard, all contained KPIs are presented. Experts at the case
study organization indicated that there is no way to find out which KPIs were used
when looking at dashboard use logs. Moreover, they stated that it was best to make
a one-to-one conversion between dashboard use and contained KPlIs.

Two sets of data were collected during the data collection step: (1) a list of role names
for users, (2) a list of KPI-views per user. Role characteristics were not available due to
restrictions in data collection. This change in available data required a reassessment if
the approach for grouping roles and predicting relevant KPIs. The steps taken during
the case study will be discussed in the following chapter.

6.2 Applying the Approach for Predicting Relevant KPIs
for Roles

This section will discuss the implementation of components in the approach during
the case study. First, the comparison and grouping of role names for the creation of
KRD will be discussed. After that, the development of the prediction models and the
prediction of relevant KPIs for roles in organizations will be discussed.
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6.2.1 Role Selection

The comparison of roles took a different form due to the changed role data. Instead
of role name, role description, and role responsibilities being available, only role name
was available. Experimentation with different string matching methods yielded that
string matching was not a valid method when only role names are available.

Four text similarity metrics were used for the comparison of role names, Levenshtein
distance, Cosine similarity, Cosine distance, and a combination of Cosine distance and
Levenshtein distance [1, 9] were used. These metrics provided insufficient accuracy
due to the absence of responsibility data. Thereafter, principal component analysis
and factor analysis were applied to discover latent traits (roles) in the KPI Relevance
Data [3, 58, 45, 11]. However, both Bartlett’s test of Sphericity and the Kaiser-Meyer-
Olkin test proved that the data was not fit for latent variable discovery [11].

After discussing the comparison of roles with experts at the case study organization,
a more manual approach was taken. Instead of comparing all available roles with
each other, the roles were compared to an established standard. The used standard is
based on the International Standard Classification of Occupations (ISCO) from 2008
[24]. However, the obtained role names were written in Dutch. Therefore, a Dutch
interpretation of ISCO was chosen. This standard was created by the research pro-
gram for work and wellbeing (AZW) by the Dutch Bureau for Statistics (CBS) [50].
The standard is called the list of vocations for the healthcare sector and is taken from
the Dutch adaptation of ISCO-2008, the BRC 2014 [23|. The BRC 2014 was chosen
because the collected role names were all specific to the Dutch healhcare sector. The
standard contains a list of specialized vocations in healthcare and a more generalized
grouping for that vocation. For instance, a urologist and enterologist are different
roles but are both medical specialists.

In addition to the specific medical roles that occur in the case study organization’s
data, some more general roles were added. Manager and secretary are not specifically
medical roles and were therefore not included in the BRC 2014 standard. These roles
were added in consultation with experts by analyzing all roles that did not fall under
the BRC 2014.

The collected role names were entered as free text and therefore required some pre-
processing. First, all special characters were removed, and all role names were made
lowercase to prevent differences in capitalization and special characters from adding
noise to the data. Thereafter, the role names were analyzed on whether they con-
tained specific words or parts of words. An exception to this practice is the filtering of
medical specialists. Medical specialist proved to be too generic to provide any mean-
ingful information. Therefore, medical specialists were dissected further into medical
specialisms. A full list of the medical specialisms can be found in Table C.1 in the
Appendix.

The method for grouping role names was created in collaboration with experts at
the case study organization. The grouping method works based on common elements
found in role names for similar roles. For instance, secretary, secretary cardiology, or
secretariat all contain the sequence ‘secre-’. In collaboration with experts, identify-
ing sequences in role names were defined and linked to roles found using the BRC
2014 standard and expert knowledge. If a role name contained none of the defined
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Matching strings Role category
Specialist See Table C.1
psy, ologie, oloog, poli | Medical

verpleeg Nursing staff
financ, fact Financial staff
advi Advisory staff
dbc, oplosser DBC staff

behan Practitioner
admin, secret Administrative staff
consul Consultants

assist Medical assistants

TABLE 6.1: Overview of strings that point to a role

Role Count
Medical specialist 3304
Manager 299
DBC staff 197
Advisory staff 135

Administrative staff | 129
Healthcare control 80

Consultants 43
Financial staff 40
Nursing staff 24
Assistants 17
Practitioners 13

TABLE 6.2: Overview of categorized roles

sequences, the role name was marked as ‘no result.” This method was conducted by
iterating on the results gained from adding new sequences. After running the group-
ing method, all role names marked with 'no result’ were examined again for sequences
that might group them into a role. The results were iterated upon until there were
no more role names that could be grouped. The ungrouped role names could either
not be classified due to data entry errors or due to them being too specific to label
accurately. The sequences and their resulting groups can be found in Table 6.1. Table
6.2 shows the total amount of role names assigned to roles.

6.2.2 Prediction Model Development

After the roles selection component, the KPI Relevance Data consisted of the fol-
lowing features: a user, the user’s role name, and a count of views for each KPI.
Recommender systems are designed to recommend items based on viewing behavior.
Therefore, recommender systems were chosen as the best fitting prediction model.

Taking different variants of recommender systems into account, it was expected that
a memory-based and user-based recommender system would produce the best re-
sults. Due to the lack of information on the KPIs themselves, an item-based approach
seemed infeasible. The only recorded feedback was implicit. More specifically, only
clicks in the portal were recorded. Fortunately, the main concerns with using implicit
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feedback data do not apply to this data. The case study organization’s product is not
publicly available and has separate instances for all its customers. There are no bots
or crawlers active, so all traffic is generated by users.

It was expected that a memory-based recommender system would produce results with
the highest accuracy. Memory-based recommender systems generally produce higher
accuracy results at the cost of higher computational requirements [4]. Although much
data was collected, it was not expected that the model’s computational cost would be
a problem in this research.

To test which prediction model was most successful in predicting relevant KPIs, all
models were subjected to testing on the same dataset. The results of this test can be
found in Table 6.3. The technical details on the used recommender systems can be
found in Appendix A. In addition to the tested algorithms, an algorithm that makes
random predictions was added for reference.

User-Based-KNN

Metric SVD - Tuned | User-Based KNN . SVD-Untuned | Random
with means
RMSE 14,897 14,857 14,819 14,897 15,369
MAE 6,354 5,927 5,603 6,354 6,467
HR 0,038 0,020 0,021 0,038 0,021
CHR 0,038 0,020 0,021 0,038 0,021
ARHR 0,022 0,014 0,014 0,022 0,013
Coverage | 1,000 1,000 1,000 1,000 1,000
Diversity | 0,316 0,311 0,314 0,316 0,385
Novelty 36,550 83,082 43,467 36,550 166,602

TABLE 6.3: Performance of tested models

Table 6.3 shows a few interesting things. First, all algorithms, including the random
predictor, behave similarly. Both Singular Value Decomposition algorithms (SVD)
have identical results. This similarity shows that the standard settings of the SVD
provide the best results. The K-Nearest Neighbour approaches perform slightly better
on accuracy, while SVD performs much better on hit rate than its competitors. The
ARHR shows that the SVD performs best on top-N recommendation tasks. Because
this research is concerned with predicting the most relevant KPIs, this is the most
important metric to look at. Therefore, SVD was chosen as the final prediction model.

6.2.3 Relevant KPI Prediction

After Singular Value Decomposition was selected as the best prediction model, it was
rerun to obtain the results. Instead of only entering the users with role and viewing
numbers as features, the roles found during the role comparison step were also entered
as users. Including roles in the prediction model has two advantages. First, it rein-
forces the similarities between members of the same role. Theoretically, members of
the same role should also have similar viewing patterns. By adding roles as a feature
along with the view data, this connection is artificially enhanced.

The second and largest benefit of adding roles to the users is preventing the cold
start problem. The cold start problem emerges when there is no data to extrapolate
from [33]. The selected prediction model works by measuring similarities in viewing
behavior and then recommending items popular with similar users. If no behavior
has been recorded yet for a new user, then there is no way to calculate similarity to
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other users. This problem is known as ‘cold start.” By assigning a role to a new user,
it is ensured that there is at least one similarity with other users in the same role.
Moreover, because role is the only similarity, the model will predict the most popular
KPIs for people with the same role, providing a recommendation purely for that role.
The addition of roles as ‘users’ both creates a solution for the cold start problem and
a role-based prediction method.

6.3 Results

The output obtained by running the SVD contains n KPI recommendations per role.
The value of n is determined by the number of recommendations that could be made
for a role. Exploratory analysis of the results in preparation for the evaluation showed
that the quality of predictions trailed off around the 10** prediction. Therefore, the
maximum amount of recommendations obtained per role was 10.

Experts at the case study organization were interviewed because end-users were not
available for evaluation. These experts are employees at the case study organization
and specialize in the creation of new KPIs or are contact points for new KPI requests
from client organizations. A list of the interviewed experts can be found in Appendix
B. During each interview, experts were asked to evaluate predictions for roles they
were familiar with. Then, each prediction made for that role was discussed in turn.
For each prediction, the experts were asked whether the predicted KPI was relevant
and whether it was useful for a user with that role.

As a rule of thumb, the percentage of the evaluation set to the training set is between
5 and 10 in evaluating typical machine learning prediction problems. This percentage
was 9 for the created evaluation set in this research, which is sufficient to show that
the developed prediction models can capture the knowledge in real-life scenarios.

Overall, at least 88% of predictions made were found both relevant and useful for roles.
More detailed information on the evaluation can be found in Table 6.4. The number
in the ‘Expert’-column refers to the experts mentioned in Table B.1 in Appendix B.
One prediction pointed to a KPI that contained information specific to one hospital
and was therefore found irrelevant. A KPI that is not relevant to a role is also seen as
not useful. Additionally, one prediction pointed to a KPI with relevant but unverified
data. This prediction was therefore deemed relevant but not useful, bringing the
percentage of useful predictions to 96%.

Expert | % Relevant KPIs | % Useful KPIs
1 100 100

4 100 100

7 100 90

8 87,5 87.5

TABLE 6.4: Evaluation of predictions for roles
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Chapter 7

Discussion

This section will discuss multiple aspects of the results shown in the previous chapter.
First, the results will be interpreted and their implications will be discussed. Second,
the limitations of the proposed approach will be given. Finally, possibilities for future
research will be provided.

7.1 Interpretation and Implications of Results

The predictions made by the approach were overall received positively by the experts.
When asked whether they thought the predictions would help guide users to relevant
data, they all answered affirmingly. This response indicates that the approach can
predict relevant KPIs for roles. The interviewed experts mentioned that some roles
might benefit from more specification, especially where the users’ position in the or-
ganizational structure was mentioned as an essential factor for determining whether
the KPI was relevant. The absence of data organizational level might have decreased
the quality of some of the predictions. Adding Mintzberg categories as a feature could
have made an additional distinction in the similarity between roles. Moreover, the
expert that evaluated the recommendations for a lung specialist stated that the pre-
dictions were good, but generic. Along with the fact that the lung specialist only
received 8 recommendations instead of 10, points to a possible lack of data for that
role. However, even with a possible lack of data, the predictions were found to be
relevant.

The results show that recommender systems can recommend relevant KPIs for roles
in organizations. The KPIs that were predicted for roles should be more relevant
than KPIs that are predicted based on their organizations’ characteristics. Moreover,
the predictions for one organization should also apply to users with the same role in
another organization, as long as both organizations use the same set of KPIs. The
case study has shown that applying a recommender system to roles produces relevant
KPI predictions. This approach should work in any sector, as long as role data is
available. Therefore, it is expected that the approach shown in this research can
be generalized to other sectors. If new users are added to the organizations used in
producing this approach, the inclusion should take little time. The new organization
should only provide a list of role names grouped into the roles defined using the
BRC 2014 standard. Then, recommendations will be produced based on these roles.
After some time, use logs on the new organizations will have been collected, which
can further specify the predictions. Using this approach can decrease the time and
resources needed for finding relevant KPIs, decreasing the cost of implementation.
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7.2 Limitations

It is important to note that the approach has some limitations. The approach can
not produce recommendations for roles that do not have enough data associated with
them to make recommendations. The role ‘Nursing Staff” did not receive any recom-
mendations with 23 occurrences, whereas ‘Financial staff’ did with 40. This seems
to indicate that the cutoff level for occurrences lies somewhere between 23 and 40 in
this case. However, this might differ per dataset, as total number of occurences in
the data is not the only factor that impacts whether the approach is able to generate
recommendations. It is possible that the approach is not able to generate a full list of
recommendations. This shortcoming can be seen in Table 6.4, where one role got eight
recommendations. This can be solved by adding more users with use data relating to
a role.

Furthermore, when a new user with a new or underrepresented role is added to the
data, there is a possibility that the approach will not be able to make predictions.
A solution could be to provide a standard set of the most used KPIs as a recom-
mendation to get him started. After some time, the user should get more accurate
recommendations for his role.

Finally, the evaluation of the approach does not cover all predictions. Moreover, there
weren’t enough experts available to sufficiently evaluate recommendations made for
individual users even though the interviewed experts reviewed these recommenda-
tions as ‘promising’. To increase the reliability of the evaluation, more interviews
with experts should be conducted on roles and individual users. The current evalua-
tions shows that the recommendations are relevant, but the sample size hinders the
generalizability of this evaluation to other, unevaluated, roles.

7.3 Future Work

The main opportunity for further research is to apply the research without the lim-
itations caused by COVID-19. Although the implemented approach yielded positive
results, it is important to assess whether it can produce more accurate results using
role descriptions, role responsibilities, and organizational level. Another avenue for
further research is the integration of this method with the automated generation of
engaging dashboards. Current research for the automated generation of dashboard
leans on the prediction of relevant KPIs for organizations |7]. By specifying these
predictions to roles, more engaging dashboards can be automatically generated for
roles or even users instead of organizations.

Finally, the predictions made for individual users should be evaluated. Due to privacy
constraints, it was not possible to evaluate the available predictions for individual
users. Predictions for users should be more detailed than predictions for their role.
Therefore, using predictions for users should yield more relevant predictions.
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Chapter 8

Conclusion

This study has provided a method for the prediction of relevant KPIs for roles in
organizations. The approach requires KPI Relevance Data that contains role charac-
teristics and KPI relevance scores. The approach first groups users into roles using
role characteristics. After that, the prediction model predicts relevant KPIs for roles
in organizations based on the KPI Relevance Data.

To test the validity of the approach, it was implemented and applied in a real-life
setting. KPI Relevance Data is a new type of data, and therefore not readily available
in organizations. KPI use logs were used as a proxy for it. The approach produced
provided relevant KPI predictions for roles for users in organizations. Experts that
evaluated the results of the approach stated that the predictions made were both rel-
evant and useful in most cases.

The approach can be applied in any occupational sector, as long as there is data on
roles and data on KPI relevance for those roles. The ISCO-2008 standard is not re-
stricted to one occupational field and can thus be used to group individuals into role
groups. Then, relevant KPIs can be predicted for roles in organizations. By automat-
ing the determination of relevant KPIs, the proposed approach help organizations to
reduce the effort needed for selecting relevant KPIs for their employees.
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Appendix A

Technical Details of
Implementation

A.1 Data Handling

This chapter will show the technical means used for the implementation in the case
study. First, data transformation will be discussed. After that, the tools used in the
prediction model development and relevant KPI prediction step will be addressed.
For everything involving programming, Python 3.8 [53] was used. Jupyter Notebooks
were used for the rapid prototyping of code. Jupyter Notebooks were used because of
their integrated functionality for Python Pandas, enabling more easy data handling.
Pandas is a python library designed for easy handling of data in data science |2, 51].

A.2 Prediction Model Development

The prediction models that were tested were created using Surprise for Python |27,
30]. Surprise is a Python package built for education on recommender systems. It has
multiple built-in algorithms, including a random predictor and performance metrics,
and is built for easy experimentation with recommender systems. Surprise is not very
memory efficient, so it might not be the right fit for large datasets. However, for the
amount of data used in this research, this was not an issue.

To allow for a fair comparison between the used recommender systems, a program was
built in Python that automatically extracts, transforms, splits the data, calculates
performance metrics, and outputs them to an Excel sheet. This setup ensures that all
the evaluated algorithms use the same dataset for training and testing and provides a
comprehensive overview of evaluation metrics. After the best model was found, that
model was run a final time to obtain the recommendations.

After deciding that the system would be a memory-based model using implicit feed-
back data, three options were considered: K-nearest neighbors, K-nearest neighbors
with means, and Singular Value Decomposition. K-Nearest neighbors works by iden-
tifying the k£ most similar users, known as neighbors, and makes a prediction based on
what these neighbors have watched. K-Nearest neighbors searches for the things that
the neighbors have marked as enjoyable, but the original user has not rated yet [5, 31,
30]. K-nearest neighbors with means is a variation of the original k-nearest neighbors
algorithm that takes the user’s average score into account when making a prediction.
Taking the user’s average score into account mitigates the effect of different rating
behaviors between users. One user might structurally rate a point higher or lower
than another, regardless of how he rates something. This difference is not based on
preference but on a personal rating bias. By subtracting the mean of a user’s average
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score from his predictions, this bias can be mitigated [30].

Singular Value Decomposition (SVD) is a complicated mathematical procedure that
predicts ratings or views. It does this by predicting the missing values in the data with
the existing data. View data is often sparse and therefore has many unknown values.
SVD reduces the original matrix into two smaller matrices that, when multiplied,
return an approximation of the original data. During this transition, the algorithm
tries to construct the two smaller matrices so that the differences between the already
known values and their predictions are as small as possible. When the two created
matrices are multiplied back together, not only the known values are calculated but
also the values that were missing before. In this way, SVD predicts the expected
values for unrated items [59, 30].

For the implementation of SVD, the optimal hyper-parameters had to be found. The
optimal hyper-parameters were found by executing a gridwise cross-validation. The
ranges chosen for the parameters can be found in table A.1. Each possible combi-
nation in the values of the parameters in table A.1 was checked to obtain the best
performing combination. This combination yielded 0 epochs, a learning rate of 0.05,
and 20 factors.

Parameters Range

Number of epochs | [0, 10 ..., 60, 70]
Learning rate [0.05, 0.10, 0,15, 0.20
Number of factors | {20, 30 ... , 90, 100]

TABLE A.1: Checked hyperparameters for SVD
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Expert

Profession

Expertise

Consulted on

11 years of experience with

Reality-check for assumptions,

1 Managing Consultant | ValueCare s clients wants and interpretation of data, evaluation
needs in the product of results
12 years of experience with Reality-check for assumptions,
2 Director hospital organization and interpretation of data, business
organizational processes goals for model implementation
3 years of expertience
3 Consultant deve}oping7 des.igning7 Validity pf' role data, structure of
and implementing HIS HIS, available data at ValueCare
at Chipsoft
E i s medical .
XPOTEICe as medica Reality-check for how ValueCare
specialist, specialized . . .
4 Consultant . product is used, interpretation of
in the needs and wants .
. . data, and evaluation of results
of medical staff
Exp.ert on t}.le or ganization (.)f User habits for interpretation of
. medical institutions and their . .
5 Director . data, interpretation of results,
habits. Contacts all levels of .
. available data
organizations.
Thesis s isor 1 g
Broad knowledge on software, 1§51b supervisor at Va.ueCaIe,
- . . advised on model selection,
6 ICT-Specialist development, data, visualization, .
analvsis. and UL/UX data handling, and database
SIS, ! structure.Evaluation of results
Contact point for KPI
7 Consultant wants and needs Evaluation of results
of medical personnel
tact point for KPI wants .
8 Consultant Contact point for ants Evaluation of results

and need of medical personnel

TABLE B.1: Experts consulted during research
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Roles

Number of Users

oncologie, mondziekten kaak en aangezichtschirurgie,
revalidatie, ergotherapie, kaakchirurgie, kinderchirurgie,

fysiotherapie, kindercardiologie, psychologie, geriatrieint, 10-19
endocrinologie
psychiatrie, revalidatiegeneeskunde, geriatrie,
keel- neus- en oorheelkunde, cardiothoracalechirurgie, 20-29
keelneusoorziekten, klinische genetica
radiotherapie, gynaecologieobstetrie, gastroenterologie
.. . 30-39

hematologie, inwendige geneeskunde
orthopaedie, keel- neus- oorheelkunde,

.. . 40-49
geestelijke gezondheidszorg
verloskunde gynaecologie, maagdarm en leverziekten,
plastische chirurgie, longgeneeskunde, reumatologie, 50-59
longziekten
anesthesiologie, orthopedie, urologie 70-79
neurochirurgie 90-99
chirurgie 100-109
intensivecare, allergologie, oogheelkunde 110-119
dermatologie 130-139
medisch 140-149
gynaecologie 160-169
heelkunde 170-179
neurologie 190-199
kindergeneeskunde cardiologie 200-209
internegeneeskunde 260-269

TABLE C.1: An overview of all found medical specialisms
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