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Abstract

Currently ubiquitous closed circuit television surveillance systems are greatly hampered
by the inability of humans to analyse the large amount of footage being produced. In
order to alleviate this there has been a great deal of research into the automatic processing
of surveillance video in order to detect events that may require short term emergency
responses, such events are most often referred to as anomalies. In this work we aim to
improve the performance of automated surveillance video anomaly detection by introducing
two methods for splitting up the detection task into subsets of anomaly types for which we
are then able to train independent detectors. First we propose to automatically group scenes
based on which objects appear in them, allowing us to use a single detector per scene type.
Second we split the problem on anomaly semantics, using independent detectors for fire
and smoke detection, and traffic anomaly detection, whose outputs are then combined with
the output from a generic anomaly detector to make a final detection prediction. Both of
these methods allow models to be trained to detect a smaller range of anomalies which
is both a simpler task and allows for a more fine grained interpretation of the reasoning
behind detections. We also analyse of how much the current methods are able to distinguish
an anomaly from its surrounding normal footage, as present evaluation methods fail to
measure this important factor. In order to evaluate our models we run experiments using
instantiations of three state of the art surveillance video anomaly detectors and a large
scale crime based dataset. This is complemented with an analysis of the large scale crime
based dataset used in order to highlight its shortcomings in trying to represent real world
emergency detection. The results show that fire and smoke detection is the easiest task to
separate out and detect independently from generic surveillance video anomaly detection,
that the current state of the art methods mostly use scenic priors to detect anomalies, and

there are many improvements that need to be made for the state of the art dataset.
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1. Introduction

The automated monitoring of closed-circuit television (CCTV) surveillance video footage
has the potential to both lower emergency response times and decrease the costs involved
with monitoring. This is because automated monitors can be run on standard computational
hardware, promising the classical benefits of automation, that by removing the human
element we are able to more consistently, quickly and cheaply perform a task. The perfor-
mance of these monitoring models, in particular models aimed at achieving generalized
anomaly detection in surveillance video footage, is however not yet good enough to be
used in real world applications. The issue of what is good enough is not yet well defined,
inappropriate evaluation measures combined with the current state of the art models’ lack
of interpretability leave researchers in the dark as to when they have achieved performance

significant enough for real world application.

Research in the field of creating automated monitors is primarily concerned with creating
computer vision based models that can identify alarm worthy events in video footage
automatically. The detection of alarm worthy events is termed anomaly detection in
literature because most early methods in the field implemented classic unsupervised
anomaly detection techniques from other areas such as network analysis to overcome a
lack of alarm worthy samples during training. Modern approaches have however strayed
away from traditional anomaly detection techniques and better resemble an imbalanced
two class classification problem, using both positive and negative samples during training.
These supervised methods however still refer to the problem as anomaly detection, straying
away from a traditional statistical definition of anomaly detection such as determining test
samples that do not belong to the same distribution as the normal training samples [|1]] and
towards a less formal definition of anomalies as infrequent events worthy of alarm. We
have followed this trend in our work and use anomaly detection to stand for the detection
of events that involve crime or cause harm, and that require fast short term response.
We select three state of the art supervised methods from the last three years to compare,
analyse and improve upon, on a state of the art crime based dataset which contains both

negative and positive samples of emergencies, examples of which can be seen in Figure

In order to improve the current state of the art detectors we propose to move away from

using only a single generic detector and instead train multiple detectors each for a specific



(a) Road accident (b) Fighting (c) Fire

Figure 1. Examples of anomalies taken from videos of the UCF-Crime dataset by Sultani
et al. [2]]. Each anomaly video is annotated with a category and a labeling indicating on
which frames the anomaly occurs.
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Figure 2. Timeline of a video containing a factory explosion. Generic, fire/smoke and
accident scores are given by independent detectors and are combined to form the combined
detection. The fire/smoke detector has enabled the combined detector to outperform the
generic detector. The red segment indicates the ground truth anomaly annotation for the
video provided by Sultani et al. []Z[]

sub problem. The outputs of these more specific detectors can then be combined with
the generic detector in order to give a single overall anomaly prediction. We can see an
example of this from our research in Figure 2] where we see the benefits of training a
detector solely for the detection of fire and smoke.

1.1 Motivation

The primary goal of automated anomaly detection in surveillance footage is to keep people
safe efficiently and effectively. Whilst anomaly detection is used to describe the field, it
is important, to avoid a creep away from real world relevance, to remember that this is a

useful abstraction of alarm worthy events. Alarm worthy events are those where emergency



responses and criminal investigations being aware of a situation in a timely manner is
important for effectively mitigating damages, this is often the case as highlighted by the
work of Sivarajasing et al. [3] where they determine the effect of increased surveillance

monitoring on a reduction in the level of injuries sustained from violent altercations.

Not only is the human labour cost of human surveillance monitoring prohibitive but it is
not able to reach the scale required by the recent proliferation of cameras which has not
seen a corresponding increase in camera monitors. There has also been a rapid rise in
household and vehicle based cameras as illustrated by Mohan et al. [4] for which paying a
person to monitor is too expensive. This has greatly diminished the effectiveness of most
surveillance systems as monitoring plays a vital role in the efficacy and impact of CCTV

surveillance footage as corroborated by La et al.’s work in crime control and prevention

(5]

As with many processes inhibited by labour costs automation provides an enticing solution.
We propose to use currently available two dimensional (2D), red, green blue (RGB) surveil-
lance footage coupled with computer vision and CCTV surveillance anomaly detection
techniques to automate the process of detecting alarm worthy events. We use 2D RGB
surveillance footage as a medium because it is low cost and already in place. This means
that if our automation proves successful it can be seamlessly integrated into the current
surveillance environment as a purely software model. This will allow for a very fast
widespread adoption and a relevant impact on society. Computer vision techniques such
as action classification and object recognition are chosen as preprocessing steps in our
pipelines as these fields have acheived considerable successes in real world applications

and provide an effective means of distilling information from the frames of a video.

There is also the potential for automation to increase our understanding of the precise
nature of an event and provide evidence therefor, which is crucial in effective long term
remediation. We however focus on short term response detection due to the large gap it
currently has as well as the higher potential for algorithms to succeed in this area then in
longer term scene understanding. The large gap in timely detection is due to the lack of
live human monitors and the reason current artificial intelligence (Al) algorithms have a
higher potential to succeed in timely detection is that it is a far narrower problem then the
longer term scene understanding. Scene understanding is a highly ambiguous process with
difficult to determine context making it a highly complex and difficult problem for current
Al techniques. Anomaly detection does not however require the full understanding of a
scene to achieve promising results as seen in the current state of the art works [2, |6, [7].
This is because we can distill a scene into a much smaller set of features that represent

its anomaly well enough to classify a scene correctly whilst ignoring large amounts of



information that might be relevant to understanding other aspects of a scene.

1.2 Research Questions

The methods and experiments in this thesis are intended to further progress towards
the overarching goal of developing a real world implementation of an automated video
surveillance model to be useful in the short term mitigation and response of alarm worthy
events. We do this by investigating both where the previous methods are falling short and
by proposing new improved methods. In order to do this we hypothesise three areas where
the current state of the art can improve and then direct one research question towards each
of these hypotheses. The first hypothesis is that the currently used state of the art UCF-
Crime surveillance video anomaly detection dataset [2] is not an accurate representation of
the real world and is unable to effectively compare methods’ abilities to detect surveillance
video anomalies for real world applications. This leads us to our first research question to

be answered in the literature review.

RQ1: In what way should the state of the art UCF-Crime surveillance video anomaly
detection dataset be improved to better evaulate models’ ability to detect video based

anomalies in the real world?

The second hypothesis is that the range of alarm worth anomaly events in surveillance
video footage is too diverse and cannot be distilled by a single model into the fundamental
definition of what it means to be an anomaly. In particular the visual relationship between
explosions, fighting and car accidents may not be strong enough for detection by a single
model and therefore perhaps a collection of models individually trained for each category
would be able to provide an improved performance. This gives us our second research

question to be answered by experimentation on combining multiple detectors.

RQ2: What is the best way in which to successfully decompose the problem of anomaly
detection in CCTV surveillance into smaller sub problems?

The third hypothesis is that the current state of the art methods are unable to correctly
distinguish an anomaly from it’s surrounding normal footage in the same scene. A review
of the performance of the sate of the art methods has shown that anomaly predictions
change most drastically between scenes rather than within one scene. This is concerning
as it limits a models ability to alarm on events in a scene. In order to measure the extent of
the problem we propose to answer research question three by re running the state of the art

methods without anomalies present.



RQ3: To what extent do the current state of the art methods rely on scenic priors rather

than anomaly semantics for obtaining their performance?

1.3 Structure of Thesis

This thesis begins with a review of recent literature in order to place the experiments and
methods in their scientific context. This is followed by an in depth description of the
methods used in order to enable analysis and reproduction. Finally results are reported
on various approaches taken to improve performance in CCTV surveillance anomaly

detection.

We start the literature review with an analysis of various trends seen in CCTV surveillance
anomaly detection and how they have impacted the direction of our work, including the
development of different datasets and increasing performance on them. This is followed
by a description of some shortfalls in the current evaluation measures as well as the UCF-
Crime dataset. The literature review is rounded off with a brief description of the fields
relating to our used feature extraction techniques, that is: action classification, object
detection, fire and smoke detection, and traffic accident detection. This completes the

context for the entire pipeline of our methods.

In the methods section we begin with a description of the methods we used to decompose
the problem of anomaly detection, by using clusters of the training data and by targeting
specific anomaly types. This is followed by a description of the techniques used to remove
anomalies from the test set in order to evaluate the extent to which to state of the art methods
use anomaly semantics for detection. Then we describe the implementation details of the
three state of the art methods tested as well as for the feature extraction techniques used
across the three methods. We also describe the additional algorithms employed in order to
create models focused on various sub categories of anomalous behaviour, that is, detection
of fire and smoke using the Resnet50 deep neural network implementation of Olafenwa
and Abimbola [8] and detection of road accidents using the unsupervised motion based
method of Li et al. [9]].

Finally we describe the results of using clusters to retrain multiple models with a more
specific focus where we see the efficacy of having distinct models for videos with vehicles
and videos without vehicles as well as the shortcomings of performing the model split
based on human presence. This is then followed by results on combining the output of
sub detectors trained for detecting specific anomaly indicators with a generic anomaly
detector. We report results on using both fire and smoke detection as well as traffic anomaly

detection, illustrating the improvement in high confidence predictions. We then analyse
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how much attention each of the three state of the art methods is paying to the actual
anomalous segment in a video in order to validate that they are not merely using scenic
priors to achieve high average prediction scores, we show that the multi-instance learning
(MIL) work of Sultani et al. [2] and the graph convolutional network (GCN) work of Zhong
et al. [6]] rely heavily on scenic priors. Lastly we end the thesis with some conclusions and

directions for future work.
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2. Literature Review

2.1 Trends in CCTV Anomaly Detection

The topic of anomaly detection in RGB CCTYV footage can be grouped across four main
dimensions which have progressed as the field has matured. Firstly by whether or not they
make use of anomalies during training. The field begun by using methods that train with
only normal data which we term semi-supervised methods and progressed towards using
normal and anomaly data during training, which we term fully supervised methods. The
limiting factor in this was largely the availability of data, there was not enough data to use
anomalies during training until the release of the large scale UCF-Crime dataset in 2018
by Sultani et al. [2] which contains 1900 different scenes and has prompted a flurry of

fully supervised methods.

Secondly by the style and computational complexity of classification model used. Models
began statistical in nature and slowly progressed towards more black box deep neural
networks due to an increased performance found therein and the increased availability of
the computational power previously limiting neural network models. Recent work has
again shown a resurgence in statistical methods as increased interpretability is again at the

forefront of the machine learning consciousness.

Thirdly anomaly detection in CCTV progressed by the feature extraction models used.
This begun by using pixel values from a single frame as features and has progressed into
more and more complex feature extractors such as object detectors, action classifiers, or
even previous anomaly detection methods as seen in the state of the art work of Lv et al.
[7]. This change can be linked to the adoption of neural network models across the field of
machine learning in image and video applications as neural networks allow the extraction
of a meaningful representation from an intermediate layer in their network allowing for

effective and simple transfer learning.

Finally there has been an increase in focus on localizing anomalies. This change comes
in both evaluation and model design. In evaluated this change can be thought of as an
increased importance placed on distinguishing anomalies from their surrounding normal

footage in the same video, reducing false positives in order to increase real world applica-
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Dataset Year Number of | Number of Percentage of Best
scenes frames frames anomaly AUROC
UMN[i6] | 2006 | 3 7710 14.00% | 0.996 [17] |
UCSD Pedl1 [18] | 2010 1 14000 28.61% 0.97 [19]
UCSD Ped2 [20] | 2013 2 4560 35.88% 0.99 [21]
CUHK Avenue [11] | 2013 1 30652 12.46% 0.90 [17]
ShanghaiTech [22] | 2018 13 317398 5.38% 0.85 [17]
Street Scene [23] | 2020 1 203257 21.65% 0.61 [23]
IITB-Corridor [15] | 2020 1 483566 22.39 0.67 [115]
UCF-Crime [2] 2018 1900 13327113 5.62% 0.85 [7]4

Table 1. Normal training datasets above with UCF-Crime, the only dataset using anomalies
during training below. Adapted and updated from the work of Ramachandra et al. [24].

bility. In training and design, models have achieved improved results by narrowing the
annotation of training videos, both in the temporal dimension by annotated the anomaly
itself and not just the presence of an anomaly in a video and also spatially by giving

bounding boxes for anomalies.

2.1.1 Semi-supervised vs Supervised Training Methods

Initially works in the field focused on modeling the distribution of normal data without any
anomalous data entries during training [10} |11}, 12} 13} |14, 15]. This choice was largely
made due to the lack of tagged anomaly datasets. The small number that were available
were reserved for testing. These methods are known as semi-supervised machine learning
methods and work by modelling the distribution of normal events in some manner and
then classifying samples as anomalous when they appear to not be from this distribution.

This leaves us with out of distribution as our approximation of what it is to be an anomaly.

The main difficulty with the out of distribution approximation is that what is out of
distribution depends heavily on the context of a scene. For example cycling is normal
on a cycle path but not on a crowded walkway. This is perhaps why these methods have
largely been used on very narrow datasets where the train and test sets came from the
same or a very limited number of similar scenes. This eases the changing context issue
by keeping scenic context consistent throughout training and testing. These methods are
able to reach reasonable accuracy, as seen in Table|l} by specializing for a small number
of scenes. We aim to take advantage of this insight by using multiple models to reduce the

context diversity required by a single model on a diverse dataset.
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Figure 3. Images showing the lack of diversity in anomaly detection datasets that use
only normal data during training. This highlights the problem that in the semi-supervised
CCTV surveillance anomaly detection domain performance across many datasets may not
imply good generalizability of a model as the datasets are all very similar. The datasets are
similar because collection of an anomaly dataset often happens on a university campus
whereby walking paths are the easiest subject matter.

It is also important to highlight here a weakness in the testing of these approaches. Because
they are all tested by an application to a single or few scene datasets and these datasets
are all fairly similar, the results of these methods show us little about their ability for
general CCTV surveillance anomaly detection. For example, almost all the scenes tested
contain streets or paths, people walking and good lighting. An illustration of this similarity
can be seen in Figure [3] What this means is that even though methods developed may
perform well over multiple datasets they are in actuality only tested on a very narrow range
of scenes. This means that the generalizability, a very important element for real world
applicability, of these models is unproven. In our research we aim to address this by testing
our model on the UCF-Crime dataset [[2]], a very diverse dataset of crime related videos

with varying contexts and definitions for anomaly.

More recent methods aim to use examples of anomaly and normal data in training in order

to determine the boundary that separates the two, these are referred to as fully-supervised
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methods. The primary dataset for validating these is the UCF-Crime dataset which during
training is annotated at the presence of anomaly in a video level, leaving the anomaly
segment of the video to the model to determine. The models used can take many forms
such as multi-instance learning by Sultani et al. [2] or noisy label cleaning by Zhong et al.
[6] in order to address the issue of not having temporal anomaly labels. The state of the art
methods all take the approach of training a single anomaly detection model to use across

all scenes.

It is important to note that training single and multi scene models has been split along
the lines of semi-supervised and fully-supervised methods unnecessarily. For example,
there is no method applying semi-supervised learning to the UCF-Crime dataset and no
fully-supervised method applied to the single scene test tests. This is largely due to the
lack of anomalies for a single scene. It is important however to recognize that finding
anomalous examples within the same scene is not the only way to provide fully supervised
training to a model tested on a single scene. We for example will use samples of anomalies
found in similar scenes to specialize our model by training for specific clusters of anomalies

and this could potentially be done for every scene.

2.1.2 Towards Complexity and Back Again

The field of anomaly detection in surveillance footage has closely followed trends in
machine learning as a whole. In particular it has of late seen in increasing skepticism
towards overly complicated deep learning pipelines for their lack of explainability and
clarity on what elements of the pipeline effect the performance as highlighted in the work
of Lipton et al. [25] published in 2019 where they emphasize the importance of identifying
sources of empricial gains. Initial works on CCTV surveillance anomaly detection started
with fairly small datasets and by using statistical methods for detecting anomalies. This can
be seen in two highly influential papers, both Mehran et al. [[10] (2009) and Lu et al. [[11]]
(2013) look to make statistical calculations that depend on the underlying distribution of
normal data and then utilize the negative contributions of new samples to these calculations

as a sign of an anomaly.

These methods are highly efficient with the latter reaching a processing throughput of 150
frames per second (FPS). They also provide a decent detection performance of 0.96 on
UMN and 91.8 on PED1 respectively. The performance of these methods is however only
tested on these very simple and uniform datasets. Intuition tells us that that the simplicity
of these models would struggle to capture the normal distribution as the complexity and

nuance of both normal and anomalous samples increases.
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Based on this intuition and spurred on by a boom in the field researchers began to use deep
learning methods to detect anomalies. Methods such as autoencoders [|12, |26, 17] and
generative adversarial networks [22] were used for detection using only normal data. More
generic dual class methods such as MIL and convolutional neural networks (CNNs) [6, 2,
/]| were used for datasets with anomalies present in training. This focus proved successful
with many of those developed still being considered state of the art today [17,7]. These
methods often include extensive pipelines that continue to increase in complexity. This
is followed by a corresponding increase in running time and opaqueness of classification
rationale which has traditionally been accepted on the promise of increased detection

performance.

Recently however we see a backlash towards increasing complexity and black box models
for being unclear as to where their increased performance comes from with hyperparameter
tuning and pre processing often being the real needle movers as shown in the work of
Melis et al. [27]]. Championing the resurgence in prioritizing analyzability, interpretability
and computational efficiency is a recent work by Doshi et al. [28]] based off normal only
data. They use an optical flow calculation and an object detector to extract a set of relevant
features such as the mean and variance of flow or the likelihood that an object is of a certain
class. A nominal set of normal samples is then used to represent the normal distribution.
The distance of a sample from the nominal set is then calculated using euclidean distance.
The distance is then thresholded against a running decision statistic for classification. This
method is not only fast but is also able to give fine grained explanations by showing us what
dimension in the feature representation contributed most to the high euclidean distance
required to be an anomaly. They were able to achieve comparable results to the current
state of the art with a 0.72 frame level area under the receiver operator curve (AUROC)
on the ShanghaiTech dataset whilst providing both a fast and explainable solution that
requires less training data then deep neural network models.

Another way in which we can reduce complexity is in reducing the scope of our dataset. To
this end Vilamala et al. [29]] and Martinez et al. [|30] use subsets of the UCF-Crime dataset
[2] representing violence and shoplifting respectively in order to focus in on these domains.
Martinez et al. go even further then narrowing the scope to a subset of the anomalous
videos by narrowing the shoplifting detection to a subset of each anomaly. To this end they
focus only on detecting the behaviour leading up to shoplifting. The intention here is to
proactively stop the anomaly from occurring whilst allowing the model to capture a less

diverse normal distribution.
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2.1.3 Preprocessing

The state of the art methods all use some form of pre-processing. This varies in complexity
and often aims to take advantage of transfer learning from other domains such as object

detection and action classification.

Definition 1: (7ransfer Learning) To improve the performance of a learning task on
a target domain by utilizing the knowledge learned from a different source domain or

learning task [31].

Transfer learning from other computer vision tasks has proven to be a useful way of
reducing training time and increasing performance a seen in previous anomaly detection
works [2, 16, 7, |17]. We therefore describe some of the pre processing techniques the
current state of the models use here and then investigate various potential domains for pre
processors in later sections. The current state of the art single and dual class methods both

use models pre trained for another task for pre processing video segments [17, 6].

In the work of Ionescu et al. they use an object detector following the methods of Lin et al.
[17]. This produces a bounding box around objects with which they crop the image and
then directly input the image contents from the box into an auto encoder network. They are
using transfer learning here to narrow the attention of their method up front leaving only
likely anomaly areas to be computed. The second preprocessing they do is to compute
gradients between the objects in the current frame from the same objects in the ¢ — 3 and
t + 3 frames. Object tracking is easily done via overlapping bounding boxes as the frames
are close together. Anomalous behaviours always contain motion so this again is a useful

way of focusing the attention of their model onto relevant features in a scene.

In Zong et al’s [6]] work on graph convolutional networks we see an example of utilizing
transfer learning not just as a pre processing step but including it in the training process,
refining the models that were trained for a different purpose in order to be more directly
applicable to the current task. In each experiment they utilize one of two well known
activity recognition approaches C3D by Tran et al. [32] and I3D by Wang et al. [33]
trained on the Sports-1M [34] and Kinetics-400 [35]] datasets respectively as the initial
input to their pipeline. This provides a synthesized representation of the spatio-temporal
aspects of segments within a scene. The resulting anomaly classifications on each segment

is further fed back to the initial model and is used to update the pre-trained weights.

The retraining of the underlying action classifier is particularly unique and whilst this is

able to reduce the overall size of network required by utilizing all memory during training
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it has some potential drawbacks. Firstly neural networks have a tendency to forget as
illustrated by Kirkpatrick et al. [36] and so what useful feature extraction was in each
model may be lost. Secondly it increases the opaqueness of a classification decision by
reducing the compartmentalization of the pipeline leaving no understandable intermediate
stages for investigation. The latest work of Lv et al. [[7] take it one step further by using the
trained model of Zhong et al. [6] as their pre processing step, allowing them to train their
model to specifically only work on the localization of anomalies, improving performance

even further.

2.1.4 Going local

Recently there have been a number of attempts at localizing anomalies in surveillance
footage [37, 13} 38, 39, 7]. The central idea is that anomalies do not take place in the
entire video, sometimes taking up very little space within a scene. This adds complexity to
the problem as approaches have to understand anomalies at various different scales with
varying amount of background information. The focus on localization is growing from
both a model design perspective and an evaluation perspective. The works of Chong et al.
[13], Lv et al. [[7] and Liu et al. [38]] attempt to use further localization in their models to
make performance gains, whilst the works of Landi et al. [39] and Gianchandan et al. [37]
focus on measuring localization during evaluation, emphasizing the importance of correct

localization for real world predictability.

The simplest methods utilizing localization for performance gain can be seen in the work
of Chong et al. [13] and Lv et al. [7]] In the work of Chong et al. they split the space and
time related convolutions of an autoencoder into different stages. This forces the model
to encode/decode these elements separately and therefore allows the final model to learn
a normal representation for these aspects separately. Lv et al. achieves the current best
AUROC of 0.85 on the UCF-Crime dataset [2]] by focusing on the difference between
segment representations and insuring that the max of these differences is high in anomaly
videos whilst the average is low in order better localize anomalies, this is also the method

we implement in this work.

Liu et al. [38]] further this by forcing models to consider the anomaly region within a frame.
They do this by providing bounding boxes for the entire UCF-Crime dataset and then
designing a training approach that forces a model to use weights from the anomaly area in
order to output an anomalous score. This is done by using an attention map output of the
model to form a predicted region of an anomaly and using the IOU between the predicted
region and the ground truth bounding box as a factor within the loss function. With this
approach they were able to achieve an AUROC of 0.82 on the UCF-Crime dataset. An
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Figure 4. Region loss as implemented by Liu et al., image taken from their work [38]. The
attention map from the neural network activation is used to define a predicted anomaly
region which is intersected with the annotated anomaly region in order to calculate a region
loss factor.

illustration of the region loss can be seen in Figure 4

The approaches that adopt localization during evaluation treat anomalies as tubes in
sequences of frames, the models then predict anomaly tubes, with the intersection over
union (IoU) between prediction and annotated tube be used for evaluation. For this
formulation Landi et al. [39] develop the UCF Crime2Local dataset, a bounding box
annotated subset of UCF-Crime consisting of 100 anomaly and 200 normal videos. They
perform their feature extraction and convolutional based classification on spatio-temporal
tubes from videos. These tubes are essentially cropped squares of different sizes taken over
a number of frames. Using these annotations they were able to acheive 0.75 AUROC on
their new dataset. This was followed up by Gianchandan et al. [3"/] who re-implemented
the weakly supervised multi instance learning work from Sultani et al. [2]] by changing
the instances in each bag from segments of a video to spatio-temporal tubes. On the UCF
Crime2Local dataset they were able to achieve 0.68 AUROC. Although this is less then the
0.75 state of the art it is only utilizing weak labels at a video level compared with Landi et

al’s work where they make full use of bounding boxes during training.

2.2 Evaluation measures

There are various evaluation methods used in literature well summarized in an article
by Ramachandra et al. [24]] where they focus on the area of single scene anomaly de-
tection. The central metric for evaluation is the area under the receiver operator curve

for frame level detection. This is defined as the area under the curve representing the

True positive rate vs False positive rate where True positive rate = #Lruclositive
# Positive
and False positive rate = #LasePositive This method has been adopted across the

# Negative
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literature and can be thought of as calculating the T"PR vs F'PR at all thresholds of what

is classified as an anomaly. See Figure [5for an illustration.
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Figure 5. The receiver operator curve (ROC) plots the true positive rate (TPR) against the
false positive rate (FPR). The light orange area under the receiver operator curve (AUROC)
for frame level anomaly classification is the metric used to evaluate performance in CCTV
surveillance anomaly detection literature. The TPR at FPR 0.1 in red is our proposed
improvement to this metric as real world applications have to operate at a low FPR.

The key variation in the literature comes in when we look at what we consider a true positive
or a false positive. In the most basic case researchers consider frame level detection. That
is when an algorithm gives an anomaly score to an entire frame and frames are annotated
as either anomalous or not. This method is relatively simplistic and allows for an easy
annotation task and is therefore preferred in the biggest anomaly detection datasets such as
UCF-Crime [2]]. The frame based approach does however suffer from the weakness that it
ignores spatial localization, making it unclear as to what is being detected as an anomaly.

This is particularly concerning for busy scenes where many activities may be going on.

Mahadevan et al. [[18] address the spatial element by introducing pixel level detection.
This does however require that the dataset be pixel level (bounding boxes) annotated. This
is not only more costly but suffers from annotation ambiguity as to where the spatial
boundary of an anomaly is. To address this ambiguity they still consider AUROC at a
frame level, judging a frame to be a true positive if the detected anomaly pixels overlap

with at least 40% of the annotated anomaly and a false positive if at least one pixel is
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determined anomalous in a frame with no anomalies.

Whilst adding a temporal element to the detection it doesn’t guarantee a spatial element
as a simple post processing step of extending a single anomalous pixel detection to the
entire frame will directly increase true positives. To address this Sabokrou et al. [40]
introduce the constraint that of the detected pixels at least 10% of them should overlap
with an actual anomalous region. This still however doesn’t correctly evaluate frames with

multiple anomalies.

To address the issue of multiple anomalies per frame Ramachandran et al. [23]] consider
anomalies at a per anomaly level rather then a per frame level . They do this by using
IoU for spatial refinement and anomaly tracking to consider a single anomaly over time.
For this a connected region of anomalous pixels over a given threshold is considered a
single detected region. If the region has an IoU large enough over a certain percentage of
an annotated anomaly’s track then it is considered a true positive. Note however that this

approach requires not only bounding boxes but tracking IDs for each anomaly.

Whilst the more modern evaluation methods provide a more accurate measure of detection
ability they depend on a more detailed annotation scheme, including bounding boxes and
tracking ids, that is not available to us in the UCF-Crime dataset. To improve evaluation
without the additional annotation Lv et al. [/|] propose only evaluating the AUROC scores
on the anomaly videos, in order to avoid boosting results by correctly classifying long
normal videos. We take this a step further and propose to use the TPR at an FPR of 0.1
as the evaluation metric. The reason for this is that the number of normal samples in a
dataset far out number the number of anomaly samples, meaning that unless there is a very
low FPR there will be far more normal samples tagged as anomaly then anomaly samples
tagged as anomaly rendering the results unusable for real world application. This approach
will help us focus on performance increases in high confidence predictions that are useful

for real world application.

2.3 UCF-Crime Dataset

Here we present an in depth analysis of the current state of the art multi scene anomaly
detection dataset UCF-Crime published by Sultani et al. [2]] in 2018. This is the dataset
on which we test our methods due to its diversity, size and previous use. The UCF-Crime
dataset is 1900 videos totalling 124 hours of footage decomposed into 14 categories. A
single category for normal videos and 13 categories labeling 13 different anomalies.

The UCF-Crime dataset is the largest multi scene dataset with a considerable increase in
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diversity provided by the 1900 unique scenes compared to the 13 unique scenes used in
the next highest ShanghaiTech dataset [22]. Diversity is important as it provides a more
realistic comparison to the real world and prevents overfitting. It is also the only dataset
using tagged anomalies in training that has been well tested in the literature. Providing
tagged videos in training allows for the use of a greater variety of supervised methods that
are able to learn representations of anomalies rather then just normal behaviours. This
is able to increase performance. This makes it a good choice in order to benchmark our
methods. Whilst the dataset’s size and diversity promote it as an accurate representation of
the real world it still has a number of shortcomings which should be avoided when creating
anew CCTYV surveillance video anomaly detection dataset. We therefore analyse these
shortcomings in order to answer RQ1: In what way should the state of the art UCF-Crime
surveillance video anomaly detection dataset be improved to better evaulate models’ ability

to detect video based anomalies in the real world?.

2.3.1 Anomaly Categories

We find that the 13 anomaly categories carry little value in the realm of anomaly detection
as they are too nuanced for a model to correctly learn to discriminate between them. They
are also unnecessary for determining the presence of an anomaly. In accordance with
this approaches using this dataset since its release have all ignored the presence of the 13
categories focusing solely on anomaly vs normality. The categories are complex because
differences between them are highly semantic and sometimes completely unclear. For
example the difference between abuse, fighting and assault requires an understanding of the
relationship and power dynamics between the actors involved in the physical altercation.
Further complexity comes in the form of ambiguity when traffic accident or arson events
result in an explosion, however are not categorized as explosion since each video has only
one label. The disconnect between the given categories and the information on which the
current anomaly detection techniques base their decisions makes reasoning about decisions

difficult. In order to address this we provide a more generic classification of the videos.

In Table 2] we present a more generic, low level, description of the categories in this dataset.
We describe the dataset in more basic terms not defined by a judicial system but rather
by the identifying features of a scene. This allows us to assess the dataset at a level more
closely related to the features outputted from a pre-processing step. From this we can see

that the dataset contains four central types of anomalies.

1. Violent action related
2. Fire and Smoke related
3. Vehicle related
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| UCF-Crime Class Simplified Elements
Human-human violence
Abuse . .
Human-animal violence
Arrest Human-human violence
Arson Bright Light
Smoke
Assault Human-human violence
Abnormal Vehicle Behavior
Burglary
Weapon present
. Bright Light
Explosion Smoke
Fighting Human-human violence
Road Accidents Abnormal Vehicle Behavior
Robbery Human-Human violence
Weapon present
. Human-human violence
Shooting
Weapon present
g Human hiding object
Shoplifting Human grab object and run
Human-object violence
Stealing Human-object unusual interaction
Vandalism Human-object violence

Table 2. UCF-Crime class simplification

23




4. Shoplifting and Stealing

The benefits of this break down are multi faceted, firstly it allows the development of
model aspects targeted at more specific events. This leaves the models with less to learn
as we have distilled high level domain knowledge within them. In the most basic case
we can have an individual detector for each of these core elements and develop a kind of
cascading classifier as seen in the work of Mathias et al. [41]. Secondly the decomposition
of classification into the detection of these features is a step towards more explainable
Al To this end an algorithm can report not just the anomaly score of a segment but also
what basic elements where responsible for its decision. Explainable Al is of importance
for meaningful application as with important decisions explanation can inform human
oversight and create a higher trust in detections. We do not however completely remove
the black box element of the algorithm, we simply move it further down the semantic tree
and closer to basic action classification or image recognition which we are then able to

more easily understand.

Interesting to note is the abnormal vehicle behavior description for burglary. This is
because the burglary class contains a large number of automated teller machine (ATM)
theft whereby a truck was used to pull an ATM off the wall by attaching it to the ATM with
a chain. Category 4 is the most difficult as it only contains shoplifting and stealing which
are highly semantic in nature and often aren’t discernible to the human eye. For example
one stealing video shows a person getting into a car and driving off. It is unclear from only

the video that this is not the owner of the car.

2.3.2 Precence of Artifacts

There is a considerable presence of digital video artifacts that were not removed when
assembling this dataset. These should be accounted for when training and testing any
models. This is important since these artifacts not only reduce the accuracy with which the
dataset represents the real world but may provide unintended correlation with anomalies
which the model can learn, boosting performance improperly. Below we list the most
common artifacts and in Figure [6] we highlight this by showing examples of frames that

are annotated as normal and yet not representative of CCTV footage.

1. Many videos have entry or exit sequences as well as watermarks.
2. Many videos have multiple camera switches or cameras that pan and/or change their
zoom.

3. Many videos have large black borders in order to make video size consistent.

24



THEFTCAM

(a) Digital intro sequence (b) Camera switch (c) Black border

Figure 6. Examples of non CCTV artifacts in the UCF-Crime dataset .
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(a) Explosion Aftermath (b) Explosion Aftermath

Figure 7. Examples of frames incorrectly labeled as normal in the UCF-Crime dataset .

2.3.3 Issues in Annotation

The annotation methodology for this dataset has not been reported by Sultani et al. [2].
Of particular concern is the test set where videos are annotated at a per frame level. This
presents problems in particular because of the number of frames mislabeled as normal.
For example the authors appear to tag frames in a video as an anomaly only if they
fit the description of the event label for the anomaly. Cases where this is particularly
misleading is videos whereby the event has a lasting after effect, for example when tagging
explosions. Whilst correctly annotating the actual explosion frames e.g. bright flashing
light as anomalous, they then label everything afterward as normal. However an explosion
often leaves a scene in a drastically abnormal state, making the labeling of this as normal
during test time incorrect. We can see clear examples of frames incorrectly labeled as
normal in Figure[7]

2.3.4 Issues in Test Set Composition

Of the 1900 videos in the UCF-Crime dataset 290 are provisioned for testing, 150 normal
and 140 anomaly videos. It is important to note that the majority of an anomaly video is
made up of normal footage meaning that anomaly behaviours do in fact occur at a much
lower rate then normal behaviour making up 6.7% of the test set, correlating better with

the real world then a balanced dataset. What is however of concern is that of there are a
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few very long videos that dominate the test set, inflating results considerably.

We look at the number of frames in the whole test set compared to the top 4 longest videos
from the test set in Table[3] We can see that the longest 4 videos whilst making up for 1.4%
of the videos account for 24.6% of the frames. This problem is further exacerbated by the
state of the art methods because they divide each video into 32 segments for classification.
This is present in the works of Sultani et al. [2], Zhong et al. [6] and Lv et al. [7] all
of which are considered state of the art. What this does is to unduly give the model
information about the length of the video since the number of frames in a segment are
determined by dividing the video into 32 evenly sized segments. Because the length of an
anomaly doesn’t increase within the video, correctly classifying these videos as negative
(normal) will considerably reduce the FPR whilst retaining the same TPR, increasing the
AUROC measure. Furthermore the mentioned methods all use activity recognizers as
backbone feature extractors. These are designed for short term activity recognition in the
order of seconds and so will likely produce representations with less informative activity
recognition features on longer videos as they are run on segments as long as 2 minutes
each. These representations may then look closer to no activity (normal behaviour) then

others, unfairly creating a normal classification.

Videos Normal Frames Anomalous Frames Total
All 1036974 74834 1111808
Longest 4 273479 210 273689

Table 3. Comparison of the number of frames in the test set and the 4 longest videos from
the test set of the UCF-Crime dataset [2]]. Clearly these 4 predominantly normal videos
have a disproportionate representation in the test set.

In order to asses the magnitude of the problem we compare the approaches of Sultani et al.
[2], Zhong et al. [[6] and Lv et al. [7] on the full test set and on the corrected subset with
the longest 4 videos removed in Figure [§] As we can see, the addition of these 4 videos
accounts for a large increase in the AUROC score which is highest in the methods of Lv
et al. [7] and Zhong et al [|6], the different amounts that different methods are effected is
most concerning as it may change the conclusions of previous comparisons. To further
confirm that it is these long normal videos that are responsible for the difference, we plot
histograms of the number of frames in each anomaly score bucket for the works of Sultani
etal. [2] and Lv et al. [[7] in Figure 0] From this it clear that the method of Lv et al. [[7]
especially pushes normal scores towards zero as intended by their sparsity and temporal

modules enabling them to better take advantage of long normal videos.
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Figure 8. ROC Curves comparing the test sets with and without the 4 videos over 20000
frames. The large increase in correctly classified normal frames allows for a lower FPR at
the same TPR resulting in an increased area under the curve. The increased area comes
from improvements in segments with greater then 0.2 FPR rendering them usesless for

real world application.
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Figure 9. Comparison of the number of frames in each anomaly score bucket for the works
of Sultani et al. [2] and Lv et al. [7] on the UCF-Crime test set [2]], separating the four
longest videos to form the corrected test set. Important to note is the log scale necessary as
the bulk of scores are pushed to 0, especially in the work of Lv et al. .
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2.4 Action Classifiers

Many of the state of the art anomaly detection methods use transfer learning in order to
leverage successes from other video related domains. In particular the three state of the art
methods we evaluate make use of action classifiers for feature extraction. This involves
inputting each video segment into a neural network based action classifier and then using
the activation at an internal layer to represent the video segment. The two classifiers we
discuss in further detail in the methods section are Convolutional 3D Network (C3D) used
in the work of Sultani et al. [2] and Temporal Segment Network (TSN) with a Batch
Normalized Inception (BN-Inception) backbone used in the work of Lv et al. [[7].

2.5 General Object Detection

Many of the present anomaly detection techniques use general object detection in pre
processing. This is used either as an attention mechanism for example in the work of
Ionescu et al. [17] by cropping the frames to objects/humans detected or as a feature
representation extractor as in Doshi et al’s [28]] work. General object detection is the task
of localizing objects within a scene and determining their class label. Object detection
has a long history in computer vision being one of the most researched areas in the field.
For a full review of the last twenty years see Zou et al’s [42]] survey. Early successes in
object detection were largely based on hand made features created to represent images
in a salient and efficient manner. The issue of localization was dealt with predominantly
by considering a large number of different windows over the image 43} 44]]. Since 2014
object detection has been the poster child for deep artificial neural networks due to the
rapid increase in performance seen since Girshick et al. [45] first proposed the application
of regions with CNN features (R-CNN) to the task.

Deep neural network pipelines at first used a two stage approach separating the detection
into region proposal and region classification steps [45, 46]]. This however has since
been surpassed by single stage techniques [47, 48|, |49], which perform localization and
classification all in a single model. The benefit of this is a large speed up in classification
time. Of the current methods Redmon’s YoloV3 [47]] is the fastest and so is chosen for
our experimentation as we will perform experiments on a single consumer grade central

processing unit (CPU) and therefore have to prioritize computational efficiency.
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2.6 Fire and Smoke detectors

The presence of arson and explosions in the UCF-Crime dataset [2]] presents a move away
from detecting only human based anomalies. These classes lead us to the field of fire and
smoke detectors as it is highly succesful and may prove useful in pre-classifying these
non human related examples, allowing other implemented models to remain more human
centric. According to Cetin et al. [S0] there has been a lot of research into fire and smoke
detection due to the high damage caused by fires and the fast reaction time of video footage
analysis as opposed to chemical based detectors. Chemical detectors are slow as they
require the smoke to reach them for detection. Detecting the presence of fire or smoke
varies in its complexity however even simple heuristics have been used and could be useful

as a fast and effective was of filtering many non-human related scenes.

The bulk of research focuses on forest or wide area fire detection because the need is
greater due to no humans being present to call emergency services. The work on wide
area fire detection is transferable to a CCTV scenario and there is already some research
specific to CCTV footage. Hashem et al. [51]] use the industry standard inputs of color
and motion for fire detection to first detect potential fire regions based on an RGB range
and then use the RGB difference over a third of a second to represent motion. Finally
a support vector machine (SVM) is trained on these inputs to detect the presence of a
fire. This method not only performs detection well reaching an accuracy of 95.32 on the
Mivia fire detection dataset [[52] but also runs fast with an average processing time of 0.43s
per frame. This illustrates the simplicity of fire detection and the potential for using a
pre trained detector as a low cost pre processing step. Even simpler heuristics have been
applied with success such as that smoke has R, G, B values close together and fire has
RGB values such that R > G > B [50] providing an even more efficient and interpretable
approach. We however choose to implement a more heavy weight neural network approach
since the penalty to computation is minimal when compared to other aspects of our model
and the neural network gives improved performance whilst allowing for the extraction of

representations at intermediate layers.

When training our fire and smoke detection model we use the Fire-Smoke Dataset provided
by Abimbola and Olafenwe [8] augmented with frames from explosion and arson anomaly
videos in UCF-Crime [2]]. The original dataset is divided into three classes: fire, smoke
and neutral with 900 images in each class. We add an additional 618 images from the
UCF-Crime dataset in order to adapt the original dataset to our use case, since the original
dataset is far more diverse in subject matter and zoom then our CCTV footage ranging

from e-cigarrete smoke to factory explosions.
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2.7 Traffic Anomaly Detection

The field of traffic anomaly detection in surveillance footage is fairly new and can be traced
back to Track 2 of the NVIDIA Al City Challenge 2018 [53]]. Before this approaches
looked at other variables such as road design and traffic throughput in order to try and
predict the probability of accidents occurring. This however is not useful for our approach
as scenic prior anomaly probabilities are unable to inform emergency services as to when

a response is required.

Interestingly the work on traffic anomaly detection in surveillance footage has closely
followed the back end of the complexity trend seen in anomaly detection in general.
This is clearly illustrated as the top method from the anomaly track of the NVIDIA Al
2018 challenge by Xu et al. [54] trained a deep neural network action classifier to detect
anomalies where as the top approach in the 2020 challenge by Li et al. [9] avoided
large black box neural networks by taking advantage of a popular approximation of
anomalies in traffic surveillance as vehicles stopped where they should not be and then
using well established object detection and tracking methods to determine vehicles and

their trajectories with thresholds for what is stopping for an anomaly amount of time.

Traffic anomaly detection has also been able to take advantage of its reduced scope to
effectively localize anomalies to relevent parts of an image or regions of interest (ROI).
Vehicle movement is often used in order to mask regions of an image without any vehicle
movement in the video as ineligible for anomaly detection. This helps focus the attention of
methods on only the road in the footage, this is especially useful in the heuristic approaches
where stopped cars on pavements and in parking lots would cause false positives. This
can be complemented with the removal of vehicles that never stop in the footage as they

obviously do not fit the anomaly approximation.

For our research we adapt the work of Li et al. [9], the winner of the vehicle anomaly
detection track of the NVIDIA AI CITY Challenge 2020 [55] by loosening various heuristic
constraints such as object detection confidence threshold, vehicle standing still limit, and
backtracking limit in order to compensate for the lower quality and more diverse nature of
the UCF-Crime dataset [2]]. These relaxations are acceptable because the output from this
method isn’t the final result and so further refinement is still possible by the classification
combination approach that combines the generic anomaly detector with the output from

the vehicle anomaly detector.

30



3. Methods

We test two different approaches for splitting anomaly detection in CCTV surveillance
footage into smaller subproblems that can be addressed by separate classifiers which
can then be combined for an improved performance. The first method is to split the
problem based off the objects present in different scenes, the idea is that object presence
may indicate different types of scenes that bias towards certain types of anomalies. In
order to do this we cluster the training videos based on objects detected in each video.
A baseline classifier is then retrained for each cluster, this means that our collection of
classifiers differs not in model structure but rather in what dataset they were trained on.
The combination strategy is to assign each test video to a cluster and then use the model
for that cluster to classify each segment of that video. The second approach aims to further
utilize transfer learning by using models designed for different anomaly types rather then
simply retraining the same model for different scenes. An extreme learning machine is
then trained to combine the models outputs. The specific anomalies we target are fire and

smoke detection as well as traffic anomaly detection.

In this chapter we describe the two classifier combination approaches in more detail,
followed by a description of how we tested state of the art methods with anomalies
artificially removed in order to investigate how much the current methods use the semantics
of a segment to produce its anomaly score. We then describe the state of the art methods
used as baseline detectors and feature extractors in the classification combination strategies,
namely the MIL anomaly detection approach by Sultani et al. [2] used for retraining
clusters, as input to the extreme learning machine and in the analysis of anomaly semantics
use, the GCN anomaly detection approach of Zhong et al. [6] used in the analysis of
anomaly semantics use and as the backbone for the context encoding approach of Lv et
al. [[7] that we use in the analysis of the UCF-Crime dataset, as an input to the extreme
learning machine, and in the analysis of anomaly semantics use. Finally we describe the
action classifiers C3D by Tran et al. [32]] and TSN by Wang et al. [33]] used as backbones in
the MIL and GCN approaches respectively, the YoloV3 detector by Redmon [47] used for
object detection in the clustering approaches and in the traffic anomaly detection method,
the Resnet50 fire and smoke detection model implemented by Abimbola and Olafenwe
[8]] used as input to the extreme learning machine, and the unsupervised traffic anomaly

approach by Li et al. [9] also used as input to the extreme learning machine.
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3.1 Retraining for Specific Clusters

We begin with an analysis of the clusters produced by KMeans clustering in order to
determine whether distinct clusters exist, what their general descriptions are, and which
cluster splits are most well defined for retraining individual classifiers. We suspect that
the more distinct the clusters are the more chance they provide a useful decomposition
of the anomaly detection in CCTV surveillance problem, furthermore if we can provide
well defined definitions for each cluster it increases the interpretability of the individual
models trained. For clustering we use an 80 dimensional vector representing the objects
detected within each video from the 80 classes in the COCO object detection dataset [|56].
In order to reduce computational load we first represent each video by a tuple of 5 frames,
(f1, f%t, f%t, f%t, f+), where t is the total number of frames in a video. The YoloV3 [57]]
object detector is then run on each of the five frames, providing a number of detections
d' € D each with a class category ¢’ € (1,2,...,80) and a confidence score s* € [0, 1].
For a single frame we then add up the confidences of object predictions in each category
to represent the frame as an 80 dimensional object vector and then average the vectors
representing the five frames in order to represent a video as an 80 dimensional object

vector as seen in Equation [3.1]

1 A i
V:gz Cui - (3.1)

Using the object vectors for each video we cluster the dataset using the kmeans clustering
implementation in the Scikit-learn Python library [58]]. We analyse the clusters using
both 2 class and 10 class kmeans clustering as the 2 class approach may provide more
balanced clusters making retraining more stable and the 10 class will be able to give us
a better idea of the overall scenic variety. Kmeans clustering is an iterative approach to
clustering that takes as input the number of clusters required, the vector representations
of each sample in the dataset, and the current clusters, which we randomize initially. It
then tries to iteratively improve clusters by re classifying samples in order to minimize
the average distance between each sample within a single cluster as seen in Equation
where S = {51, ..., Sy} are clusters of video vectors (V1, ..., V},) and p; is the average of

all vectors in cluster .5;.
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Figure 10. The overall method for retraining using specific clusters. The videos in the
training set are first clustered according to which objects are present in each video. A pre
trained anomaly detector is then retrained using the data from each cluster. At test time a
test video is assigned to a cluster and each sample for that cluster uses the model trained
on that cluster for classification. In the example the yellow sample is assigned to the purple
cluster which means the purple anomaly detector is used for classification.

We can then assign each test sample to a cluster by representing each cluster as the average
of all the training set object vectors in it and then calculating which cluster the test sample’s
object vector is closest to using Euclidean distance. An example of the retraining per
cluster approach for 2 class clustering can be seen in Figure [I0] For the combination
approach we select the most relevant clustering splits seen in the cluster analysis and then
retrain a trained baseline detector, the state of the art MIL method of Sultani et al. [2], for
each cluster by using only the training samples assigned to that cluster. For testing each
test video is assigned to a cluster and the model trained on that cluster is used to assign an

anomaly score to each segment of that test video.

3.2 Combining Specialized Detectors

This method uses the same classifiers for all test samples by training an extreme learning
machine to combine the outputs of detectors designed for specific anomaly types with
a baseline detector. We wish to combine classifiers from other domains as they directly
make use of the semantics of the anomaly, insuring a relevant interpretation of predictions
and limiting the use of scenic priors. For each video segment we combine the outputs from
baseline classifiers B for which we use the works of Sultani et al. [2]] and Lv et al. [7]] with
the output of a Resnet50 fire and smoke detector by Olafenwa and Abimbola [8] denoted
F', and the outputted score from a traffic anomaly detector by Li et al. [9] denoted 7" by
concatenating them into a single vector representation, the optimum model structure for

combining a baseline method with the two more specific detectors can be seen in Figure

M1l
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Figure 11. Optimal method for combining fire and smoke detection by Abimbola and
Olafenwa [8] and traffic anomaly detection by Liu et al. [9]] with the general surveillance
anomaly detection via context encoding by Lv et al. [[7]. The second last layer activation
of Lv et al’s model is first reduced to 32 dimensions before being concatenated with the
fire and traffic scores. Each dimension in the now 34 dimension vector is scaled to a mean
of 0 and a variance of 1 according to the mean and standard deviation of the values in the
training set. The normalized representation is then fed through a multi-layer perceptron
with a single, size 2, internal layer with ReLLU activation in order to output the final
anomaly score.

The different detectors segment videos at different scales with the baseline detectors di-
viding videos into 32 evenly sized segments, the fire detector making a single prediction
per 1s of footage and the traffic anomaly detector providing a single score for all frames
within a detected anomaly. In order to consolidate these outputs we use the fire detec-
tion segmentation and consider segments of 1s. For each video with a total number of
frames n and a frame rate of 30 frames per second we represent it as a sequence V' =
(C(0),C(30),...,C(t),C(t + 30), ...,C(30 - | 55])) and for training consider ground truth
anomaly scores to be V, = (maz(ao, .., az), maz(asp, ..., aeo), --., Mar(azo. 2 |, ..., an)),
a; 1s 1 if the frame ¢ has an annotated ground truth of anomaly and O if it has an annotated
ground truth of normal and C(t) = (B(t), F(t),T(t)) where B(t) is the baseline repre-
sentation for the segment in which frame ¢ falls, F'(¢) is the fire score for the 1s segment
starting at frame ¢ and 7'(¢) is the maximum traffic anomaly score for frames in the range
(t,t+1,...,t + 30).

For the baseline scores B(t) we test both the final anomaly score and the activation at
the second last layer. When testing the second last layer activation of Lv et al’s context
encoding method [7] we additionally perform a principle component analysis to reduce
the activation vector from 1024 dimensions to 32 dimensions. This is important to reduce
sparsity and redundancies in the activation representation, this is not needed for the work
of Sultani et al. [2]] as the activation is already 32 dimensions. Once we have obtained

the concatenated representation C'(¢) for all 1s segments in the dataset we normalize each
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Figure 12. In order to remove anomalous segments we replace them with the last fully
normal segment before the annotated anomaly starts.

dimension to have a mean of 0 and a variance of 1 accross the training dataset. This is
done because dimensions come from different classifiers and so their absolute differences
are not comparable. When testing the representations are normalized using the mean and
variance obtained in the normalization of the training set and scores at a 1s segment level

are converted to a frame level by giving each frame in the segment the same score.

We train two different extreme learning machines to classify the concatenated represen-
tations, namely a generic stochastic gradient descent (SGD) regressor using Huber loss
and a multi layer perceptron (MLP) regressor with a ReLLU activation at its intermediate
layer in order to capture non linear relationships. The reason regressors are used instead
of classifiers is so that the model produces anomaly scores which can be compared at
different thresholds as required by the AUROC evaluation method seen in state of the art
literature. We first perform a hyperparameter search using a validation set before finally
testing only the best performing parameters on the test set so as to avoid fitting for the test

set.

3.3 Analysing the Use of Semantics

In this study we analyze how much attention the baseline methods pay to the semantics of
anomalies. In order to do this we replace the anomaly segment of each video in the test set
with the normal segment just before the anomaly starts as seen in Figure[I2] A model that
bases its anomaly score on the semantic information of an anomalous event should see a
large performance drop due to this change. A model that shows little difference in anomaly

detection is likely to be using scene based priors to obtain its predictions. A decision based
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off scenic priors does little to address the real world use case whereby we want to shorten
response times to alarm worthy events. This is because it is only useful in telling us which
scenes have higher anomaly rates, but does not provide information on when anomalies
are actually happening. We re test three state of the art methods on this altered test set, the
MIL method of Sultani et al. [2], the GCN method of Zhong et al. [6], and the context
encoding method of Lv et al. [7].

3.4 State of the Art

In order to evaluate our methods we obtain instances of three anomaly detection models
that have achieved state of the art performance on the UCF-Crime dataset [2]. We begin
with a third party implementation of the the MIL approach of Sultani et al. [2] as the
original baseline for the UCF-Crime dataset [2]. Next we obtain a pre trained model
from the state of the art graph convolutional method of Zhong et al. [6] as they obtain
a considerable performance increase over Sultani et al’s [2] methods, boosting AUROC
from 0.74 to 0.82. Finally we implement the recent work of Lv et al. [/] as they further
increase performance and build directly off the graph convolutional approach of Zhong et
al. [6]. The work of Lv et al. [7]] can be thought of as a post processing optimization on the
outputs of Zhong et al’s [[6] work. The overall performance of each of our instantiations
can be seen in Figure[I3] All three methods had to be adapted to be used on a CPU rather
then the original GPU use, due to hardware availability. The method of Zhong et al. [6]]
had to be down sampled due to computation required which may have resulted in its worse

performance and propagated this performance decrease to the method of Lv et al. [7].

3.4.1 Multi Instance Learning Approach

In the work which originally published the UCF-Crime dataset Sultani et al. [2] propose to
move away from the previous norm of treating anomaly detection as out of distribution
detection and rather propose to use a segment wise regression estimation. The regression
estimation aims to estimate an anomaly score between 0 and 1 by using weakly labelled
videos, that is, videos labeled as anomaly at the video level. If a video contains an anomaly
it gets an anomaly label 1 and if it does not it gets a normal label 0. Most notable is that
temporal annotation is not provided during training and in order to overcome this they
frame the problem as a multi instance learning task. An overview of their approach can be
seen in Figure For this approach we use a third party PyTorch [59] implementation by
Kosman [60]. The reason for this is that the adaption of an implementation to be run on a
CPU is more easily completed using the PyTorch implementation rather then the Theano

[61] based implementation published by Sultani et al. [2]].

36



True Positive Rate

1.0
0.91
0.81
0.7
0.6 1
0.5
0.41
0.3
0.2
o1l .

= Sultani (area = 0.75)
= Zhong (area = 0.79)
= Lv (area = 0.82)

0.0 T T T T T T T T T
0.0 0.1 0.2 0.3 04 05 0.6 0.7 0.8 09 1.0

False Positive Rate

Figure 13. Receiver operator curve for the three implemented methods. Original AUROC

scores are as follows: Sultani 0.74, Zhong 0.82 and Lv 0.84 [2, 6l 7].
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Figure 14. Flow diagram of the multi instance learning approach adapted from the work
of Sultani et al. [2]. Videos are segmented into 32 segments and fed through the C3D
action classifier in order to obtain a 4096 dimension vector to represent each segment. This
representation is then fed into a 4 layer, trainable, fully connected neural network in order
to produce an anomaly score for each segment. For the loss function two bags of segments,
each bag representing one video, are compared, using only the highest anomaly score in
each bag. When comparing two bags one represents a normal video and one represents an
anomaly video.
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First each video is divided into 32 segments V' = {sy, s9, ..., S32}. Then 16 RGB frames
are used to represent each segment and are fed through the C3D action classifier in order
to extract a 4096 dimension representation for each segment. A 4 layer fully connected
neural network is trained to give each 4096 dimension vector a score between 0 and 1, 0

being most normal and 1 being most anomalous.

The loss function used to train the 4 fully connected layers takes as input the anomalous
scores for all segments in 2 videos. One of the videos has the anomaly label and one of the
videos has the normal label. If we take two videos, one anomalous V, = {s{, s, ..., $% }
and one normal V,, = {s, s%, ..., s4,} and for each segment an anomaly score f(s;) the
loss function then compares only the maximum anomaly score given to a segment in each
each video as seen in Equation In addition to this temporal smoothness and sparsity
constraints are added for the anomalous video, in order to insure that the anomaly output
corresponds to the behaviour we would expect from a correct anomaly labeling. The
temporal smoothness loss in Equation [3.4]insures that anomaly scores do not change too
rapidly by punishing such changes and the sparsity constraint in Equation [3.5]insures that
the bulk of the video gets a low score by adding the sum of all the anomaly scores to the

final loss. The final loss function, a weighted sum of the three components can be seen in

Equation

[(Vo, Vy) = max((), 1— ieg@};ﬂ f(sh) + iegl%}?;} f(s;‘)) (3.3)
31 )
limo(Va) = Z(f(sg) - f(5?+1)) (3.4
i=1
32
Lapa(Va) = D f(s?) (3.5)
i=1
lfinal(‘/:za Vn) - l(v;z; Vn) + Vllsmo(‘/a) + ’72lspa<v;L) (36)

3.4.2 Label Noise Cleaner Approach

The second method we evaluate is the work of Zhong et al. [6]] whereby they attempt to

make even better use of pre trained action classifiers by retraining various action classifiers
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to directly predict anomaly scores. To evaluate this method we use a pretrained model as
provided on their GitHub repository [62]. This model is a trained instantiation of a TSN
with BN-Inception classifier as designed by Wang et al. [33]]. We use the RGB modality as
the combination of TSN with BN-Inception and RGB input performed best, as reported
by Zhong et al. [6]. The parameters of the model provided by Zhong et al. [6] specify
using a stack depth of 1 and a step of 5. This means that videos are split into segments
of 5 frames each and the middle frame for each one is processed by the action classifier
in order to obtain an anomaly score. In order to overcome the computational limitations
of using a single CPU we downsample the segmentation, splitting each video into 50
frame segments whilst retaining the stack depth of 1. The downsampling produces a 10x
reduction in computational load however also results in an AUROC performance drop
from 0.82 reported by Zhong et al. [|6] to 0.79.

In order to provide segmentwise labels to the action classifier the method of Zhong et al.
[6] alternates the training of an action classifier with that of a label noise cleaner so that
iteratively the action classifier gets better at classifying anomalies and the labels for the
anomalous segments, fed back to the action classifier, get cleaner. The noise cleaner does
not clean labels for segments in normal videos, this is because their labels are noiseless
since we know that the label for all segments is normal. For anomalous videos the label
noise cleaner takes as input the anomaly score given to each segment by the action classifier
and cleans it via the high confidence (low variance) predictions. These cleaned predictions
are then fed back to the action classifier for the next training iteration. The label cleaner
and action classifier are alternatively trained until finally only the final re trained action
classifier is used for testing.

The noise cleaner takes the form of a graph convolutional network made up of 2 types of
graphs combined via average pooling with sigmoid activation in order to produce better
labels. For each video the graph representation takes the form G = (V, £/, X') where V' is
the vertex set such that each segment of the video is one vertex. E is the edge set whose
strength represents either feature similarity or temporal distance, depending on the graph,

and X is the set of feature vectors for the segments in V.

Weights Af; ) € R™ in the feature similarity graph are determined via the dot product
between segment representations as seen in Equation [3.7|and the weights in the temporal
graph are simply based off the difference in their sequence position as seen in Equation
[3.8] The output for each vertex is then produced by combining its anomaly score with the

anomaly scores of its neighbours weighted in accordance to their adjacency strength.
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ij) exp(X; - X — max(X; - X)) (3.7)

AE = exp(—Ji — j]I) (3.8)

The loss function for the noise cleaner is made up of direct and indirect supervision
components [ = [p + [;. The training of the action classifier follows the original method
as described in the original work by Wang et al. [33]]. The direct component [, is where
they consider the confidence of predictions by only considering the loss of the top K
most confident predictions. Confidence is determined by making 10 predictions for each
segment with different crops and determining which segment has the lowest variance over
these predictions. The direct supervision loss function for the high confidence segments
can be seen in Equation where {y;}¥, are the probabilities assigned by the action
classifier, {p;}Y, are the probabilities assigned from the noise cleaner and H is the set of

high probability predictions for the current video.
1
Ip = T > (wilnp; + (1 — y:)In(1 - p;)) (3.9)
ieH

The indirect supervision term tries to smooth the predictions of the network over many
training steps by punishing predictions that vary from the average prediction as seen in
Equation where p; is the discounted average prediction for this segment over the last

few iterations and N is the total number of segments for the current video.

1 N
[ = — . — B, 3.10
I N;U? il (3.10)

Finally at test time the predictions from the action classifier {y;}%, for each video are
taken directly, making the deployment and use of this classifier convenient and prompting

its use in the third method we test.

3.4.3 Context Encoding Approach

The third method we evaluate is the work of Lv et al. [7] whereby they target the correct

localization of anomalies in order to improve detection. They do this using features

40



extracted by the last layer of the retrained action classifier developed in the label noise
cleaning method of Zhong et al. [6]. We only implement the localization branch of their
approach whilst noting that in their study they also utilize data augmentation to produce
more samples such as cropping videos, introducing blur and blocking parts of videos.
We do not implement this augmentation as the data preparation and preprocessing takes
prohibitively long with little benefit, as seen in their ablation studies where the additional
data augmentations improve the overall AUROC score from 84.44 to 85.38. We are also
able to reach competitive performance of 0.82 without the additional augmented data and
being based off representations from a Zhong et al. [6]] action classifier with 0.03 reduced
AUROC performance.

In order to better localize anomaly detections they propose an improved method for
considering the context which surrounds a segment by representing each segment as a
learned linear combination of its k nearest neighbours on each side. In practice k is found
to be optimal at 2, with most of the benefit saturated and greater neighbourhood sizes
being computationally prohibitive. We however use a neighbourhood size of £ = 1 as the
increase in input size for the network from 3 x 1024 to 5 x 1024 provides a fully connected
network that exceeds our random access memory (RAM) limitations and hence greatly
slows processing time. The change from a window size of 2 to 1 according to the original
work of Lv et al. [7] only reduced the performance from a video level AUROC of 0.9565
to 0.9501 and so is an acceptable simplification. We do however note concern that they
used a video level AUROC for the window size comparison instead of the standard frame
level AUROC, raising a concern over the effective frame level AUROC difference as these

measures are not directly comparable.

See Figure [I5] for an overview of the context encoding approach. When considering a
single video the approach splits it into 32 evenly sized segments. In order to overcome
the different segmentation approach taken in the work of Zhong et al. [6] the last layer
vector representations are aggregated for a segment. Whilst the aggregation approach is
not specified in the original paper we average each dimension for the segment, also noting
that our downsampling means that we have 10x less action classifier representations to
aggregate for each of the 32 segments. Given a sequence of vector representations of
segments from a video X = (sq, ..., $32) a representation for each segment is then obtained
as seen in Equation where W; and W, are matrix transformations with learnable

parameters.

Si="Y_ Wisiyj+Wos; +b (3.11)

]:_171
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Figure 15. An overview of the context encoding approach taken by Lv et al. [7]]. First each
video segment is run through the pre trained TSN BN-Inception action classifier as trained
by Zhong et al. [6]] and represented by the activation of the second last layer of this model.
Segments are then aggregated so that each video has 32 segments. Each segment is then
represented as a linear combination of its own and its neighbour’s vector representations.
After this a segments semantic score is extracted directly via sigmoid activation and a
variation score is extracted via a cosine comparison with its neighbours. Semantic and
variation scores are added to get the final anomaly score, which is used to calculate the
sparsity loss during training and performance during testing.

Using this representation the method then targets two sources of information for producing
an anomaly score. The first source is the direct semantic information in the transformed
feature representation, determined via a fully connected layer with a sigmoid activation
function as seen in Equation [3.12] The second source is the contextual information gained
by comparing a segment’s representation to that of its neighbours. This can be considered
a second order analysis of local variations as it is performed on the representation produced
via the combination strategy of Equation[3.11] In order to compare segments the cosine
distance between their vector representations is used as seen in Equation [3.13]

Asem(ét) = U(Wsemét + bsem) (312)

Avar(ét) = (2 — COS(§t_1, §t) — COS(gt, '§t+1))/4 (313)

These scores are added together to get the final anomaly score Afina = Asem + Avar
for each segment. In order to overcome the lack of segmentwise labelings and produce

a meaningful loss function they consider the video anomaly score to be the maximum
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difference between segment scores in the videos, the idea here being that the normal and
anomaly segments of an anomaly video will produce a high difference whilst all segment

scores in a normal video should remain low. We formally define the video wide score in

Equation [3.14]

S(X) = max |A(5;) — A(S,)] (3.14)

ij=1,..32

Through equation [3.14] we obtain video level anomaly scores for semantic S*“"* and
variation S separately. The batch losses /., and [,,, for each of these are computed via
a simplistic averaging strategy as seen in Equation whereby the first 30 videos have a
ground truth of anomaly and the last 30 have a ground truth of normal, leaving us with a
total batch size of 60.

30 60
; 1 , 1 4
I{XH2 ) = 0,1——>» S(X)+—) S(X* 3.15
(OOHEY = mas0.1- 35350 + 35 3 S0} 619
Finally the losses for the two information sources are combined with a sparsity loss similar
to that of Sultani et al. [2] as defined in Equation [3.5|and weighted by a small /3 to produce
the final loss [, as seen in Equation By optmizing for this loss Lv et al. [7] are

able to more effectively localize anomalies resulting in an increase in overall AUROC
score from the 82.12 seen in the work of Zhong et al. [[6] to 84.44.

lfinal = lsem + lvar + Blspa (316)

3.5 Feature Extraction Techniques

3.5.1 Action Classifiers

We use instances of two action classifiers, Convolutional 3D Network (C3D) used in the
work of Sultani et al. [2] and Temporal Segment Network (TSN) with a Batch Normalized
Inception (BN-Inception) backbone used in the work of Zhong et al. [[7].
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Figure 16. Example of 3D convolution adapted from the work of Tran et al. [32]. The 3D
convolutions produce from a cube another cube representation, preserving the temporal
information in the input. In the C3D model the input from a segment is 16 frames deep
and each convolution kernel is 3 deep.
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Figure 17. Architecture of C3D, taken from the work of Tran et al. [32]]. Each Convo-
lutional layer uses 3x3x3 convolutional kernels with the denoted number of filters. The
max pooling layers use 222 kernels and the fully connected layers fc6 and fc7 have 4096
outputs each. Ordinarily the 4096 output from fc7 is used as a representation for a video.

Convolutional 3D Network

C3D is a simplistic and popular feature extraction network as designed by Tran et al. [32].
It was designed for generic video feature extraction with the main contribution being the
additions of 3D convolutions in order to retain temporal interactions from a scene. To this
end convolutions are not just taken as a square with a width and height but rather as a cube,
including a square from multiple frames at once, as seen in Figure |16, The implementation
used by Sultani et al. [2] takes as input 16 frames and at the fc7 layer as seen in Figure
produces a 4096 dimensional vector representing these frames. The network used is
trained on the Sports-1m dataset [34]. Whilst the C3D network is dataset agnostic the
Sports-1m dataset [34] is the most commonly used.

The Sports-1m dataset as released by Karpathy et al. [[34] contains over a million YouTube
videos containing 487 different sporting actions. The videos are of different lengths
which is good as diversity promotes the learning of generic features however the dataset is
collected as a set of YouTube links and so it is difficult to obtain a single static version of
the dataset. For this reason the same weights of the same pre trained network are used for
experimental validity across studies. Narrowing the domain of feature extraction to sports
runs the risk of ignoring important features salient to generic action classification but not
sports. It may also over represent aspects less important in generic video detection, for
example focusing too much on the nature of the green part in a video to discern between
sports pitches. The dataset does however have a great number of classes which may help

to force the second last layer towards a generic action representation.
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Temporal Segment Network with BN-Inception

TSN is an approach designed by Wang et al. [33]] in order to incorporate long distance
temporal relationships in video footage whilst alleviating the high computational cost of
deep learning methods. To this end it is an overarching method to intelligently combine
outputs from underlying short range detectors. The underlying detection used in the
work of Zhong et al. [|6] is the BN-Inception model. The component wise nature of this
final implementation allows for individual components to be swapped out as newer more

successful models are developed.

A sample of the Temporal Segment Network used by Zhong et al. [[6] can be seen in
Figure Firstly a video is divided into a set number of segments {57, Sa, ..., Sx }. Each
segment is then represented by a small snippet from within it producing a sequence of
snippets {17, 15, ..., Ty} each corresponding to a segment S;. Snippets are then fed into
any number of action recognition backbones to produce a sequence of class labelings
{Fy(Th), Fy(T3), ..., Fy(T}) } from each backbone. In the given example the two backbones
whilst having the same ConvNet structure take as input two different modalities, RGB
images and warped optical flow images, in order to gain information from both the structure
of the scene and how it changes. This means that the example has two backbones Frgp
and For. From here the overall classification is aggregated across all the segments for each
backbone classifier individually, producing a class labeling for the entire video from each
backbone C;, = G({F;(T1), Fy(T»), ..., Fy(Tk) }) where G in the current implementation is
an averaging of the score for each class. Finally the class labels from each backbone, or
in the example Crep and Cor are fused, most often using a weighting strategy C'tina =
A Crap+ (1= X)-Cop.

The BN-Inception or Inception-V2 model is one first produced in the work of loffe and
Szegedy [63]] as an example implementation of their novel batch normalization using an
underlying inception model as developed by Szegedy et al. [[64]. The idea with batch
normalization is to reduce the effects of co varying model parameters by normalizing
the activations between each layer. The idea is that co varying parameters slow neural
network convergence as each subsequent layer’s parameters are highly dependent on the
absolute values of the previous layer’s. What loffe and Szegedy propose is to normalize
the activation of each node across a mini batch to a mean of 0 and variance of 1. What
this means is that each layer only needs to consider the activation by comparison to other
activations in the batch. This is a more consistent task as the input for each layer now

comes from the same distribution with a mean of 0 and variance of 1 in every iteration.

As an example take an input batch of k samples B = {5}, S, ...S;} and 2 intermediate
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Figure 18. Temporal Segment Network as applied to a high jump video. This network uses
two ConvNets [] one for each modality, RGB and warped optical flow, as its backbone
short term networks. The scores for each network are then aggregated across the different
segments to provide a modal consensus after which the model consensus’s are combined
in a weighting to produce the final class labels.

layers in the network L; and L;,;. L; is made up of a number of nodes N} and we
take one as NV for simplicity. Each sample in B produces an activation at /V giving us &
activations {x1, s, ...z } to be fed forward to layer L;,. Batch normalization normalizes
the distribution of these activation’s to have a mean of 0 and a variance of 1 as can be
seen in equation The normalized value Norm(x;) is fed forward to the subsequent
network L, ;. Important to note is that the expected value of x, F/(x) and the variance of
x, var(x) are calculated at a batch level which means that each sample in the batch is fed

through the network in parallel.

Norm(z;) = (3.17)

The inception model is a popular deep neural network with specialized inception modules
as developed by Szegedy et al. [64]]. The aim of these inception modules it to take
convolutions at different scales in order to account for scale variance between samples
without making the network too deep and hence computationally expensive. It is a way
in which to widen the network for better performance rather then to deepen it. The
implementation used was pre trained on the Kinetics-400 dataset. The Kinetics-400 dataset
is a state of the art action classification dataset first released in a paper by Carreira and
Zisserman [35]. The Kinetics-400 dataset continues to be expanded and at present contains
700 action classes with at least 600 samples each. Each sample has a single class label and
is 10s long. Due to its diversity of action classes the dataset is ideal for learning a generic

representation of actions. The temporal scale of actions is however kept constant, which is
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why additional mechanisms such as segmentation and aggregation are necessary in order

to adapt the pretrained network to the UCF-Crime [2] domain.

3.5.2 YoloV3 Object Detection

We use the PyTorch [[60] YoloV3 [47] implementation by Linder-Norén as found on his
GitHub repository [S7], this is a PyTorch instantiation of Redmon’s YoloV3 object detector
[47]. We use the YoloV3-tiny version as it is a smaller and a faster network then other
state of the art methods with pre trained weights from the website of Redmon [[65]]. The
tiny version is smaller because it uses less stacked convolutional layers then the original
network and an input size of 416x416 pixels rather then 608x608 pixels. We perform the
object detection on every 10th frame of each video, this provides a bounding box, class
label from the 80 COCO dataset classes [56]], confidence score and class confidence score

for each object detected.

3.5.3 Resnet50 Fire Detection

In order to extract features targeted at detecting explosions and arson we train a deep
neural network to detect fire and smoke. The network produces scores s firc, Ssmoke and
Speutral SUCh that their sum is 1. We then use the score Sgnom = Sfire + Ssmoke a8 @
feature representation for the fire and smoke aspect of videos. This representation is
then combined with the state of the art anomaly detectors by concatenating them onto
the feature representations produced by the second last and final layer of these state
art anomaly detectors and then training simplistic linear regressors to correctly detect
anomalies. Specifically we are targeting an improvement to detections on explosion and
arson videos and high confidence predictions without worsening performance on other

categories.

The segmentation of videos in the base anomaly detectors and the fire and smoke detector
are different and therefore need to be combined in a meaningful way. The work of Sultani
et al. [2] and Lv et al. [7]] both split each video into 32 segments. The fire and smoke
detector uses a single image to represent each 1 second of video. What we then do is to
match up each 1 second representation with its corresponding 1/32nd segment and use
that combination to represent the 1 second of footage, resulting in a segmentation of each

video into 1 second chunks.
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Category | Fire Smoke Dataset | UCF-Crime Augment
Fire 900 237
Smoke 900 186
Neutral 900 195

Table 4. The number of images from each category used for training the fire and smoke
detector. The Fire Smoke Dataset is taken from the work of Abimbola and Olafenwe [§]]
and the UCF-Crime augment is images extracted from explosion and arson videos in the
UCF-Crime dataset problished by Sultani et al. [2].

Dataset augmentation

To train the Resnet50 model we adapt the Fire-Smoke dataset of Abimbola and Olafenwe
[8] to the UCF-crime setting in the following way. We use only the explosion and arson
anomaly videos first dividing each video into a normal segment and an explosion or arson
segment according to the annotation provided by Liu et al. [38]] and then extracting frames
from each for classification. The annotation provides a start time ¢; and an end time ¢, for
the explosion or arson event in each video. We extract every 15th frame from the beginning

segment { f;}:="1"'" for the normal images and then every 15th frame from the anomalous

segment { f; ?:;11210 for fire and smoke images. A buffer of 10 frames is given to each
segment to compensate for annotation ambiguity. The non explosion segment after ¢, is
not used as it has been unreliably annotated because there is often explosion aftermath

after this annotation, containing smoke and debris which should not be considered normal.

Finally the fire and smoke images are manually sorted into a fire set and a smoke set,
removing any ambiguous images containing neither fire nor smoke. The neutral dataset is
also manually pruned for any images that appear to contain either fire or smoke. We end
up with a training set of 2700 Fire Smoke Dataset [8] images and 618 UCF-Crime images
distributed as seen in Table For an idea of the difference between the two datasets
see Figure[19] Most notably the Fire Smoke Dataset is more diverse not only containing

images extracted from CCTV footage and its images are also of a higher quality.

Detection Model

For the fire and smoke detection we retrain an implementation of the Resnet50 neural
network by Abimbola and Olafenwa [8] where they implement a training and testing
framework for fire and smoke detection following the description of residual networks
found in the influential work of He et al. [66]. We retrain the model using our augmented
dataset for 20 additional epochs. Deep residual networks as presented by He et al. [66]
are neural networks with many layers and short cut connections in order to mitigate

optimization degradation that occurs in deep networks. The short cut connections are
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(d) Fire, 0.6 (e) Smoke, 0.68 (f) Neutral, 0.62

Figure 19. Sample images of the dataset used to train the Resnet50 fire and smoke detector
and their Resnet50 classification results showing class and confidence. Top: images from
the Fire Smoke Dataset of Abimbola and Olafenwa [8], Bottom: images extracted from
explosion and arson videos in the UCF-Crime dataset [2]]. Important differences between
the two sources are that the UCF-Crime dataset is less diverse in subject matter and zoom
and has a lower resolution.

identity mappings that skip a number of layers within a network. These allow the learned
weights of a network to optimize a residual of the current activation rather then the

activation itself.

The use of a deep network structure been shown to improve classification ability as shown
by Szegedy et al. [64]. Their network however required careful parameter and network
architecture choices whereas combining a deep neural network with residual learning
provides us with a robust classification learner. The used Resnet50 model follows the
structure used in the original paper as seen in Table [5| which illustrates the depth achieved

by this network allowing it to learn complex representations.

3.5.4 Road Accident Detection

In order to produce traffic anomaly detections we adopt the approach of Li et al. [9]. The
reason this approach was chosen is that it is the current state of the art coming first in
the NVIDIA AI CITY 2020 traffic anomaly detection challenge [S55]], but also because it
uses deterministic algorithms based on a heuristic interpretation of accident detection as
determining vehicles that are stopped in the wrong place. Furthermore the approach is
highly modularized again enhancing interpretability by simplifying the task for black box

detectors into interpretable and well understood goals such as object detection and object
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layer name | output size layers

convl 112 x 112 7 X 7,64, stride2
1x1,64

conv2_Xx 56 x b6 3x3,64 | x3
1 x 1,256
1x1,128

conv2_xX 28 x 28 3x 3,128 x4
1x 1,512
1 x 1,256

conv3_x 14 x 14 3x3,256 | X6
1x1,1024
1x 1,512

conv4_x 7T 3x3,512 | x3
1 x 1,2048

avg_pool Ix1 average pool, 1000-d fc, softmax

Table 5. Network architecture of Resnet50. Building blocks that make up one layer are in
brackets. Skip connections used to mitigate optimization degradation are used between
ever layer. This network design follows the original work of He et al. [66].

tracking. For our implementation we adapt the parameters of the traffic anomaly detection
implementation published by Li et al.[9] on their Github page [67]. We also swap out the
Faster R-CNN [68]] object detector, preferring the YoloV3 detector [47] as we already have
an implementation available and it less computationally intensive. Object trajectories are
calculated using the deepsort implementation published by Wojke et al. [69] and available
on their Github repository [70].

The approach starts off by detecting still vehicles on the road. It does this by first masking
non road parts of videos by excluding parts of the frame that do not have a vehicle
trajectory within them in any part of the video. The masked footage is then used to create
a background version of each video which excludes any pixels with flow above a particular
threshold. This masked version of the background is then fed through an object detector in
order to detect potential candidates for stopped cars. Once a candidate has been selected its
box level and pixel level tracks in the original video are then combined via union in order to
provide annotation for the full anomaly, including the part when the vehicle is moving. We
describe each step in more detail below with a full list of the relaxed parameters available

in Appendix 1.

Hypothetical Abnormal Mask

The final mask is based on the intersection of two sub masks we change this to the union

of the two submasks as the detections from YoloV3 were not good enough in many cases
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creating too many masks that removed entire videos. The first mask is determined by
analysing where in a scene pixels are changing. To this end if the pixel difference exceed a
threshold between two frames they are considered to contain moving objects, all pixels
exceeding this threshold are not masked in order to retain potential abnormality area.
The second is determined by masking areas that do not contain a vehicle trajectory from
deepsort. The deepsort trajectories are filtered by a minimum length, travel distance and

bounding box size in order to remove false, side road and parking lot trajectories.

Background Modeling

Background modeling is performed using the MOG2 background extraction algorithm by
Zoran [71] to remove moving vehicles. This is used in the forward direction to predict
candidate anomalies by finding still vehicles and is used in the backward direction in order
to refine where anomaly predictions start. The reason the different directions are used is
that the criterion for removing a pixel from the extracted background is weaker then that
for adding it. The result is that when we run the MOG?2 extraction backward the anomaly
object appears sooner in the video then when we run the extraction forward, providing a

better starting point for the anomaly.

Anomaly Tracking

Box level tracking uses the vehicle bounding boxes found in the background of the video.
Boxes in cosecutive frames are combined to form a single tube if their IoU is over a certain
threshold otherwise a new tube is started. Tubes that end and start within a threshold of each
other are combined as they are considered to be a part of the same anomaly. The pixel level
tracking follows the method developed in the work of Bai et al. [72] where they iteratively
update pixel level matrices Vinderected, Vaetected Vscores Vstates Vstare and Vepq which keep
track of when pixels are within a detected bounding box or not and combine the anomaly
status of one pixel accross many frames if the difference is less then a particular threshold.

Suspicious pixels can then be combined to form the detected anomaly.

Obtaining object trajectories

In order to provide object trajectories we run the YoloV3 [47] detector pre trained on the
COCO object dataset [56] on every 10th frame in the UCF-Crime dataset. This produces
bounding boxes for objects from 80 different categories as well as a confidence score for
each detection. The following vehicle categories are then considered for road accident
detection: bicycle, car, motorbike, bus and truck. The detections for these categories are
fed through the deepsort tracking implementation in order to provide tracks of objects

through the video
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4. Results

4.1 Analysing Clusters

This is the first of two experiments we use to investigate the hypothesis that by retraining
a baseline model for specific clusters of data we can improve the detection results. This
addresses RQ2: What is the best way in which to successfully decompose the problem of
anomaly detection in CCTV surveillance into smaller sub problems? as we retrain the base
classifier for each cluster providing a collection of models used for classification. First we
attempt to cluster the videos based on what objects are detected within them. The aim here
is to develop an understanding of the data and to look for potential dimensions on which to

cluster the data for re training.

We start by 2 class kmeans clustering the UCF-Crime [2]] training set. The hypothesis
here is that the data should be easily separable into two very different rough categories
such as indoor vs outdoor or road vs non road. Looking at the object averages for each
class in Figure 20| we can see that this indeed the case as the second class has on average
8 cars present and so indeed represents street scenes as opposed to the more diverse first
class. We then cluster the videos using 10 class kmeans in order to investigate if there exist
further notable splits in the data. The classes are described by their general them in Table
6l
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Figure 20. Distribution of most detected objects by YoloV3 [57] detected across 2 kmeans
classes.
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Class Description Video Count
No detections 725
1-2 people no cars 334
1-2 cars with no people 262
Streets with 5-10 cars 152
1 or 2 people with chairs 130
small groups of people 102
streets with lots of cars 59
crowds of only people 39
streets with lots of people 38
rooms with many chairs 18

Table 6. Different clusters in UCF-Crime data

We note here that there is a large class of videos in which no detections were made. This
rules out using techniques built only upon object detection for the task of anomaly detection
because in many videos the objects are not clear enough for detection. Furthermore the
bulk of the classes mentioned in Table [f] are determined by the number of cars and the
number of people in the scene. This points towards the potential in using these two object

categories as a building block for more specific classifiers.

Next we look at the distribution of anomalies within these clusters. This is done in order to
analyse whether or not anomaly videos correspond in some way to the objects detected
within them. Looking at the histogram in Figure 21| we can see that anomaly videos appear
in a much greater frequency in the cluster in which no objects are detected. Having looked
at the videos we suspect that is due to the lower quality of the footage. This perhaps speaks
to a bias where videos of crimes, explosions and other noteworthy events are uploaded to
YouTube regardless of video quality however when uploading normal CCTV footage one
has more choice and therefore the overall quality of the videos is better. From these results
we conclude that objects are in general not a good way to cluster the dataset into fine
grained categories as most objects appear seldomly in the dataset. Cars and people may
however be used as the detection thereof appears to be robust and they appear frequently

within the dataset.
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Figure 21. Distribution of anomalies across 10 kmeans clusters.

4.2 Retraining Using Object Clusters

In this experiment we continue the work of Section 4.1 by re training the MIL anomaly
detection model of Sultani et al. [2] using meaningful clusters. Based off the results in
Section 4.1 we start with the clusters defined by vehicle and person presence and then
expand this to kmeans clustering. For the presence and absence of vehicles the dataset is
split fairly evenly. Most of the videos however contain people. We therefore also perform
the clustered retraining on the presence/absence of more then two people in the detections
to check the efficacy of this method on a more balanced dataset. The size of each cluster

over the training dataset can be seen in Table

Cluster | #Anomaly #Normal Total
No Car 485 532 1017

Car 454 392 746

No people 140 108 248
People 799 816 1615

< 2 people 306 189 495
> 2 people 633 735 1368

Table 7. Number of scenes in each cluster. Objects are detected using the YoloV3 [47]
object detector over 5 frames: first, last, middle and the quartiles for each video. The
presence or absence of cars and people are used to separate clusters, with the additional
split of >2 people chosen as it more evenly splits the clusters.

Car vs No Car

We present the results of retraining on two clusters, the first is videos with no cars present

and the second is videos with cars present. The mixed strategy involves using the baseline
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Results per cluster Results on all
Model Cluster 1 Cluster 2 Clustered Mixed
NogZi7Car 8;? 832 0.72 0.75
NoPeo]i:lleS/ePeople ggg 832 0.74 0.74
<2 Peopijs:Z People 0(?.775 8;2 0.75 0.74

Table 8. AUROC Scores of re training on different clusters (base 0.75). We compare
results on individual clusters for the baseline model and the model retrained on that cluster.
Cluster 1 represents the cluster without the precense of the object(’s) and cluster 2 the
cluster with the object(’s). The clustered result on all uses the model belonging to the given
cluster in order to produce an anomaly score. The mixed approach uses the baseline model
for videos belonging to the cluster without the presence of a given object and the retrained
cluster for videos belonging to the cluster with the described object.

detector for videos without vehicles and the clustered detector for videos with vehicles.
The reason for this is that we expect the diversity in the nocar dataset to be far greater
as it includes any scene not taken from the streets and any scene where YOLOV3 [47] is
unable to make detections. As the dataset becomes more diverse it suffers more from a
small training set as over fitting is punished due to an increasing discrepancy between the
training and test set. For this reason in the mixed strategy we use the baseline detector

trained on all training samples for the no car class.

We see in Table [§] that the overall AUROC improves for the mixed technique but not for
the purely clustered technique. However when we look at the section of the ROC curve
with FPR € [0,0.2] in Figure the most applicable range for real life applications,
we dont not see any significant improvement in performance. This illustrates that at the
very low FPR the re training does not improve results. This discrepancy between the
important low FPR range and the overall curve implies that the retraining is improving
the low confidence classifications rather then the high confidence ones. This is not useful
for real world application as using low confidence anomalies will produce too many false

positives.

We suspect that the improvement only at low confidence means the retraining is simply
fitting to biases present in the car anomaly videos rather then the anomalies themselves.
This hypothesis is further confirmed by looking at the results on the individual clusters
in Table [§| where we see that the models tested on the specific No Car and Car clusters
individually worsen results. This means that it is the change in absolute anomaly score
produced between the two models that have improved results rather then enhanced detection

of anomalies. The no car model learns to give overall lower anomaly scores and the car
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Figure 22. ROC curves of retraining on different clusters at the most important subsection
where FPR < 0.2. Base is the MIL detection method of Sultani et al. [[2]], clustered uses
two models produced by taking a training MIL model and then retrained on a specific
cluster and mixed is retraining one model on the cluster that contains the detected object
and using the baseline detector for the other cluster. The improvement over the baseline for
the clustering and mixed approaches at a very low FPR shows the ability of the clustered
retraining of Sultani’s MIL model [2] to improve high confidence predictions.

Results per cluster Results on all
Model Cluster 1 Cluster 2 Clustered Mixed
NeCwCar | 022 s 0% 038
NoPeo]f)?Z/ePeople 8?(3) 833 0.29 0.27
<2 Peopg;sj 2 People 8347L 822 0.27 0.26

Table 9. TPR at FPR=0.1 of re training on different clusters (base 0.31) following the same
scheme as Table.
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model learns to give absolutely higher anomaly scores. The overall results then improve as
the car cluster is biased towards having a higher rate of anomaly occurrences as seen in
Table |/} Looking at the anomaly scores we see that this is indeed the case as the average
score for the car cluster increased by 0.014 from the base method to the clustering method

and the no car cluster only increased by 0.005.

People vs No People

For the case of people vs no people the dataset becomes far more skewed as seen in the
scene counts of Table[7] This is because the class with people detected is far larger then the
one without. In order to address this we introduce a second clustering method where one
class is scenes with more then 2 people and another is scenes with less then 2 people. The
idea here is that we want to distinguish between scenes with crowds and scenes without

crowds as these may contain different types of anomalies.

Interesting to note in Table [§] and Table [9] is that the no people cluster’s performance
increases considerably more then the less then 2 people cluster, suggesting it has a more
well defined anomaly type. Furthermore the cluster defined by having more then two
people performs better then that defined by having more then no people, this suggests
that the group of scenes with on average between 0 and 2 people detected performs badly,
perhaps because it is the most diverse. Neither of the splits however appear to improve the

overall results.

Fine grained clustering

Here we explore the hypothesis that finer grained clusters will allow models to specialize
further. For this we compare kmeans as well as agglomerative clustering techniques.
Agglomerative clustering cannot be done iteratively and so is not applicable to real world
scenario’s since we have to analyse the entire dataset at once in order to determine the
clusters. Regardless we use it as a comparison for the kmeans approach as it may produce
more meaningful clusters. Both methods are tested for 6 and 10 clusters as this gives us a

wide range of clusters without making individual clusters too small.

For the clustered models we use a model of Sultani et al’s method [2]] trained for 500 epochs
and then trained on individual clusters for 100 and 300 additional epochs respectively. For
the baseline we compare the results with Sultani et al’s [2] model trained for 600 and 800
epochs respectively. We can see the overall results in Table [I0] The first thing to notice
is that whilst the TPR at FPR=0.1 varies quite considerably the AUROC remains fairly
consistant. This illustrates that improving high confidence predictions comes at a cost of

low confidence predictions balancing to give a similar AUROC.
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Method | Epochs TPR AUROC
KMeans 6 100 0.30 0.75
KMeans 6 300 0.32 0.75
KMeans 10 100 0.27 0.72
KMeans 10 300 0.25 0.72

Aggl 6 100 0.27 0.74

Aggl 6 300 0.29 0.73

Aggl 10 100 0.30 0.74

Aggl 10 300 0.30 0.72

Table 10. TPR at FPR=0.1 and overall AUROC scores for the Kmeans and Agglomerative
clustering strategies. Epochs represent how many additional epochs the baseline method
was retrained for. The baseline method acheived a TPR of 0.3 and an AUROC of 0.75
meaning that only the Kmeans6 method with 300 retrain epochs acheives improved results
at FPR = 0.1.

The increasing TPR at high confidence when we have more clusters appears to further
suggest that allowing for more specificity i.e. smaller clusters allows models to specialize
further. The hypothesis that greater class imbalance would worsen results due to increased
overfitting appears to be false. Looking at the improvement as our two classes got more
imbalanced suggests the opposite, that having smaller classes allows for greater specificity

in our specialized model for that cluster.

4.3 Combining Specialized Detectors

In this experiment we aim to answer RQ2: What is the best way in which to successfully
decompose the problem of anomaly detection in CCTV surveillance into smaller sub
problems. by combining classification models designed for simpler sub tasks, fire and
smoke detection as well as traffic anomaly detection with our baselines classifiers. For fire
and smoke detection we use the Resnet50 model trained to detect fire and smoke in images

and for traffic anomaly detection we use the traffic anomaly detection of Liu et al. [9].

We first split the original training set from UCF-Crime into a training and validation set with
a make up as seen in Table[II]in order to determine optimal parameters for the combination
strategy without directly optimizing for the test set. We test both a stochastic gradient
descent regressor (SGD) and a multi layer perceptron regressor (MLP). We keep the models
simple in order to insure they utilizes the already synthesized information present in the out-
puts of the other, more complex, underlying detectors. We test across different concatenated
input modalities from the set {Sult32, Sultl, Lv32, Lvl} x {Firel, Accl, Firel Accl}
where Sult32 is the vector extracted from the activation of the last layer in the MIL ap-
proach of Sultani et al. [2], Sult1 is the final output from Sultani et al’s MIL approach ,

Lv32 1s the 32 dimensional vector obtained by performing a singular value decomposition
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Training Validation Test
Anomaly 639 171 140
Normal 632 167 150

Table 11. The number of videos of the anomaly or normal category in each split of the
UCF-Crime dataset [2]. Training on training set and testing on validation set is used to
optimize parameters.Training on training plus validation set and testing on test set is used
to report final results.

1.0 > G— //
0.9 A ,/
7
o 0.8 7 | o6
©
@ &7 Yos
L 056 ,,’ =
T o5 L’ v 0.4
0
o ., | - . =03
a 04 ) Sultani (area = 0.68) D
o)
g 0.3 1 ,/’ = v (area = 0.8) a o,
|: 021 7’ = Fire (area = 0.79) g
f - Accident (area = 0.81) £ o1
0.1 :
. i Fire + Acc (area = 0.82) -

0'000 0'1 0'2 0'3 0'4 0'5 0'6 0'7 0'8 0'9 1.0 v4(;000 0.025 0.050 0.075 0.100 0.125 0.150 0.175 0.200
’ ' ’ Félse. Pos‘itivé Rafe ’ ’ ' False Positive Rate

Figure 23. ROC curve of the results from the optimal parameters for the different datasets.
Fire, Accident and Fire + Acc are the results produced by combining these detectors with
the best baseline method. The zoomed in version of the graph clearly illustrates the benefit
of the combined detectors at a low FPR or high confidence.

principle component analysis on the 1024 dimensional last layer of the approach by Lv
et al. [7]. Lv2 is the vector containing the semantic score and variation score produced
by Lv et al. [7]]. F'irel is the sum of the fire and smoke scores produced by the Resnet50
detector. Accl is the outputted score by the traffic anomaly detector and Firel Accl is the
concatenation of the two. In Figure [23| we can see the improvements of adding fire and
smoke, and traffic anomaly detections to the baseline methods. The results shown are the
optimal parameter settings for each input on the validation set, the optimal parameters can
be seen in Table[I2]and the full TPR at FPR 0.1 results can be see in Appendix 2.

Clearly the results on the validation set show a marked performance improvement by
adding fire and smoke detection and traffic anomaly detection. The addition of accident
detection gives a higher overall AUROC of 0.81 whilst the addition of fire and smoke
detection performs better at a very low FPR < 0.025. This shows that fire detection
performs better on very high confidence classifications but also provides a lot of low
confidence false positives. The ability of the combination of the two to achieve even better
performance implies that they improve detections over different videos, which is what
we expect and desire given that the Explosions and Arson categories are distinct from the

Road Accident and Burglary category.
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Parameter Optimal setting
Model Multi-layer perception
Input representation Lv32FilAccl
Data Scaling Normalize mean=0, var=0
Loss function Huber
Learning rate scheme Linear decrease
Initial learning rate 0.01
Final learning rate 0.00001
Iterations 30
Number of intermediate layers 3
Size of layers 34x2x1
Optimizer Adam
Sample Weight 2-#Cufrlziffglrg§slgsamples

Table 12. The optimal parameters for combining fire and smoke, and traffic anomaly
detection with baseline anomaly detectors by Sultani et al. [2] and Lv et al. [7]. A
block search was used to determine optimal parameters on a validation set so as to avoid
optimizing for the test set.

Next we train the models, using the optimal parameters for each input on the full training
plus validation set and test it on the test set. The results of this can be seen in Figure [24]
From this it is clear that the addition of fire detection has improved performance with
a TPR of 0.3402 at FPR 0.1 compared with 0.3347 for the best baseline method. The
additions of traffic anomalies however has worsened performance, obtaining 0.2309 TPR
at FPR 0.1. This is concerning as in the validation set the addition of traffic anomaly
detection provided the most improvement. This may be because the parameter search
on the validation set fit the model to one that suited traffic anomalies specifically in the
validation set. This would mean that there is a major difference between traffic anomalies

in the test and validation sets.

To explore this we look at the mean length of traffic related anomalies in each set, we
consider anomalies of the Road Accident and Burglary classes to be traffic related, this
is because burglary is vehicles pulling ATM’s from shops. In the validation set 42 out
of 338 videos are vehicle related anomalies and in the test set and 36 out of 290 videos
have vehicle related anomalies. In the test set however the average length of a vehicle
related anomaly is 459 frames where as in the validation set it is considerably longer at
952 frames. This makes it likely that a reduced performance by the underlying traffic
anomaly detector by Li et al. [9]] is the reason for the drop in performance. This is because
the traffic anomaly detection method anchors detections by finding a still vehicle in an
incorrect position and then building the vehicles trajectory from this. Given a shorter

anomaly detection it is less likely that an anchor for the anomaly can be found.
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Figure 24. ROC curve of test set performance from the optimal parameters determined via
the validation set. Fire, Accident and Fire + Acc are the results produced by combining
these detectors with the best baseline method. The zoomed in version of the graph clearly
illustrates the benefit of the fire detector at a low FPR or high confidence. The traffic
anomaly detection model reduces performance worse.

4.4 Analysing the Use of Semantics

The performance of Sultani et al’s [2] and Zhong et al’s [6] methods drop surprisingly little
when anomaly segments are removed during testing. In Figure 25 we can see the results
for the three anomaly detection baselines. This clearly shows that the method of Lv et al.
[7] achieved its goal of better localizing anomalous and indeed pays more attention to the
semantics of the anomaly itself rather then focusing on scenic priors. This is shown due to
the dramatic drop in performance that this method produces when the anomalous segments
are removed, Lv et al. [7] drops 0.16 where as the works of Sultani et al. [2] and Zhong
et al. [[6] only drop 0.02 and 0.03 respectively. By illustrating how little the state of the
art methods actually consider the anomaly itself this result suggests that the current state
of the art methods could benefit considerably by drawing better attention to anomalies by

considering localization in their model design.
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Figure 25. ROC curves comparing baseline tests and tests without anomalous segments for
the works of Sultani et al. [2], Zhong et al. [6] and Lv et al. [[7]. The transparent curve
and in all cases worse result is the method run on the same test set with the anomalous
segments in anomaly videos blocked out by normal segments from those videos.
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5. Conclusions and Future Work

Through an investigation into the UCF-Crime dataset we have found various shortcomings
that can be addressed in future work through the creation of a new CCTV surveillance
anomaly detection dataset answering RQ1: In what way should the state of the art UCF-
Crime surveillance video anomaly detection dataset be improved to better evaulate models’
ability to detect video based anomalies in the real world?. Most notably, a new dataset
with more consistent video lengths in order to avoid dominance by few videos and a
cleaner dataset with less digitally edited images and scene cuts. This will allow the
evaluation of methods to be more applicable to the real world by removing segments that
may provide undue indications of anomaly presence, giving a clearer idea of when we
have achieved CCTYV surveillance anomaly detection at a level high enough for real world

implementation.

We have shown the benefits of using a fire detection classifier in combination with a
baseline classifier for detection of CCTV surveillance anomalies on the UCF-Crime dataset
[2]]. We have also shown the limited ability of more fine grained models based off clustering
scenes by object presence and vehicle anomaly detection to improve performance. This
along with the dataset analysis helps to answer RQ2: What is the best way in which
to successfully decompose the problem of anomaly detection in CCTV surveillance into
smaller sub problems?. We would suggest training classifiers to detect fire and smoke,
traffic anomalies, violence, and shoplifting individually and then to combine the outputs

from each detector, rather then training on subsets of the data.

For future work on the UCF-Crime dataset [2]] we recommend exploring detectors for the
remaining two categories of anomaly, namely violence related and shoplifting and stealing.
There is already research into these fields and successfully implemented these methods
will mean that every category of anomaly in UCF-Crime has a detector specialized for it.
Further improvements must also be made to the traffic anomaly detection method in order

for its contribution to be more generalizable.
The AUROC evaluation method, used to compare state of the art works, has been shown

to be unable to correctly evaluate real world applicability. This is largely because the

AUROC measure emphasizes detections at all confidence levels when for real applications
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only the performance at a high confidence matters due to the high prevalence of negative
samples (normal footage). The concern over the AUROC measure is further confirmed by
the small decrease in performance seen when anomaly features are replaced by normal
ones, meaning that this measure cannot distinguish between when models are using scenic
priors for classification and when they are using the semantics of an anomaly itself. This
is an important distinction as the detections of anomalies using their semantics is of far
greater importance for a reactive surveillance application such as emergency services. The
anomaly masking experiment was able to answer RQ3: To what extent do the current state
of the art methods rely on scenic priors rather than anomaly semantics for obtaining their
performance? by showing how little the current methods change when anomaly segments
are removed, suggesting that the current state of the art methods rely mostly on scenic

priors rather then anomaly semantics for detection.

In general future work can continue the paradigm shift from a single generic anomaly
detector towards using a collection of more specific detectors by either targetting im-
provement in one of the specific detectors such as a shoplifting detector or by developing
novel ways to decompose the the CCTV surveillance anomaly detection problem. The
compartmentalization of the problem will then allow independent research in these areas

to be easy integrated into a single detection pipeline.
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Appendix 1 - Relaxed Traffic Anomaly Detection

Parameters
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Appendix 2 - Fire and Smoke, and Traffic Anomaly
Detection Validation Set Results

Model MLP SGD
Initial Learning Rate 0.1 0.01 0.001 0.1 0.01 0.001
Base Detector | Representation

Sultl 0.0 0.134 0.134 0.134 0.134 0.134

Su SultlFil 0.1528 0.1121 0.1169 0.1169 0.1169 0.1169
Sult32 0.0 0.1675 0.1982 0.1352 0.1333 0.1356

Sult32Fil 0.132 0.0 0.1288 0.1337 0.1373 0.1341

Lv2 0.1993 0.0 0.2242 0.2108 0.211 0.2108
Lv Lv2Fil 0.0 03236 0.3452 0.2101 0.2108 0.2129
Lv32 0.0 0.2885 0.2664 0.2936 0.3041 0.3011

Lv32Fil 0.2959 0.2698 0.314 0.3007 0.2901 0.3011

Table 14. TPR at FPR 0.1 for different methods of combining fire and smoke detection
with the baseline anomaly detection works of Sultani et al. [2]] and Lv et al [[7].

Model MLP SGD
Initial Learning Rate 0.1 0.01 0.001 0.1 0.01 0.001
Base Detector | Representation

Sultl 0.0 0.0 0.134 0.134 0.134 0.134
Sy Sultl Accl 0.1084 0.0976 0.134 0.1009 0.1016 0.1016
Sult32 0.1622 0.1986 0.1475 0.1333 0.1352 0.1327

Sult32Accl 0.0 0.1271 0.0271 0.1365 0.1267 0.131
Lv2 0.0 0.0 0.0 0.211 0.2112 0.2108
Ly Lv2Accl 0.2203 0.2463 0.2301 0.2144 0.2123 0.2127
Lv32 0.2565 0.2845 0.2829 0.2934 0.291 0.2946

Lv32Accl 0.3263 0.3141 0.3457 0.3098 0.2922 0.3121

Table 15. TPR at FPR 0.1 for different methods of combining traffic anomaly detection
with the baseline anomaly detection works of Sultani et al. [2] and Lv et al [7]].
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Model MLP SGD

Initial Learning Rate 0.1 0.01 0.001 0.1 0.01 0.001
Base Detector | Representation

Sultl 0.0 0.0 0.0 0.134 0.134 0.134
Su SultlFilAccl 0.0 0.2111 0.1269 0.1273 0.121 0.1248
Sult32 0.1202 0.0223 0.1167 0.1337 0.1359 0.1322
Sult32FilAccl 0.0 0.1137 0.1192 0.1345 0.1328 0.1268
Lv2 0.224 0.0 0.2227 0.211 0.2112 0.2112
Lv Lv2FilAccl 0.0 0.2677 0.3477 0.2086 0.2127 0.2156
Lv32 0.285 0.2828 0.3106 0.2959 0.3078 0.3012
Lv32FilAccl | 0.3279 0.4035 0.3925 0.328 0.3213 0.3044

Table 16. TPR at FPR 0.1 for different methods of combining fire and smoke detection
and traffic anomaly detection with the baseline anomaly detection works of Sultani et al.
[2] and Lv et al [7]].
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