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Introduction

The aim of this thesis is to provide a truthmaker semantics for the propositional
connexive logic C' introduced by Heinrich Wansing [28§].

The basic idea of thruthmaker semantics is that the truth of propositions are
necessitated by states that are wholly relevant to the truth of said propositions.
Note that this "state” can be a state of affairs, a state of facts, or anything else,
as long as there is a mereology which is defined in chapter 2. An overview of
truthmaker semantics can be found in [I2].

There are many results achieved for truthmaker semantics in the past few years;
a few are highlighted here:

e There is a truthmaker semantics for first degree entailment which is es-
sentially due to Bas van Fraassen [I5]. Kit Fine in [I0] established a
modernized version of this result.

e Fine also defined a truthmaker semantics for full intuitionistic logic [9].
e Mark Jago did the same for relevant logic [16].

Truthmaker semantics is a new shared semantic underpinning for these logics
and constructing a truthmaker semantics for Wansing’s C' provides a way to
compare it to the rest of these logics. C is a promising four-valued semantics
for connexive logic. Logic is fundamental for artificial intelligence and database
reasoning. As argued by Anderson and Belnap, four-valued logic is needed to be
able to make inferences in inconsistent or incomplete databases [2]. The reason
to use connexive logic is that the negation for the implication in connexive logic
is semantically highly intuitive for English speakers [20]. C' is preferred over
other semantics for connexive logic as it is FDE based [30].

This is a technical thesis and the focus is mainly on the semantic result: how does
one model the semantics for the logic C7 Naturally, the use of truthmaker se-
mantics brings forth many philosophically interesting questions, as well as proof-
theoretical challenges. These aspects will only be briefly addressed throughout
this paper.

In order to get a truthmaker semantics for C, we first combine parts of the
previously established results for first degree entailment and full intuistionistic
logic. We therefore review these logics, as well as C', and briefly mention the
relation between them. This is done in the first chapter. In the second chapter,
we introduce truthmaker semantics, along with the underlying mathematical
foundation and some philosophical context. In the third chapter, we go through
the truthmaker semantics for first degree entailment. In the next chapter, we
do the same for positive intuitionistic logic. The main result and the conclusion
of the thesis are found in chapter 5.

Throughout the thesis, we work with the logical connectives neg (negation),
A (conjunction), V (disjunction) and — (implication). We use Greek letters



¢,1, X, ... for well formed formulas and small letters p,q,r,... to talk about
atoms or propositional letters. When describing relations, we use the infix
notation wRwv to indicate that (w,v) € R.



1 Connexive Logic

1.1 Introduction

Connexive logic is a branch of non-classical logic. An overview of connexive
logic can be found in [23]. Modern connexive logic is founded by Angell [3] and
McCall [I9]. Tt is based on the intuitive idea that if some formula ¢ implies some
(maybe other) formula 1, that it would be wrong to have that ¢ also implies
the negation of ¢. In general, a system of logic is called a (weakly) connezxive
logic if and only if the following four laws are provable:

Aristotle’s Laws: —(¢ — —¢), —(—¢ — ¢).
Boethius’ Laws: (¢ — ¢) = —(¢ — ), (¢ = ) = (¢ — ).

These laws are a direct realisation of the idea of connexive logic and the idea
indeed dates back to Aristotle’s Prior Analytics 57b14 and De Syllogismo Hy-
pothetico 843D. Note that Aristotle’s theses follow from Boethius’ [30].

In paraconsistent logics, we do not necessarily have that a formula is not true
whenever its negation is true. This is why Kapsner [I8] proposed a notion of
strong connexivity. A logic is called strongly connexive if and only if in the
logic:

Unsat-Aristotle: (¢ — —¢) is unsatisfiable.
Unsat-Boethius: ¢ — ¢ and ¢ — — are not jointly satisfiable.

Moreover, for the system to be interesting from a connexivity point of view, it
should not have (¢ — ¥) — (¢ — ¢) as a valid schema [19]. In this thesis
we mainly concern ourselves with the notion of weak connexivity. There are
multiple systems qualified as (weakly) connexive logics that can be found in [23].
One logic that satisfies the aforementioned requirements is known as Wansing’s
C [28]. C can be obtained by adding the De Morgan’s laws and a special clause
for negation for the implication based on Boethius’ laws to Positive Intuitionistic
Logic (IT). IT in its turn can be viewed as the positive (negation-free) part
of First Degree Entailment with an extra clause for the implication (—). This
chapter consists of a brief outline of these three logics.

1.2 First Degree Entailment

First Degree Entailment (FDE) can be seen as the core of relevance and entail-
ment logics. It is developed by Anderson and Belnap in the late 1950s. For more
details see [I] and for an overview one can look at [22]. Some known semantics
are the * semantics as introduced by Routley [27], relational semantics as given
by Dunn [7] and the Four-valued semantics characterized through truth tables
due to Smiley [[5] p.16]. In this paper we will make use of the impossible world
semantics [24], which will be defined later on, as it embeds most naturally in
this project.



Let us first fix the language:

Definition 1.1 (Language FDE). We will work with a propositional language
L A which only has the connectives =, \,V. The propositional letters are P.

We define a model:

Definition 1.2 (FDE model). An FDE model is a structure M = (W, vt v™)
where:

1. W # 0 is a non-empty set of entities (‘worlds’).

2. vt P — (W) is an interpretation function sending each propositional
letter to the set of worlds where the corresponding atom is true.

3. v~ P = p(W) is an interpretation function sending each atom to the
set of worlds where that atom is false.

We use w, v, u, ... (possibly indexed) as meta-variables ranging over worlds. By
w E ¢ we mean that formula ¢ is true in world w in some model M. Strictly
speaking, truth as we use it here is always relative to a model. We omit the M
for readability however. By w = ¢ we mean that ¢ is false in w. We also write
w ¥ ¢ and w A ¢ to indicate that a formula is not true and not false respectively
at world w. In classical logics w ¥ ¢ implies w =3 ¢, but in the logics we use,
this is not the case. It is precisely the difference between falsity and absence of
truth. Lastly, we use w F ¢, (idem for =) to indicate both w E ¢ and w E 4.

We define truth and falsity:

Definition 1.3 (Truth clauses FDE). Let M = (W,vt,v™) be an FDE model.
We then define by the following double recursion for all w € W:

wkEDp & wevt(p),
wp < wev(p),

wFE-9 S wdoe
w3 g S wE P,

WEQANY S wkE ¢ and w E Y,
wAPAY & w P orw Y,

wEQVY & wkE ¢ orwkEY,
wIAPpVyY & wd o andw 3 Y.

Note that by using two separate valuation functions for truth and falsity, we
can distinguish four different degrees of truth for each formula in a world:

TRUE Just w F ¢. ¢ is only true in world w.

BOTH Both w F ¢ and w 9 ¢. ¢ is both true and false in w, making the logic
paraconsistent.

NEITHER Neither w E ¢ nor w 3 ¢. ¢ is true nor false in w, making the logic
paracomplete.



FALSE Just w 3 ¢. ¢ is only false in world w.
Priest [20] has a more in-depth analysis of the four truth-values.
Consequence in FDE is defined as truth-preservation across worlds in all models:

Definition 1.4 (FDE consequence). ¢ Fppg ¢ iff for all FDE models M =
(Wovt,v™), for allw € W, if wE ¢, then w E 1.

There are a lot of things that are interesting to note about FDFE, of which I
will highlight some.

Firstly, in classical propositional logic, (p A —p) is false in every model. Hence,
whenever (p A —p) is true in some model, anything is true in that model. In
FDE however, we do not have this explosion. For example: (p A —p) ErpE q.

Proof. Consider an FDE model M = ({w},v",v~) where vT(p) = v~ (p) =
{w}and v"(q) = v (¢) = 0. Asw € v~ (p) we get using deﬁnitionw 4 p and
hence w E —p. Asw F p and w E —p, the antecedent is obviously true. (It is false
as well since w ¥ p, but that is not important for now.) However, as w &€ v+ (q),
we get that w ¥ ¢q. Therefore by definition we get (p A —p) ErpE q. O

Furthermore, FDFE is purely inferential: it has no theorems or anti-theorems
in the sense that there are no formulas that are made true in all worlds in all
models and no formulas that are made false in all worlds in all formulas. This
can be shown by induction over the complexity of formulas in a world in a model
where every proposition is neither true nor false.

There are several sound and complete proof systems for FDE: there is a Hilbert-
style system, a Gentzen-style system (both due to Josep Maria Font [14]), a
natural deduction calculus in the style of Gentzen and Prawitz due to Graham
Priest [25], p. 309, and a tableau system, also due to Priest [20].

1.3 Positive Intuitionistic Logic

Intuisionistic logic is built on the idea that the meaning of a sentence is not given
by the conditions under which the sentence is true, but rather by the conditions
under which the sentence is proved, where a proof is a (mental) construction
of some kind [26]. This idea seems to be captured best in a possible world
semantics; for this purpose we will describe a Kripke semantics. For a more
detailed exposition of full intuitionistic logic, see [21].

Positive Intuisionistic Logic (IT) consists of only the positive part of full intu-
itionistic logic. It does not deal with negation, but, as we also want it to capture
the idea of entailment, has an implication.

Definition 1.5 (Language I"). We will work with a propositional language
Ln,v,— which only has the connectives A\,V,—. The propositional letters are P.

We define a model:



Definition 1.6 (I model). An I model is a structure M = (W, R,v) such
that:

1. W #£0 is a set of entities ("worlds’),
2. R is a partial order on W, and

3. v:P = p(W) is an interpretation function subject to the following mono-
tonicity constraint:

Yw,v € W(if w € v(p) and wRv, then u € v(p)).

We again use w, v, u, . . . (possibly indexed) as meta-variables ranging over worlds.

The worlds in an intuitionistic model can be viewed as stages of construction of
truth. When you look at any world w and you consider any world v such that
wRv, you see that truth is preserved: whenever something is true in w, it must
also be true in v; this is due to the monotonicity constraint.

We define truth:

Definition 1.7 (Truth clauses IT). Given an It model M = (W, R,v), we
define for all w,v € W:

wEDp < w € v(p),

wEPANY S wkE @ andwE Y,

wEOVY S wkEoorwkEY,

wkE ¢ — 1 & Yo(if wRv and v E ¢, then v E ).

Note that the first three clauses are the exact same clauses as the truth-clauses
in FDE. The last clause gives us a condition for an implication. It comes down
to the fact that a formula of the form (¢ — 1) is true in a world w if and only
if in all worlds reached by w (in all later stages of the construction) where ¢
is true, 1 also is true. It can be easily shown that the monotonicity constraint
extends to all formulas.

Lemma 1.1. Let M = (W, R, v) be a positive intuitionistic model and let w,v €
W. Furthermore, let wRv. We then have v E ¢ whenever w E ¢.

Proof. The proof is done by induction on the complexity of formulas. v E p
whenever w E p follows directly from the definition of the monotonicity con-
straint. Our induction hypothesis is that v F ¢,1 whenever w E ¢,%. We go
on to show that v E ¢ A ¢ under the assumption that w E ¢ A ¢. The assump-
tion gives us by definition [I.7] that w E ¢ as well as w F 1. By our induction
hypothesis, we get v F ¢, 1, which using the same definition leads to v F ¢ A 1.

To show v E ¢ V 1 whenever w E ¢ V 9, assume the latter again. By definition
we get that either w F ¢ or w F 1. The induction hypothesis gives us that
v F ¢ or v F 1 respectively. Both lead to v = ¢ V 1 by definition



To establish v E ¢ — 1 whenever w E ¢ — 1), again assume the latter. Consider
any u € W such that vRu and u F ¢. As R is a partial ordering, it is transitive
and we have both wRv and vRu. Hence we get wRu. By definition of ¢ — 1,
we get that u F ¢ as u F ¢ and w F ¢ — 9. Given that u was arbitrary, we
have that for all u such that uRv and u F ¢ we also have u F ¢. This means by
definition [T.7] that v F ¢ — 1. O

Validity is again defined as truth-preservation at all worlds in all models:

Definition 1.8 (I consequence). ¢ E;+ v iff for all IT models M = (W, R,vT),
for allw e W, if wkE ¢, then wE .

Proof systems for full intuitionistic logic can also be used for positive intuitionis-
tic logic when leaving out the rules for negation. Most notable are a contraction-
free sequent calculus by Dyckhoff [§] and a tableaux system by Priest [26].

1.4 Wansing’s C

C' was first introduced in 2005 by Heinrich Wansing and the semantics is de-
scribed as the ”first known intuitively plausible interpretation of a system of
connexive logic” [28]. It can be viewed as FDE, to which the intuitionistic
arrow is added, with a special clause for its negation.

Definition 1.9 (Language C). We will work with a propositional language
L nv,— which has the connectives =, \,V and —. The propositional letters are

P.

Definition 1.10 (C model). A model in C is a structure Mo = (W, R,vT,v7),
where:

1. W # 0 is non-empty a set of entities (‘worlds’),
2. R is a partial order on W,

3. vt P — (W) is an interpretation function sending each atom to the
set of worlds in which the atom is true, and

4. v~ P = p(W) is an interpretation function from each atom to sets of
worlds in which the atom is false.

5. Both interpretation functions are, just like in I, subject to a monotonicity
constraint:

Yw,v € W(if w € v°(p) and wRv, then v € v°(p)) foroe {+, -}

Again we use w, v, u, . . . (possibly indexed) as meta-variables ranging over worlds.

The monotonicity constraint for falsehood is just as meaningful as the one for
truth: once something is established to be false, it remains false. We state
without proof that the constraint here extends to all formulas as well.



Truth and falsehood in a model in a world are again defined by a double recur-
sion:

Definition 1.11 (Truth clauses C). Let M = (W,R,vt,v™) be a C model.
We define for all w € W:

wEDp < wevt(p),
w3 p S wev(p),

wE —¢ S w3 o,
w3 ¢ S wkE o,

wEONY S wFE ¢ andwkF 1P,
wAPANY S wa@orwaY,

wEQVY S wE ¢ orwkEY,
wAeVYy < wddandw 3P,

wkE ¢ — 1 < Yo(if wRv and v E ¢, then v E 1),
w3 ¢— Y < Y(if wRv and v E ¢, then v =3 1).

All clauses but one should look familiar from FDE or IT. The vital clause
here is the one for the negation of the implication; it is derived directly from
Boethius’ laws.

Validity is defined the usual way.

Definition 1.12 (C consequence). ¢ F¢ v iff for all C models M = (W, R, vt v™),
for allw e W, if wkE ¢, then wE .

We first prove that Unsat-Aristotle fails by showing E¢ (pA—p) — —=(pA—p).
This makes the logic not strongly connexive.

Proof. The proof uses only definition [1.11] Consider any world w in any C
model where w F p A =p. This means that w F —p, which leads to w = p. By
definition this means w F =(p A —p). O

Unsat-Boethius fails as well as naturally F¢ (p A —=p) — (p A —p) holds.

To see that the logic is weakly connexive, one needs to show that both of Aris-
totle’s as well as Boethius’ laws hold. We will show the latter. Aristotle’s laws
are left to the reader.

Proof. This proof also usesa lot. We first prove Fo (¢ — ) = —(¢ — —).
Let w be any world in any C' model and consider any world v such that wRv
and v E (¢ — ¢). We get that for any u such that uRv and u F ¢, u E 9.
The latter gets us that w 3 —), which means that any u such that vRu and
u F ¢ gets us that u =9 =), which, as w was arbitrary, means that v 9 ¢ — —).
That just leads to v E —(¢ — —)), which means, as v also was arbitrary, that
any v such that wRv and v E ¢ — 9, will mean that v F =(¢ — —)), which is



just the definition of w E (¢ — ¥) — =(¢p — —p). As w was arbitrary, we get
Fc (¢ = ¢) = (¢ — —9), as desired.

Now for E¢ (¢ — =) — —(¢p — 1), consider any world w in any C' model and
let v be any world such that wRv and v E (¢ — —). Now consider any world
u such that vRu and u F ¢. We get u F —¢ which means v 3 ¢. Using similar
reasoning as above, we then get v F —=(¢ — ) and thus E¢ (¢ — ) = —(¢ —

O

).

Known sound and complete proof systems for C exist in the form of a natural
deduction system [29] and a cut-free sequent calculus by Kamide and Wansing
7.

With the logics defined as we are going to use them, we will continue in the next
chapters by giving an outline of truthmaker semantics and providing truthmaker
semantics for FDE, I™ and C.



2 Truthmaker semantics

Truthmaker semantics (TMS) was first introduced by Kit Fine in [9]. Instead
of working with (im)possible worlds, truthmaker semantics work with states. A
state makes a propsition true whenever it is wholly relevant for its truth and
necessitates that truth. Note that a state can represent anything (a fact, a state
of affairs) as long as it has the necessary mereology. It might be intuitively more
appealing to work with truthmakers than with impossible worlds, as combin-
ing contradictory facts happens in the real world, whereas worlds that contain
contradictions should only be able to exist in one’s mind.

In this chapter we will first introduce the basis needed for truthmaker semantics.
We will see an example of a non-residuated state space and then the concept of
exact truthmaking is introduced.

2.1 State spaces

Definition 2.1 (State Space). In the following, under a state space we under-
stand a structure S = (S, C), where:

1. S # 0 is a non-empty set of entities called states.

2. C C 82 is a binary partial ordering known as the parthood relation or
stmply parthood.

3. For each set X C S there exists a unique least-upper-bound | | X € S,
called the fusion of X.

We use s,t,u,... (possibly indexed) as variables ranging over the states and
X,Y, Z, ... as variables ranging over sets of states. For a finite collection
{s1,...,8n} C S of states, we write s; U ... s, instead of | [{s1,...,$n}.
For an indexed family of states {s; : ¢ € I}, we also write | |, ;s; instead of

L{s; - e I}.

It is routine to establish the following properties of fusions:

el

|_|{5} =s. (Idempotence)
|_|{|_|X1 riel} = LlUieri- (Associativity)

Similarly, it is good practice to establish the following characterization of C in
terms of L

sCtiff sUt=t. (C-Def)

These proofs are left to the interested reader.

Furthermore, we define the null state as the least upper bound of nothing and
the full state as the least upper bound of every state in S:

10



Definition 2.2 (Null state). In a state space S, we define the null state as:

] :=|_|(7J.

Definition 2.3 (Full state). Let S = (S,C) be a state space. We define the full
state as:

.::|_|S.

This leads to the following lemma:

Lemma 2.1. Let § = (S,C) be a state space. We then have for all states s € S:

OC s,
sCH.

Proof. This follows immediately from associativity and the definition of part-
hood. O

In a state space, we can define the dual operation of fusion, the greatest common
part of X C S, as the unique least upper bound that is part of every state in
X:

Definition 2.4 ([]). Let S = (S,C) be a state space and let X C S We define:

[1X =] [{t:¥se X(tC s)}

The notational conventions for | | carry over to [ ] in the obvious way.

We need one more definition to be able to construct a truthmaker semantics for
positive intuitionistic logic. This definition is due to Fine[J].

Definition 2.5 (Conditional states). Let S = (S,C) be a state space and let
s, t € S. We define:

s—>t::|_|{u:sl_lugt}.

Intuitively, the presence of the conditional state s — t can indicates the presence
of t whenever s is added [0]. Note that although s — ¢ is well-defined for all
s,t € S, the state may fail to satisfy the residuation condition:

sU(s—1t) dt. (Residuation condition)

A counterexample is easily found: consider a state space (S,C) with S =
{0, s,t,u,W}. For an illustration of the state space, see figure [1} The figure is
generally considered easier to understand than C= {(O,0), (O, s), (O, t), (O, u),
(O,m), (s, ), (s,M), (t,t),(t,W), (u,u), (u, M), (M, W)} Moreover, let sLUt =N
and let s Uu = WM. Then what is needed to get from s to B is either ¢, u, or

11



O

Figure 1: There are a few things to note here. First of all, the arrow shows the
parthood relation. However, the reflexive and transitive arrows are not shown
here. To find the result of the fusion of any number of states, you need to find
the lowest state that all states you want to fuse point to.

M. The greatest common part of all these states is exactly nothing or in other
words: s — Bl = [J. But as the null state is part of s (because it is part of every
state), the fusion of s and the null state is just s, which clearly does not contain
M as a part.

Now that we know this, we can intuitively define a residuated state space:

Definition 2.6 (Residuated state space). Let S = (S,C) be a state space. S is
called residuated iff the |Residuation condition] holds for all states s,t € S.

Lastly, we can define a model:

Definition 2.7 (Truthmaker model). A truthmaker model is a structure M =
(S,C,vT,v7), where:

1. (S,C) is a state space,
2. vt P — p(S) is a so called “truthmaker assignment’,
3. v~ : P — p(S) is a falsemaker assignment’, and

4. both assignments are subject to the following condition:

if s,t € v°(p), then st € v°(p) for o=+, —. (Closure)

The interpretation functions v and v~ simply send the propositions to the
states that are wholly relevant for their truth and falsity respectively. When
multiple states are wholly relevant to the truth of some atom, then the fusion
of these states is too.

12



2.2 Inclusive semantics

The inclusive semantics is an exact truthmaker semantics. It is the most char-
acteristic semantics for TM .S and it is of course due to Kit Fine[d]. For a more
detailed exposition, see [13] and for more background, see [I1I]. The semantics
captures the idea that a state makes a formula true only if that state is wholly
relevant for the truth of the formula [IT].

Let us first fix the language:

Definition 2.8. In the following, we’ll work with a propositional language
L v which only has the connectives —,A,V. The propositional letters are

P.

We use p,q,r... as variables ranging over the set of propositional letters and
we use ¢, 1, X, ... to range over formulas in £ A v.

Let us now define truthmaking:

Definition 2.9 (Truth clauses). Let M = (S,C,vt,v™) be a truthmaker model.
We define truth and falsity for all s € S by means of the following double
TeCUTSION.:

slEp & sevi(p),

sHlp & sev(p),

slF-¢ o sdlg,

s4-¢ o sl

slFony & Fu(s=tUu,tlk o, and ul- ),
sHony < sH@, sy, orsHloV i,
slFoVy o slkéorsl-w, orsl- A,
sV & Ftu(s=tUu,tdl¢o, and u-lvy).

The idea of wholly relevance is preserved in all clauses and is most clear in the
clause for conjunction. A state is a truthmaker for a conjunction only if it is
composed of the states that are wholly relevant for the truth of both conjuncts,
making the fusion wholly relevant for the truth of the conjunction whilst also
necessitating it. This concept is exactly where this semantics differs from FDFE.
We now introduce some useful notation:

Definition 2.10 (The set of all truthmakers of a formula). Let M = (S,C
,vT,v7) be a truthmaker model, let s € S be a state and let ¢ be a formula. We
define:

[]" ={s: s ¢},

[¢]” = {s: s}
It turns out that the closure condition generalizes to all formulas ¢ € £ A v:

Lemma 2.2. Let M = (S,C,v",v™) be a truthmaker model and let s,t € S be
states. Then if s,t € [¢]°, then s Ut € [¢]° for o =+, —.

13



Proof. The proof is a straightforward induction on the complexity of formulas.
The base case is a direct consequence of the closure condition for atoms.

The induction hypothesis in the next step is that s LIt € [¢)]” whenever s,t €
[)]7. To get st € [¢p]T whenever s,t € [¢]T for ¢ = =), assume s,t € [~P]T.
This means s,t € [1)] ", which by the induction hypothesis leads to sUt € [¢)] .
We then get by definition that s Ut € [-9]T. The case for sUt € [-h]™
whenever s,t € [-)]” is proved in a similar way using s Ut € [¢)]T whenever
s,t € [4]* as the induction hypothesis.

We are now going to prove that the condition holds for ¢ =1 A .

For the positive case, suppose states s,t € [0 A x]T. The induction hypothesis
is that s,t € [¢|T implies that sUt € [¢]T for ¢ = 1, x. Now we know that
s =81 Usy and t =t Uty where s1,t1 € [¢0]T and so,t2 € [x]T. By induction
hypothesis, we know that u; = s; Ut € [¢p]T and us = so Lty € [x]T. Using
associativity, we infer that u = st = s1Uso LUt Uts = s1 Ut LS Uty = uq Uus.
As uy € [t and us € [x]T, we now know that u = uy Uug € [p A x]T.

Now for the negative case, suppose s,t € [t) A x]~. The induction hypothesis
here is that s,t € [¢]~ implies that s Ut € [¢]” for ¢ = 1), x. Now there are
nine different cases; I will show three, as all other cases are very similar to these
ones:

1. s,tHl9 and thus, s,t € [¢)]. Then by induction hypothesis, st € [¢]~
and hence sUt € [ A x] ™.

2. sy, tlx. Then u = sUt and as sHl¢ and t -l x, follows that vy V x.
Hence u-lip A x, sou € [ Ax]™.

3. sy, tly VvV x. Now follows that ¢ = t1 Lt where t1 dl¢ and to -l . As
s € [¥]” and ¢ € [¢p]7, follows by induction hypothesis that v = sUt; €
[)]”. We get that u = sUt =sUt; Uty = vUte. As vl and ol
u-lg V. As we did before we get that u € [¢p A x] ™.

The case for ¢ V x is DeMorgan dual to ¥ A x and is left to the interested
reader. O

The logic of exact entailment (FEzE) is based on the inclusive semantics. ExFE
is a purely inferential logic in the sense that the logic has no theorems or anti-
theorems: there are no formulas that are made true by all states in all models
and no formulas that are never made true by any state in any model. A sound
and complete proof system has not been published yetE|

Next, now the basics of truthmaker semantics are clear, we are going to define
truthmaker semantics for the logics FDE, It and C.

LA sound and complete proof system for EzE is handed to me in personal communication
by Johannes Korbmacher. For reasons of space it is omitted here.
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3 Truthmaker Semantics and First Degree En-
tailment

In this section we are going to present a truthmaker semantics for First degree
entailment. Firstly, we will define the notion of inexact truthmaking and inexact
consequence. Afterwards, we are going to show how we can construct an FDE
model from a truthmaker model and vice versa, in such a way that truth and
falsity are both preserved. Lastly, we will prove van Fraassen’s characterization
theorem [I5]. This result is in a different way than here also proved in [I0] with
the notion of Truthmaker semantics as it is known now.

A truthmaker semantics for First Degree Entailment is essentially due to Bas
van Fraassen [15]. Although TMS did not exist as such, van Fraassen proposed
an idea which is best described as inezact truthmaking. A state s makes a
formula ¢ inexactly true if s has some state ¢ as a part which makes ¢ exactly
true:

Definition 3.1 (Inexact truthmaking). Let M = (S,C,vt,v™) be a truthmaker
model, let s,t € S be states and let ¢ € L A v be a formula. We define:

sl ¢ iff H(t T s and t I+ ). (Il--Def)

sHlg iff It T s and tHl¢). (HI-Def)

These definitions lead directly to the following lemma, which will be very useful
for showing that the inexact semantics is indeed a semantics for FDE:

Lemma 3.1. Let M = (S,C,v",v™) be a truthmaker model. Then for all
seS:

i. slF—¢ & sHllg,
it. sll—¢ & sliE ¢,
tii. slFoAYy < sl ¢ and sliFy,
w. sdloNny < sHlgor sHly,
v. sliFeVYy & sliFe¢orsliFy,
vi. sloVy <& sHl¢ and sy,

Proof. The proof is straightforward and uses definitions [2.9] and

i. = Suppose s lIF =¢. Then by definition of I, there exists a t C s such
that ¢ IF —¢. That means using definition [2.9] that ¢l ¢ and as ¢ is a
part of s, sl .

< For the other direction we suppose that s-ll¢. We get that there is
a t C s such that ¢-l¢, so we know that ¢ IF ~¢. As ¢t C s, we have
s lIF —e.
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it. = Suppose sll-¢. We then know that 3¢ such that ¢t E s and ¢ -l —¢.
This just means t IF —¢ from which we derive that ¢l ¢, which leads
to s lIF ¢.

< For the other direction assume s Il ¢. We get that 3¢ such that ¢t C s
and t IF ¢. This means that ¢ -l—¢, which gives us that s Il —¢.

1. = Suppose s lIF ¢ A . We get that 3t such that ¢t C s and ¢t IF ¢ A 2.
That gives us that t = ¢; Uty where t; IF ¢ and ¢ IF ¢. As parthood
is transitive, we get that t; C s and hence s IIF ¢ and ¢t C s, so

s I .

< For the other direction, assume s - ¢ and s II- 9. The former means
that there is a s1 C s such that s IF ¢. The latter means that there
is a s5 C s such that s |- 4. Due to (Completeness), we now get that
s1 U sy C s, and as s1 U so IF ¢ A, we get that s liF ¢ A 1.

iv. = Suppose sl A1. We get that there is a s1 C s such that s; 4ldAp.
We now have three cases:

(a) s1lgp. As 51 C s, we get that sl ¢.
(b) s1-ly. As s1 E s, we get that sll.

(¢) s1l¢ Ap. This means that there is a t,u such that s; = tUu
and t 4l ¢. Due to transitivity and ¢t C s; and s; C s, we get that
t C s, which means that sl ¢.

In all cases, sll¢ or s, as desired.

< Assume sll¢ or sHllY. Without loss of generality, we only work out
the former here. s llF ¢ means by definition that there is a t C s such
that ¢t 4l¢. Hence, t 4l ¢ or ¢t 4 and thus, according to definition [2.9]
we get that tHld AY. Ast C s, we get sl A .

v. and vi. are the de Morgan duals of ¢ and v and are left for the interested reader.
O
With inexact truthmaking we lose the wholly relevance of the state for the

truth of the propositions. However, the states still necessitate the truth. The
truth-clauses are already very similar to the ones of FDE.

Consequence is defined in a natural way:

Definition 3.2 (Inexact Consequence). ¢ lIF ¢ iff for all models M = (S,C
vt vT), foralls €S, if sk ¢, then sl 1.

We are now going to show that every truthmaker model has an equivalent first
degree entailment model.

Lemma 3.2. Let M = (S,C, vt v™) be a truthmaker model. Now let M' =
(W,vt . v™") be an FDE model such that:
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1. W=S5,

2. s e vt (p) iff there exists a t € S such that t C s and t € v (p),

3. s € v (p) iff there exists a t € S such that t C s and t € v~ (p).
We then have that for all s € S, sl- ¢ in M iff s Eppg ¢ in M.

Proof. The proof is done by induction on the complexity of formulas. We will
make use of the definition as well as lemma [3.3] and the truth and falsity
clauses for FDE as defined in definition [I.3] on page [l For the base cases, we
are going to show that s Il p iff s F p for p € P. The negative case is left to the
reader as it is very similar to the positive one.

= Suppose s lIF p. We get that there is a state ¢ C s such that ¢ IF p. This
means that ¢t € v (p) and, as t C s, we get s € v (p), which means s F p.

< Suppose s E p. We get that s € vt (p) and hence that there is a ¢t C s
such that ¢ € v*(p). This means that ¢ IF p and hence, as ¢t C s, we get
that s - p.

Our induction hypotheses are that s - ¢, iff s E ¢,¢ (IH1) and sl ¢, iff
s 9 ¢, (IH2). To show s lIF —¢ iff s |- —¢, we use the latter hypothesis. The
negative case is omitted again, as it is done in a similar fashion as the positive
one.

= Suppose s IIF —¢. By lemmathis means that sl ¢, which using (TH2)
leads to s 9 ¢, which is just equivalent to s F —¢ by definition

< Suppose s F —¢. That means that s 9 ¢. Using the same induction
hypothesis again, we get sll¢, which in its turn, using lemma leads
to s lIF —¢.

To show s lIF ¢ A iff s E ¢ A1), we use (IH1):

= Assume s lIF ¢ A ). Through lemma [3.3] we get s I ¢ and s IIF . This
gets us that s F ¢ and s F 1 respectively by use (IH1). But that just
means s F ¢ A by definiton

< Assume s F ¢pA). We get that s E ¢ and s E 1 by definition[T.3] We derive
s Ik ¢ and s llF ¢ using our induction hypothesis, leading to s I ¢ A ¢ by
lemma [3.11

For sHll¢ A iff s 9 ¢ A1), we make use of (IH2) again.

= Let sll¢ A 7. We now have sHll¢ or s+l according to lemma In
the first case, by (IH2) we get s = ¢. In the second case through similar
reasoning we get s = 1. In both cases, by definition [I.3] we then get

s oA

< Assume s 9 ¢ A 1). By definition we get s 3 ¢ or s 4 9. In the
former case, we get sl ¢ by (IH2); in the latter we get -ll¢). Both lead to

sll¢ A9 using lemma [3.1]
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The cases for the disjunction are DeMorgan duals of the conjunction and will
be left to the interested reader. O

Now we are going to prove that for every FDE model, there is also a corre-
sponding T'M S model in which there is an equivalent state for each world in
the FFDE model.

Lemma 3.3. Let M = (W,v",v™) be an FDE model. Now let M’ = (S,C
;v vT ) be a TMS model such that:

1. 8= p(W).

2. C=C. (It is easy to see that p(W) is closed under fusion, which in our
case is just union.)

8. vt P = S is defined by {w} € vt (p) iff w e vt (p).
4. v P = S is defined by {w} € v (p) iff w e v (p).
We then have that for allw € W, w E ¢ iff {w} IIF ¢.

Proof. This is shown by induction on the complexity of formulas. The base
cases are a direct consequence of the definitions of v+ and u’l, lemma and
definition . Now our induction hypotheses will be that w 9 ¢ iff {w}ll¢
(IH1) and w E ¢, ¢ iff {w} - ¢, (IH2). We are now going to show that w E —¢
i {w} Ik .
= Suppose w F —¢. This means that w = ¢ according to definition[I.3]and by
(IH1) then follows that {w} -l ¢. Using lemma [3.1] we get that {w} F —=¢.

< Suppose {w} IF =¢. We get that {w} -l ¢ according to lemma This
gets us that w 3 ¢ by (IH1) and using deﬁnition we get that w = —¢,
as desired.

For w 4 =¢ iff {w} Hll-¢:

= Assume w 9 —¢. We get w F ¢ by definition and by (IH2) we derive
{w} IF ¢, which is equivalent to {w} 1l =¢ according to lemma [3.1]

< Assume {w} Hl=¢. We get {w} IF ¢ by lemma [3.1] and by (IH2) we get
w E ¢. By definition [I.3] this gets us w = —¢.

For wE ¢ Ay iff {w} IIF ¢ Aep:

= Assume w F ¢ A . By definition [T.3] we get that w F ¢ and that w F .
Using (IH2), this leads to {w} I ¢ and {w} lIF ¢ respectively. Lemma [3.1]
then gets us that {w} IF ¢ A1), as desired.

< Suppose {w} IIF ¢ A . We get that {w} IIF ¢ and {w} IIF ¥ according to
lemma This gets us using (IH2) that w E ¢ and w F 9. By definition
we get w E ¢ A .

For w 9 ¢ A iff {w} Hll¢ A
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= Assume w = ¢ A 1. By definition we get a case distinction: either
w = ¢ or w1, By (IH1) we get that {w}ll¢ in the former case and
{w} Il in the latter. Both get us that {w} ll¢ A ¢ using lemma [3.1]

< Suppose {w}-llg A . By lemma we get that either {w}ll¢ or
{w}Hllyp. By (IH1) we get wl¢ or wly respectively. By definition
[[-3] we get w I ¢ A1) in both cases.

The cases for the disjunction are again DeMorgan duals of the conjunction and
are left to the interested reader. O

Now this is all out of the way, we can prove the main theorem of this section.

Theorem 3.4. ¢ Eppr ¥ iff ¢ IIF .

Proof. Both directions proceed via contraposition and the subscript for FDE
consequence is omitted again:

= Assume ¢ IJF 1. This means by definition that there is a truthmaker
model M = (S,C,vt,v7) such that s IIF ¢ but s I ¥ for some s € S.
Now we construct an FDE model M’ = (W, v+, ="} out of M as done
in lemma [3:2] We get s E ¢ but s ¥ ¢ for s € W, which by definition [T4]
gets us ¢ Frppg v, as desired.

< Assume ¢ Eppg 1. We get by definition [[.4] that there is an F DE model
M = (W,vt v7) such that w F ¢ but w ¥ 9 for some w € W. We now
construct a truthmaker model M’ = (S, E,V+,,V_/> as done in lemma
We get that {w} lIF ¢ but {w} I ¢, which by definition means
that ¢ IJF- 1, as desired.

O

Hence we have proven that inexact truthmaking gives us a truthmaker semantics
for FDE. We will build on this result to get the semantics for It in the next
section.
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4 Truthmaker Semantics and Positive Intuision-
istic Logic

A truthmaker semantics for full intuitionistic logic is given by Fine in [9]. Our
result is obtained in an approach that is similar to but nonetheless slightly dif-
ferent from the one Fine used. Firstly we define the truthmaker semantics for
positive intuitionistic logic. Then we show how to turn every positive truth-
maker model into a positive intuitionistic model and afterwards we establish
that we can make a positive truthmaker model for every IT one such that we
preserve truth. We do this all in order to show that the truthmaker semantics
that we introduce here is indeed a semantics for positive intuitionistic logic,
which is proved at the very end of this section.

The language we use here is the same as the one we used before for I'™ (definition
on page . We remind the reader that the language, the models, the truth
clauses and consequence can be found in section [I.3]

We now define the truthmaker equivalent for I+ models:

Definition 4.1 (Positive Truthmaker Model). A positive truthmaker model is
a structure M = (S,C,v) such that:

1. {S,C) is a residuated state space,

2. v:P — p(W) is an interpretation function subject to the following con-
straint:
if s,t € v(p), then sUt € v(p). (Closure)

Furthermore, we will make use of conditional states (definition and the set
of all truthmakers of a formula (definition [2.10)).

The following property can now easily be established:

Lemma 4.1. Let s,t be states. If s Jt, then s — t = [.

Proof. Suppose s Jt. Note that s LU0 3 s J¢. Hence, d € {u:sUwu Jt}. By
defenition of [], we then get that [{u : sUw J ¢} C O and as the null state has
only itself as a part, we get that [{v:sUuJt} =0. O

Let us define truth in a positive truthmaker model. We use the same definition
of the arrow as Fine [9]. This way a state s verifies a claim ¢ — ¥ just in case it
can tell us how to pass from any verifier of the antecedent to some verifier of the
consequent. Because the state is wholly composed of states that are relevant to
the truth of the conditional, this definition is plausibly exact.

Definition 4.2 (Truthmaker clauses). Let M = (S,C,v) be a positive truth-
maker model. We then define by recursion for all s € S.
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slkp < s e vp),

slFo ANy < there exist s1,80 € S, s.t. s =81 U sy such that s1 I+ ¢ and s IF P,
slFoVYy < sl-¢orslEy orslkoAy,

sl ¢ — 1 & There is a function f : [¢]T — [¢]T, such that s = I-'te[¢]+ t— f(t).

The truthmaker of the implication is hence an insurance that whenever there is a
truthmaker for the antecedent present, we also have a corresponding truthmaker
for the conclusion.

For the next part, recall the definitions of inexact truthmaking [3.1] and inexact
consequence [3.2 on pages [15] and

We will now show that formulas in the positive truthmaker model behave in
the same way as in an I™ model, which will help us to show that we are indeed
defining a truthmaker semantics for positive intuisionistic logic.

Lemma 4.2. Let M = (S,C,v) be a positive truthmaker model. Then for all
seS:

. slFpAY iff sliF¢ and sliF 1,

1. sliFo VvV iff sl-¢ or sli-,
iti. sl-¢— Y iff Vi€ S(if sC t and tlIF ¢, then t Ik ).

Proof. For cases i. and ii., see lemma (3.1 on page We now show case iii.

= Suppose that s lIF ¢ — ¢, s C t and ¢ IIF ¢. Because s lIF ¢ — 1, we
know by definition that there exists a state s’ such that s’ C s and
s" Ik ¢ — 1. By the same definition we know that there must be some state
t' C t such that ¢’ IF ¢. As s’ IF ¢ — ), by definition [4.2] it must have the
residual ¢ — u as a part, for some u such that u IF 1. Because the state
space is residuated, we know that the residuation condition holds and thus
that (¢ — u) Ut 3 u. Hence as u I- 1, we get that ((¢ — uw) Ut') -4
(definition . Ast — uwC s C s Ctandt C t, we have, using
associativity, that (¢ — uU#') C ¢ and so that u C t. Now because u IF 1,
we obtain ¢ Il ¢ by definition [3.1] again, as desired.

< For the other direction, we assume that for all t 3 s, if ¢ IF ¢, then ¢ lI- 1.
We are going to show that there exists some s’ C s such that s’ IF ¢ — 4.
Now we know by definition that s’ IF ¢ — ¢ it & = | [{u — f(u):
u Ik ¢} where f : [¢p]T — [¢]T is some function from truthmakers of ¢
to truthmakers of . Now take any u IF ¢ and consider uw Ll s. Because
ulls J s by definition of C and ulUs IIF ¢ by definition[3:1] we get sUu Il 1)
by our assumption. Hence by definition there exists a v C sl u, such
that v IF 4. As this goes for every u I ¢, we can define our function f as
f(uw) = v, where v C s Uwu and v IF 1.

We are now going to show that | |, c(4+{u — f(u)} E s. Take an arbitrary

u € [¢]T. We make a case distinction: either « J s or not:
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(1) If w 3 s, then ulJ s = u. We then get that f(u) C u and hence, by
lemma [L.1]u — f(u) = 0. As OC s, we get that u — f(u) C s.

(2) If not v 3 s, then note that u — f(u) is defined as [|{z : =z U
u 3 f(u)}. Now recall that f(u) = v C s U wu. Hence we get that
s€{r:zUu 3 f(u)}. Now by definition of [], we get that [|{z :
xUu 3d f(u)} C s, so we get that u — f(u) C s.

As u was arbitrary, we now know that for all u € [¢]*, u — f(u) C s and
hence, as s is closed under fusion, [ |,¢(4+{u — f(u)} E s. By definition

Wuepg {u — f(w)} IF & — 1, so we get that s IF ¢ — ¢ by the

definition of inexact truthmaking.

O

We can now straightforwardly construct an I™ model out of a positive truth-
maker model in such a way that truth is preserved.

Lemma 4.3. Let M = (S,C,v) positive truthmaker model. Then M is an I
model and viewed as such, we get for all s € S: s - ¢ iff s E ¢.

Proof. Let M = (S,C,v) be a truthmaker model and let M’ = (Wg, R,v') be
its associated I™ model, where Wg = S. R={(s,t): sCt} and v/ : P — Wy
is such that s € v/(p) if and only if s € v(p). The proof proceeds by induction
over the complexity of formulas.

For the base case, we need to show that s - p iff s F p for p € P:

= To show that s F p whenever s IIF p, assume there is some state s such
that s lIF p. We then get that there exists some s’ C s such that s’ I p.
So s’ € v(p) and hence s’ € V/(p). By definition of R, we get that s'Rs
and then due to the monotonicity constraint we get that s € v/(p), and
hence s F p.

< For the other direction, suppose s E p. We then get that s € v/(p) and
therefore s € v(p). So s Ik p and because s C s, we get that s lI- p.

Our induction hypothesis is that s lI- ¢, iff s E ¢, 1.
wllF o A iff sE ¢ A1 is proved in the exact same way as in lemma (3.2
For the ¢ V v case:

= Assume s lIF ¢ V . Due to our lemma we can distinguish two cases:
sllF ¢ and s lIF 1. In the former case we get due to our induction hypoth-
esis that s F ¢ and in the latter we get that s F . Both directly lead to
s E ¢V, as desired.

< Assume s E ¢ V1. We distinguish two cases: s F ¢ and s E 9. In the
former, due to our induction hypothesis, we get s ll- ¢. The latter results
in sllF 1. By lemma 4.2 we get that in both cases, sll- ¢ V 1.
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For the ¢ — v case:

= Assume s llF ¢ — 1. Suppose for contradiction that not s F ¢ — . We
then get that there is some t € W, such that sRt and ¢t F ¢, but not
t F 9. Since sRt, we get that s C ¢ and hence, because s lIF s — t we
get by lemma that if ¢ IIF ¢, that then also ¢ IIF . By our induction
hypothesis, we get that ¢ lIF ¢, as t E ¢, and hence ¢ lI- 1. But by means of
the induction hypothesis, this means that t F 1, which is a contradiction.
Therefore we must have s E ¢ — 1.

< Assume s F ¢ — 1. Assume for contradiction that s llF ¢ — 1) is not the
case. Then, using lemma there must be some ¢ J s such that ¢ IIF ¢,
but not ¢ IIF ¢. Consider t. We know that sRt as s C t. We also know
that ¢t F ¢ due to our induction hypothesis. Because of these things and
the fact that s F ¢ — v, we get that ¢t E 1. According to our induction
hypothesis, we then get that t II- ¢, which is a contradiction and hence
s IIF ¢ — 1 must hold.

O

To construct a truthmaker model out of a positive intuitionistic model is a bit
more challenging. Firstly, we need to make sure that our obtained state space
is closed under arbitrary fusions. In order to do this, we make use of finite tree
models.

Definition 4.3 (Finite tree model). A finite tree model M = (W, R,v) is an
I™ model such that:

1. W is finite.

2. there is a unique distinguishable world r € W such that Yw € W(—wR'r),
where R’ is the reflerive transitive reduct of R. This world v is called the
T00t.

3. Yw € W, there is a unique path (rR'...R'w) from root r to w, where R’ is
the reflexive transitive reduct of R.

In short, the reflexive transitive reduct R’ of the partial ordering R is the set of
edges of a tree with W as the nodes. We will see that for every I countermodel,
there exists an equivalent finite tree one.

Lemma 4.4 (Finite model property). If there exists an IT model M = (W, R, v)
such that for some world w & ¢ and w ¥ 1, then there exists a model M’ =
(W', R, V") such that M’ is a finite tree model with root r € W' and r E ¢ and
r ¥ .

Proof. Tt is a well known fact that IT is complete with respect to finite rooted
tree frames. For an example of the proof, see [6] (Theorem 5.12). From this
follows directly that if M, ¢ E ¢ for some I model M, then there exists a
finite tree model M’ = (W, R,v) such that M’, ¢ E 1. This means that for
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some world w € W, we have that w F ¢, but not that w F 1. Now note that
truth of a formula in a world w is independent with respect to worlds that
stand in relation to w and that trees are closed under subtrees. This means
that we can take the subtree with root w and that subtree would still be a valid
countermodel. O

The just established property gives us just the tools we need to show that for
every I countermodel, there is an equivalent finite tree one. We make use of
such countermodels to show by contraposition that anything we can infer using
positive truthmaker models, we can also get in a positive intuitionistic logic.
However, we do not have arbitrary fusions just yet. To get those, we introduce
the concept of downward closed sets:

Definition 4.4 (Downward closed set). Let M = (W, R,v) be a finite tree
model. A set X C W is downward closed iff for all w,v € W, if w € X and
vRw, then v € X. We denote the set of all downward closed sets of W by | W.

Note that empty set is downward closed as well. A special kind of a downward
closed set is a principal downward closed set.

Definition 4.5 (Principal downward closed set). Let M = (W, R, v) be a truth-
maker model and let X C| W be a downward closed set. We have that X is
principal iff X =0, or X is of the form {v: vRw} for w,v € W.

For nonempty principal downward closed sets of the form {v : vRw} we write
w.

Principal downward closed sets have the following useful property:

Lemma 4.5. Let M = (W, R,v) be a finite tree model and let w be any principal
downward closed set. We get that every nonempty downward closed v C w s
also principal.

Proof. We use proof by contraposition. Assume U is non-principal. This means
that there is a w,v € ¥ such that neither wRv nor vRw. Because v C w, we
have that w,v € w as well and hence, w is also non-principal. O

Now we have our state space:

Lemma 4.6. Let M be a finite tree model. Then {| W, C) is a residuated state
space.

Proof. Firstly, note that C is a partial ordering on | W. We need to show two
things:

1. | W is closed under fusions. In our case, fusion is just union. So we
are going to show that the union of two downward closed sets is also a
downward closed set.
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Proof. Consider any w € AU B for nonempty downward closed sets A, B.
(If A and B are both empty, then their union is also empty and therefore
vacuously downward closed. If either A or B is empty, their union is just
the nonempty set and is therefore by assumption downward closed.) By
definition of U, we know that either w € A or w € B. Without loss of
generality, assume w € A. Now consider any v € W such that vRw. If
vRw, then by our assumption that A is downward closed, v € A and hence
veE AUB. Asv € W and w € AU B was arbitrary, we have show that
for all w € AU B, if vRw for some v € W, we have v € AU B and hence,
AU B is a downward closed set. O

2. The state space is residuated. For the residuation property, we need to
prove: sU{u:sUu 2Dt} Dt.

Proof. Take an arbitrary € ¢t. We need to show that z € s U [ {u :
sUwu D t}. We distinguish two cases:

(a) x € s. Then a € sUX for any X, in particular for X = ({u: sUu 2
t}.

(b) = ¢ s. It is sufficient to show that z € ({u: sUw D t}. Take any u
such that sUwu D t. As x € t, we need to have z € sUu. As z ¢ s,

we get x € u. As u was arbitrary such that sUwu 2 ¢, we get x € u
for all u such that s Uwu 2D t. Therefore, z € (J{u:sUu D t}.

Since in both cases € sU[{u : sUu C t}, and since = € t was arbitrary,
we get that for all z, if € ¢, then z € sU[{u : sUu C t}. Therefore
sUMu:sUuDt} Dt O

Hence we have shown that (| W, C) is a residuated state space. O

Finally, we can construct our positive truthmaker model out of a finite tree
model:

Definition 4.6 (Associated positive truthmaker model). For M = (W, R,v) a
finite tree model, we define S(M) = (S,C,v') as the associated positive truth-
maker model by:

1. S =L W\,
2. C=C, and

3. V' P — Sisdefined by X € v/ (p) iff either X is not a principal downward
closed set or for some w € X, w € v(p), for X € S and p € P.

The empty set is excluded from the state space as it as well does not correspond
to any world in the I™ model (and we already have the root as the null-state).
The definition of v/ leads to all formulas being true in all non-principal sets.
We need it like this so we can directly translate the intuitionistic implication
to the truthmaker implication. When we fuse two distinct branches, we get
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a non-principal set which does not correspond to any world in the I model.
Making that non-principal set a truthmaker of everything is then convenient,
as it can already be a truthmaker of anything.

Lemma 4.7. Let M = (W, R,v) be a finite tree model and consider the asso-
ciated positive truthmaker model S(M) = (S,C, V") as constructed in definition
[£.60. We have X IIF ¢ for all non-principal sets X € S.

Proof. The proof is done by a straightforward induction over the complexity of
formulas. The base case follows directly from the definition of v/ incombined
with definitions [£.2] and B.11

The induction hypothesis is that X IIF ¢, for all non-principal sets X. X IIF
¢ A and X IIF ¢ V ¢ follow directly from the induction hypothesis and lemma
M2 In order to show that X IIF ¢ — 1, we consider any Y such that X C Y.
Note that because X is non-principal, there is some w,v € X such that neither
wRv nor vRw. As X C Y, we get that X C Y by definition [4.6| and hence
w,v €Y, s0Y is also non-principal. Hence by induction hypothesis we get that
Y lIF 4. As Y was arbitrary such that Y O X, we get that for all Y lI- 4, from
which follows that X IIF ¢ — ¢ by definition [4:2]

O

Before we prove that truth is preserved under the construction of the truthmaker
model, we need to show one more thing.

Lemma 4.8. Let S(M) = (S,C, V') be a truthmaker model based on a finite
tree model M = (W, R,v) as in definition . We then have that w C v iff
wRwv.

Proof. We show both directions directly.

= Suppose W C 7. This just means that w C 7. Recall that W = {u : uRv}.
Because R is reflexive, w € w. Because of that and w C v, we get that
w €U = {u: uRv}, so we get wRwv.

< Suppose wRv. Take any u € w. Because R is transitive and uRw by
definition of w, we get that uRv and thus v € ¥ by definition of v. Since u
was arbitrary such that u € w, we get that this goes for all v € w. Hence
we have shown that w C v and so w C w.

O

Now we show that all formulas that are true in some arbitrary finite tree model,
are also true in the associated positive truthmaker model.

Lemma 4.9. Let M = (W, R,v) be a finite tree model and consider the asso-
ciated positive truthmaker model S(M) = (S,C,v") as constructed in definition

[£-60 We then get wE ¢ iff w k- ¢.
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Proof. The proof is done by induction over the complexity of formulas.
For the base case we show that w F p iff w IIF p for p € P.

= Suppose w F p and consider w. Because R is reflexive, w € w and so by
definition of v/, we get that w lI- p.

< Suppose w IIF p. By the definition of inexact truthmaking , this means
that there is some s € S such that s C w and s I- p. Because s C w, just
means that s C w, we get that s is a principal downward closed set by
lemma [L.5] and hence it is of the form v for some v € W. By definition
we then get that 7 € v/(p). By definition of v/, we then have that
there is some t € T, such that t € v(p). Ast € v and v C w, we have t € w
and hence tRw. The monotonicity constraint then gives us that w € v(p)
and hence w F p.

The induction hypothesis is that w F ¢, ¢ iff w lIF ¢, . Now for the ¢ A ¢ case:

= Suppose w F ¢ A 1. By definition of conjunction in It models (definition
7 we get that w F ¢ and w F 9. By our induction hypothesis, we derive
that w lI- ¢ and w lIF ). Now by lemma [£.2] we get that w lI- ¢ A 9.

<« Suppose W IF $A. By lemmal[f.2] we get that w lIF ¢ and w IlI- . Hence,
by induction hypothesis, we get w F ¢ and w E 1. Then, by definition of
conjunction, we get w F ¢ A 1.

For ¢ Vv 4:

= Suppose w F ¢ V 1. By definition of disjunction, we get that either w F ¢
or w F 1. By the induction hypothesis, we get that w lIF ¢ in the former
case, and w IIF 7 in the latter. In both cases however, we get by lemma

2] that w I ¢ v ©.

< Suppose W IIF ¢ V4. By lemma we get W lIF ¢ or w lI- 9. By our
induction hypothesis, we get w F ¢ in the former case and w F 1 in the
latter. Hence, by definition of disjunction, we get w IF ¢V ¢ in both cases.

For ¢ — 4:

= Assume w F ¢ — ¥ and consider any s € S such that w C s and s lIF ¢.
We either have that s is principal or that it is not.

1. If s is principal, it is of the form T for some v € W. Consider any
v such that w C 7. As w C 7, we get that wRv by lemma Our
induction hypothesis then gives us that v E ¢. Since wRv, v E ¢ and
wE ¢ — 1, we get v E 1. Therefore, using the induction hypothesis
again, we get v lI- 1.

2. If s is non-principal, then by lemma 4.7 we get that s lIF 2.

Hence for all s € S such that w C s, we get that if s lIF ¢, then s Il v |
which according to lemma [£.2] leads to w - ¢ — ).

27



< Assume w IIF ¢ — 3. Consider any v such that wRv and v F ¢. Due to
our induction hypothesis, we get that v lIF ¢. Using lemma we get
that w C v. Since also w llF ¢ — 1) as well as v IF ¢, we infer that v Il 1)
(using lemma . Using the induction hypothesis again, we get v F 1.
As v was arbitrary such that wRv and v F ¢, we get that for all v such
that wRw, if v F ¢ then v F v, which is the definition of w E ¢ — 1.

O

From here, it is not hard to show that we have indeed a truthmaker semantics
for positive intuitionistic logic.

Theorem 4.10. ¢ F;+ ¥ iff ¢ lIF ).

Proof. We are going to prove both directions by contraposition:

= Assume ¢ |- ¢p. This means that there is a positive truthmaker model
M = (5,C,v) such that there is a state s € S so that s ll- ¢ and s |F 1.
Now consider the It model M’ = (Wg, R,) constructed as in lemma
We then get that s E ¢ and s ¥ 1, which means ¢ ¥+ 1, as desired.

< Assume ¢ ¥+ 1. This means that there is an It model M = (W, R, v)
such that there is a world w € W so that w F ¢ and w ¥ ¢. We take the
corresponding finite tree model M’ = (W' R’, '), which we know exists
due to lemma We then get that r € W' is so that r E ¢ and r ¥ .
We then translate M’ into a truthmaker model S(M’) = (S,C,v") as
done in lemma [£.9] We get that 7 - ¢ and 7 |- ¢, which leads to ¢ I 1
as desired.

O

Hence we have proven the main theorem of this section. Now we have a truth-
maker semantics for both FDFE and I, we continue with defining one for C.
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5 Truthmaker semantics and Wansing’s C

The goal of this section is to construct a truthmaker semantics for Wansing’s
C. For this purpose, we will use the results from the previous sections to give
the semantics itself and prove that it works.

The language, models, truth clauses and consequence for C' are defined in section
[[-4) starting on page[7]

For the truthmaker semantics, we use all truth and falsity clauses of the truth-
maker semantics for FDE. The truth clause for the arrow will be from I+.
Furthermore, the falsity clause for the arrow will be a direct translation of the
one used in the known semantics for C' as stated above. We use the standard
truthmaker model as defined in definition on page We will define the
exact truthmaker semantics first. The only new clause is, as expected, the nega-
tion for the implication. It is just as in C defined as an implication from the
antecedent to the negation of the conclusion.

Definition 5.1 (Truth clauses). Let M = (S,C,v",v7) be a truthmaker model.
We define truth and falsity for all s € S by means of the following double
TeCUTSION:

slFp & sevt(p),

sHlp & sev(p),

slF—¢ o s,

sl & slE o,

slFony < Fuls=tUu,tlk ¢, and ulk 1),

sHony & sAlg,sHY, or sV,

slFoVyYy <& slE¢orsl-y, orsl- oA,

sdovy & Fuls=tUu,tHl¢, and u-lyp),

slk¢ =1 &  Thereis a function f:[¢]T — [Y]T, such that s = |_|te[¢]+ t— f(¢),
sl =4 &  There is a function f: [¢]" — [¥]7, such that s = |, 4+t = f(D).

A state s is a falsemaker for ¢ — 1) if it is the fusion of residual states form all
truthmakers of ¢ to falsemakers of .

As done in the previous sections, we will again make use of inexact truthmaking
(definition (3.1]) on

We get the following lemma, in which clause viii. is the only new one. Its proof
however is similar to the proof of vii which is found in the proof of lemma

Lemma 5.1. Let M = (S,C,v",v™) be a truthmaker model. Then for all
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seS:

i. slF—o & s,
ti. sl—¢ < sk ¢,
ti. slFoAYy < sliE¢ and slliF ),
w. sdloAny & sl or sHlY,
v. sliFoVYy & slEe@ orslFay,
vi. sHoVy & sHl¢ and sy,
vii. slk¢p—¢ < Vte S(ifsCtandtllF ¢, then tll- 1),
viii. slg ¢ & Vie S(ifsCt andtllF @, then t-ly).

Proof. For cases i. — vi., see lemma [3.1] on page For case vii., see lemma |4.2
on page We show case viii here:

=

Suppose that s-ll¢ — . Consider any ¢ such that s C ¢ and ¢ lI- ¢.
As sHll¢p — 1, we get by definition that there is some state s’ C s
such that s’ 4l¢ — . We also know by the same definition that there
exists a t' C t such that ¢/ IF ¢. As s’Hl¢p — 1 and t' IF ¢, we know
that the residual state ¢ — u is a part of s’ by definition for some
u € S such that u-liy. Because the state space is residuated, we know
that (¢ — u) U¢ 3w and hence we get, as w1, by definition that
(' > wyuthlp. As (t' »u) C s’ EsCtandt C ¢ we get using
associativity that ((¢' — u)Ut’ C ¢, and so u C t. Hence, as u i), we get
tll+) by definition as desired.

For the other direction, we assume that for all ¢ J s, if ¢ IF ¢, then ¢l ).
We are going to show that there exists some s’ C s such that s’ Hl¢ — 1.
Now by deﬁnitionthat s =it s = [{u— f(u):ulk @}, where
f [T — [#]” is a function from truthmakers of ¢ to falsemakers of .
Now take any w such that u IF ¢ and consider u LI s. Because ulls 3 s
by defintion of =, and w U s IIF ¢ by defintion we get that v U sl
by our assumption. Hence, by definition we get that there exists a
v € S such that v C s U w and v-le. As such a v exists for every u such
that u F ¢, we can define our function f as f(u) = v, where v C uUs and
vl As shown in the proof of lemma (4.2} | |, ¢4+ {u — f(u)} E s. This
state is by definition a falsemaker for ¢ — 1 and hence by definition

we get that sHll¢ — 1.
0

We can now construct a C' model out of any truthmaker model under preserva-
tion of truth and falsity.

Lemma 5.2. Let M = (S, C, v, v7) be a truthmaker model. Then M is a C
model and viewed as such, we get for all s € S: sl ¢ iff s F ¢ and sl ¢ iff

s ¢
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Proof. Let M = (S,C, v, ) be a truthmaker model and let M’ = (Ws, R, v v

be the associated C' model, where Wg = S, R = {(s,t) : s C t} and v° : P = W
is such that s € v° iff s € v° for o = +,—. The proof is done by induction
over the complexity of formulas. For s lF piff sFE p, slF o Ay iff s E @& AP,
slFopVyiff sE oV and sli- ¢ — ¢ iff s E ¢ — 1, see the proof for lemma
4.3 on page The base case sllp iff s 9 p is shown here:

= Suppose s -llp. We get by deﬁnitionthat there is some s’ € S such that
s’ C s and §'Hlp. By lemma we get that s’ € v~ (p). By definition
of v=', we then have that s’ € V*/(p). The monotonicity constraint then
gives us that s € v~ whenever s’ Rs, which we have because s’ C s.
Therfore we have s 3 p as desired.

< Suppose s 9 p. We get that s € l/_/(p) and hence by definition of u_,, we
get that s € v~ (p) and so s-lp. As s C s, we have that sllp as well.

To show s lIF —¢ iff s F ¢, we have sl ¢ iff s = ¢ as our induction hypothesis.

= To show s F —¢ whenever s lIF —¢, assume s I —¢. By definition [5.1] we
get that sll¢. Our induction hypothesis then gives us s 9 ¢, which leads

to s F —=¢ by definition

< Assume s F —¢. By definition we get s 9 ¢, which by our induction
hypothesis leads to sll¢. Definition then gives us that s lIF ¢, as
desired.

With s lIF ¢ iff s E ¢ as induction hypothesis, the result for s-ll—¢ iff s 9 —¢ is
obtained similar to the result above and is hence left to the reader.

The induction hypothesis sl ¢, vy iff s 3 ¢, 1 will be used for the false conjunc-
tion.

= To show s-l¢ A ¥ whenever sHll¢ A 1), assume the latter. By definition
we get a case distinction: either sHll¢ or sHll¢. Using the induction
hypothesis, the former gets us s = ¢ and the latter gets us s 9 ¢¥. Both
lead to s 9 ¢ A 1 according to definition [I.11

< For the other direction, suppose s = ¢ A 1. gets us that either s-l¢
or s 9 1. Using the induction hypothesis again, the former gives us sl ¢
and the latter gives us sll¢. Both lead to sll¢ A 1) using definition [5.1}

The induction hypothesis for the next step is s ll ¢, ¢ iff s = ¢, 1. We will show
sl Vv iff s 3¢ V.

= Suppose sHll¢ V 1. Definition [5.1] gives us that sll¢ and s-ll¢). The
induction hypothesis then gets us that s 94 ¢ and s 9 ¢, which in its turn
lead to s = ¢ V ¢ by definition [[.11]

< Suppose s 9 ¢ V 9. Definition then gives us that s 3 ¢ and s 3 v,
which lead to s-ll¢ and sl respectively by our induction hypothesis.
Using definition [5.1] we then get s-ll¢ V 1, as desired.
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To show sll¢ — ¢ iff sH4l¢ — ¢, we use both s lIF ¢ iff s F ¢ (IH1) as well as
sl iff s 54 (IH2) as our induction hypotheses.

= We use contraposition. Assume s ¥ ¢ — 1. By definition [[.11] we get
that there is some t € W such that sRt, t F ¢, but ¢t ¥ . As sRt, we
get s C ¢ by definition of R. Furthermore, by (IH1), we know that ¢ IIF ¢
and by (IH2) we know that ¢ -ll¢). Hence by definition we do not have
that sHll¢p — 9, as desired.

< We will also prove the contrapositive here. Assume sll¢ — 9 is not the
case. By definition [5.1] we get that there is a ¢ such that s C ¢, ¢ lIF ¢, but
tHlly. By using (IH1) and (IH2), we get t E ¢ and ¢ 3 ¢. Furthermore,
by definition of R, we get sRt. Hence, according to definition we get
that s 9 ¢ — v, as desired.

O

Now we want to construct truthmaker models out of models for connexive logic.
The aim is to do so in similarly to the way we did for positive connexive logic.
This means that we need to be able to transform every C' countermodel into an
equivalent (finite) tree model (see definition [4.3] on page [23). Although there
is no proof that such a transformation exists for C, we have strong reasons to
believe that it can be done. As shown by Wansing [28], every C formula can be
transformed into an equivalent formula in negation normal form.

Definition 5.2 (Negation normal form). A formula ¢ is in negation normal
form (NNF) iff all negations are in front of an atom. In other words, if = is
a subformula of ¢, then i is of the form p.

In a formula in NNF, we can substitute each negated atom —p with a new atom
p’. This way, we basically have a positive intuitionistic model, which we know
we can transform into a finite tree model.

Furthermore, a C' model can be regarded as two ”positive” intuitionistic models,
one for truth and the other for falsity, which interact with each other only
through negation. This view also contributes to the plausibility that such a
transformation exists.

The proof however highly likely is done in a similar way to the proof for in-
tuitionistic logic and is outside the scope of this thesis. Hence, we state the
property as a conjecture.

Conjecture 5.3. For every C' countermodel M for ¢ E 1, there exists a finite
tree one which is also a countermodel for ¢ F .

When we have our tree model, we construct a truthmaker model out of it as we
have done in lemma The established conventions for v* carry over to v~
in the obvious way.
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Definition 5.3 (Associated truthmaker model). Let M = (W, R,vt v™) be a
finite tree model. We define S(M) = (S,C,v" ,v™) as the associated truth-
maker model by:

1. S =L W\ 0,
2. E=C

3 1° i S s defined by X € V"/(p) iff either X is not a principal downward
closed set, or for some w € X, w € v° (p), for X € S, p € P and
0= —,+.

Note that the only new thing here is the addition of v~'. The conventions and
properties of v carry over to v~ without any surprises though. Non-principal
sets are now also falsemakers as well as truthmakers of everything.

Lemma 5.4. Let M = (W, R,vT,v™) be a finite tree model and consider its
associated truthmaker model S(M) = (S,C, vt v~} as constructed in defini-
tion |5.5 Then, for all non-principal X € S, we have both X - ¢ and X -l ¢

for all ¢.

Proof. The proof is again done by induction. The base cases for ¢ = p follow
directly from the definitions of v and v~ .

Our induction hypotheses are that X IIF ¢, (IH1) and that X Hll ¢, (IH2) for
all non-principal sets X. X IIF =¢, X Hll¢p A and X ¢ V ¢ follow directly
from (TH2) using lemma XAHl=¢, X IFp A and X lIF ¢ V¢ are a direct
consquence of (IH1) with the same lemma X IIF ¢ — ¢ is established in
the exact same way as in lemma In order to show X Hll¢p — 1, we consider
any Y such that X T Y. Note that because X is non-principal, there is some
w,v € X such that neither wRv nor vRw. As C is just C by definition we
get that those w,v € X are also elements of Y. Therefore Y is non-principal as
well. By (IH2), we then get that Y Hll¢) for all Y such that X C Y. Hence by
definition [5.1] we get that X ll¢ — 1. O

As we have only added an interpretation function for falsemaking, the structure
of the associated truthmaker model is the same as the structure of a positive
associated truthmaker model. Hence, (] W,C) is still a residuated state space.

Now we can show that the construction of an associated truthmaker model out
of a finite tree one, preserves both truth and falsity. Recall that for nonempty
principal downward closed sets of the form {v : vRw}, we write .

Lemma 5.5. Let M = (W, R,v",v™) be a finite tree model and consider the as-
sociated truthmaker model S(M) = (S,C,vT ,v™) as constructed in definition
[5.3 We then have that w E ¢ iff w - ¢ as well as w = ¢ iff wl¢.

Proof. The proof proceeds by induction. For the proofs of w F ¢ iff w lIF ¢,

where ¢ is of the form p, ¥V x, ¥ A x, ¥ — X, we refer to lemma For
the remaining case where ¢ is of the form —, we have w = ¢ iff wHlly as
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the induction hypothesis. The base case for this hypothesis is proved directly
afterwards.

= Assume w F —). By definition [[.11] we get that w = 1, which by our
induction hypothesis leads to w -ll). However, that just means that w lI-
=) by definition 5.1} as desired.

< Assume w IIF ). By definition [5.1] we get that w-lltp. This leads to
w 3 ¥ by the induction hypothesis. Definition then gives us w 9 =),
as desired.

We now show the preservation of falsehood. For the base case, we prove that
w 3 p iff wAHlp for p € P.

= Suppose w = p and consider w. Because R is reflexive, w € w and hence
by definition of v~ , we get that w Il p.

< Assume wll p. By definition[3.1] there is some state s € S such that s C w
and sIp. As s C w just means s C w, we know by lemma that s is a
principal downward closed set and is hence of the form v for some v € W.
By deﬁnition we then get that because s-lp, s € l/_/(p). By definition
of v~', we then have that there is some t € T such that t € v~ (p). As
v C w, we have that as ¢t € v, t € w. Therefore, by definition of w, we
have tRw. Now because t € v~ (p), the monotonicity constraint then gives
us w € v~ (p), which using definition leads to w = p, as desired.

To show w = —¢ iff w Il =¢, we use w E ¢ iff w I ¢ as our induction hypothesis.

= Assume w 3 —¢. Definition [I.I1] then gives us that w F ¢. By our
induction hypothesis, we then know that w IIF ¢, which by definition [5.1
just means that w -l =¢, as desired.

< Suppose Wl —~¢. Definition [5.1] then gives us that w Il ¢. Using the in-
duction hypothesis gives then gives us w F ¢, which according to definition

[[17]leads to w = —¢.

For the remaining cases, the induction hypothesis is w = ¢, ¢ iff w -l ¢, . First
we show w 3 ¢ A iff wHlg A .

= Assume w F ¢ A 9. Using definition we get that either w = ¢ or
w = 1. Using the induction hypothesis, the former leads to w Il ¢ and the
latter to wHll+. Using definition both cases lead to wHll¢ A 1.

< Suppose wll¢ A 1. Definition [5.1] gives us that either wll¢ or wHll.
Using the induction hypothesis, we get w = ¢ in the former case and w = 1
in the latter. Definition gives us w 9 ¢ A ¥ in both cases.

To show w = ¢V b iff @IV p:

= Suppose w E ¢ V. We get w E ¢ as well as w F 1. Using the induction
hypothesis, this means that w -ll¢ and w -ll¢. This gives us w-ll ¢V, as
desired.
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< Suppose wl¢ V. We get w-ll¢p and wHlly by definition [5.1] The
induction hypothesis then gives us w =3 ¢ as well as w 3 v, which just
means that w = ¢ V 1.

To show w4 ¢ — ¢ iff WHl¢ — ¥, we use w F ¢ iff Wk ¢ (IH1) as well as
w =9 iff wHlly (IH2) as our induction hypotheses:

= Suppose w 3 ¢ — 1 and consider any s € S such that s Jw and s IIF ¢.
s is either principle or it is not.

(a) If it is principal, then it is of the form T for some v € W. As w C 7,
we get wRv by lemma Furthermore, by (IH1) we know that
v E ¢. Since w 3 ¢ — ¢ by assumption, we know that v = ¢. (IH2)
then gives us that vll.

(b) If s is non-principal, we have by lemma [5.5] that s ll).

Hence, in both cases sll4. Because s was arbitrary such that w C s and
s Ik ¢, we get that w-ll¢p — 1, as desired.

< Assume wll¢p — 9 and consider any v such that wRv and v E ¢. (IH1)
gives us that 7 IF ¢. Lemma [£.§] gives us that w C v and hence we know
that v-llYp by definition (IH2) then gets us that v = ¢. As v was
arbitrary such that v F ¢ and wRv, we know that w F ¢ — .

O

We now show that we have a truthmaker semantics for C.

Theorem 5.6. ¢ F ¢ iff ¢ lI- 9.

Proof. We are going to prove both directions by contraposition.

= Suppose ¢ |F 1p. This means that there is a truthmaker model M = (S, C
,vT v7) such that there is a state s € S for which s - ¢ as well as
s IJF ¥. Now consider the C' model M = (W, R, vt V’/> as constructed
in lemma We then have that s’ E ¢, but s’ ¥ ¢, which means ¢ ¥ 1)
by definition [1.12

< Suppose ¢ ¥ 1. Hence there is a C' model M = (W, R,v",v~) such that
there is a world w in which w F ¢ but w ¥ 1. Consider the associated
finite tree countermodel M’ (conjecture[5.3) and construct the associated
truthmaker model S(M’) = (S,C, vt ,v7") out of it as done in lemma
We have that for some s € S, that s IIF ¢ but s | ¢». Hence, by
definition [3.2) we get ¢ I)F ¥, as desired.

O
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5.1 Conclusion

We have now provided a truthmaker semantics for Wansing’s C. However, the
result is contingent on the conjecture that there is a tree countermodel for every
C countermodel. A logical next step would be to prove this conjecture.

By providing a truthmaker semantics for C, we now have a new shared semantic
underpinning for (full) intuitionistic logic, FDE and C. In this framework,
these logics and their applications can be analyzed and compared more. The
more logics get their truthmaker semantics, the merrier of couse. Moreover, the
truthmaker semantics for C' provides a way to understand the connexive arrow
and its negation in terms of the conditional state, which is also done for full
intuitionistic logic by Kit Fine.
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