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Abstract

Over the last decade BOLD-response related fMRI has seen impressive progress in res-
olution of the imaging technique. This progress however is limited by the degree to which
fMRI can detect localised hemodynamic responses linked to activity and disconnect this from
noise. Important noise factors that contribute to the BOLD response include respiration and
cardiac cycle. In this research a comparison is made between different methods that pertain
to the untanglement of signal from noise, i.e. denoising. Different methods are adopted using
Principal Component Analysis (GLMDenoise), Independent Component Analysis (FSL Fix &
GLM ICA), and a method using motion and physiological parameters (GLM mp-ph). This in
an effort to retrieve signal of interest in a High Field (7T) fMRI visual experiment, comparing
the effectiveness and implementational ease of each method. Unfortunately, no conclusive
evidence could be reported for the methods efficiently and consistently denoising the data.
These findings might be caused by methodological rather than neurovascular issues. Another
possible cause are non-linearities in the data and suggest Machine Learning implementations
might be useful in future research on fMRI and denoising.
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Introduction

Functional magnetic resonance imaging (fMRI)
is the most commonly used technique to in-
vestigate brain activity in humans. Its non-
invasiveness means the technique is applicable to
both the healthy population and patient groups,
aiding the gathering of neural data and making
data-driven methods and quantitative research
possible for neural activity. The technique used
in fMRI to measure neural activity is known
as the Blood Oxygen Level-Dependent (BOLD)
contrast (See Appendix for a more detailed in-
troduction into fMRI & BOLD-contrast). This
technique is sensitive to differences in blood oxy-
genation levels and depends on local metabolic
demands to restore potentials and neurotrans-
mitters after activity (Logothetis, 2008]). The
basis for BOLD-contrast is that changes in the
ratio of paramagnetic deoxyhemoglobin to dia-
magnetic oxyhemoglobin in a localised area sug-
gests neuronal activity preceded , (Logothetis
& Wandell, |2004). A downside of BOLD fMRI
measurements is that neuronal activity is not
the only factor that can influence local concen-
trations of blood oxygenation. Identifying these
other factors (i.e. noise) and separating them
from the signal of interest is the aim of this re-
search.

BOLD fMRI can detect the difference in
blood-oxygenation due to the difference in mag-
netic properties of oxygen-rich and oxygen-
poor blood dependent on the concentration of
hemoglobin. This means that BOLD is sensi-
tive to local concentrations of blood oxygena-
tion, but also dependent on the total amount of
deoxyhemoglobin (dHB) in the blood. Therefore
the BOLD-signal is not only made up of neural
activity but also of factors that alter cerebral
blood flow and metabolism in the form of (phys-
iological) noise and interference (Hillmanl {2014}
Hutton et all] 2011} [Kriiger & Glover] 2001}, [Tri-
antafyllou et all [2005). Three primary physio-
logical noise-sources are (1) changes in cerebral
blood flow due to variations in respiratory activ-
ity, (2) variations in the cardiac rate that may

influence cerebral blood flow, volume, and oxy-
genation, and (3) processes that cause intrinsic
fluctuations in blood flow and metabolism, in-
cluding variations in blood pressure and resting-
state neural activity. Furthermore, these phys-
iological sources can alter the magnetic field
(e.g. movement during respiratory activity (Liul
2016)).

Additionally, there is not a one-on-one rela-
tionship between fMRI data and a single neu-
ron. In fMRI, the brain is divided into vox-
els (i.e. volumetric pixels, in this dataset the
size of roughly one cubic millimetre) and given
that a human brain contains 100 billion neu-
rons (Herculano-Houzel, |2009)), each cubic mil-
limetre represents about 100.000 neurons. So,
although the BOLD signal is intrinsically linked
to the physiological and metabolic processes in
the brain that modulate blood flow and neu-
ral activity is one of those processes, it is hard
to detect and distinguish this in the data. To
put it into perspective, a hemodynamic response
function (HRF) is used to model the evoked re-
sponse to a neural event. The HRF typically
only accounts for a small percentage of signal
change (2-5%) relative to the baseline BOLD
signal (Bianciardi et all |2009)). Defining task-
related BOLD changes is most often accom-
plished by fitting a General linear model (GLM)
to the data, whereby the stimulus time course
is convolved with a pre-specified canonical HRF
(Friston, Jezzard, & Turner} |1994)). For the reli-
ability of this prediction, linearity of the BOLD
signal to neuronal activity is critical (Siero et
al., [2013) as a GLM cannot explain empirically
observed non-linearities in the BOLD responses
(Birn, Saad, & Bandettini| [2001)).

Other non-neuronal contributions to the
BOLD signal include; thermal noise inherent to
the coils and electrical current in magnetic res-
onance imaging, instrumental drifts, artefacts
due to hardware instabilities and signal changes
due to head motion (Murphy, Birn, & Bandet-
tini, [2013). All these different noise contribu-
tions have an effect on the measurement but can
also have an effect on each other. This makes it



inherently difficult to filter noise from the sig-
nal of interest and represent the true activity
in the brain. So, despite BOLD fMRI’s promise
and broad implementation within both scientific
and medical fields extensive processing is needed
in order to be able to interpret the data. Over
the last decade, BOLD-response related fMRI
has seen impressive progress in spatial resolu-
tion of the imaging technique, especially fMRI at
high field strengths shows promise for research
on specialized regions of the brain (Siero et al.
2013). Moreover, steps have been made to sup-
press the different kinds of machine noise: reduc-
ing thermal noise (Bartha et al., 2002)), improv-
ing the effectiveness of multichannel coil arrays
(Zwart et all [2003]), and monitoring drifts and
spikes in the magnetic field in order to make the
machine itself more stable.

However, noise still remains an issue, par-
ticularly physiological noise, with two primary
components being the cardiac and respiratory
cycle. During the cardiac cycle, blood volume
in different places in the brain increases and
decreases following the arterial pulse which re-
sults in dilation of vessels, which also influ-
ences cerebrospinal fluid (CSF). In the brain this
forms an ebb and flow, with blood and CSF
moving around continuously, which influences
blood oxygen levels throughout the brain. Like-
wise, heart-rate variability and blood pressure
changes alter the measurement of the BOLD-
signal as well (Chang, Cunningham, & Glover,
2009). Additionally, the respiratory cycle causes
signal fluctuations in various ways. Changes in
respiratory volume have an effect on oxygen lev-
els in the blood as well as on carbon-dioxide
(CO2) levels, which acts as a vasodilator (Birn,
Smith, Jones, & Bandettini, 2008). Along with
this, the motion of the chest during breathing
alters the very sensitive magnetic field, which
can provide a significant component of physio-
logical noise (Chang & Glover, 2009). One can
imagine that it is hard to overcome these noise
sources a priori: it is impossible to prevent a
participant from breathing and having a heart-
beat during scanning and thus the fluctuations

in the rate of both pulse and breathing as well
as the expansion and contraction of blood ves-
sels. Therefore, these noise factors need to be
dealt with after data acquisition. However, at
this point the different noise factors are blended
in with the signal and each other, which makes
disentanglement of noise from signal of interest
a challenging task.

A variety of noise filtering techniques have
been proposed and implemented, with varying
results. Multiple of these approaches are based
on the extraction and estimation of signals that
describe noise fluctuations, so called nuisance
signals, and the process of nuisance regression.
In most approaches, the final step in denois-
ing is adding these estimated noise signals as
a regressor in the design of a model that is fit-
ted to the data. This GLM, which should de-
scribe the progression of noise over time can
then be ‘subtracted’ from the data, which should
leave you with denoised data (Caballero-Gaudes
& Reynolds, 2017). This paper will describe
and explain several of these noise filtering tech-
niques, and implement them on data gathered
by Nota, Piantoni & Petridou (2019) which fo-
cused on activation of the early visual area of
the brain in an experiment that implemented
different visual stimuli.

To start off, certain parameters can be de-
rived from preprocessing steps such as estimated
head movement. Space in an MRI machine
during scanning is divided into voxels, and the
BOLD-response is then measured within each of
these voxels. When a participant moves, albeit
slightly, this shift can cause thousands of neu-
rons to shift from one voxel to another. There-
fore, head movement correction is always a nec-
essary preprocessing step in fMRI. Motion cor-
rection can be seen as a realignment of data
which tries to make sure voxels stay within the
same space. Not all movement related prob-
lems are fixed by motion correction as move-
ment interacts with the field causing inhomo-
geneity of the magnetic field which can lead to
both dropouts and distortions resulting in both
negative and positive fluctuations of the signal.



Applying a linear regression on the BOLD signal
using the movement parameters, or on parame-
ters such as respiratory or cardiac rate is an easy
and cost-efficient method for filtering interac-
tion effects of movement and field inhomogene-
ity. These parameters are fitted to the data rel-
atively easily and without much further process-
ing, and can in some cases be an effective way
of denoising the data (Kalthoff, Seehafer, Po,
Wiedermann, & Hoehnl| 2011). Chen, Jahanian
& Glover (2017) however call this process into
question, doubting whether a linear regression
based on simple parameters can succeed in split-
ting noise from signal of interest as, in practice,
non-linear variance occurs because spatial and
spectral characteristics of motion artefacts dif-
fer among types and levels of head movements.

An often-used technique is Principal Com-
ponent Analysis (PCA), which is a process with
the goal of identifying patterns in data. From
a dataset, PCA tries to detect correlations be-
tween variables and vectorises these variables.
This is done in order to find vectors that max-
imise explained variance, and subsequently to
project the variance onto a smaller dimensional
space while preserving most of the information
. The vectors that are formed first, correspond
to the direction with the greatest variance in
the data (Behzadi, Restom, Liau, & Liul [2007;
Muschelli et al.| [2014)). PCA tries to put the
maximum possible information in the first com-
ponent, then the maximum remaining informa-
tion (i.e. orthogonal to the previous component)
in the next component and so on. In other
words, each component does not explain vari-
ance that has already been explained by other
components. This method gives reduced dimen-
sionality without losing much information by
discarding the components with low information
and considering the remaining components as
your new variables. A method which utilises
PCA is GLMDenoise, which is an automated
technique made for denoising task-based fMRI
data using minimal assumptions (Kay, Rokem,
Winawer, Dougherty, & Wandell, |2013). In this
technique the PCA is run on a voxel group that

should contain no task-related voxels. Kay and
colleagues report promising results on a variety
of datasets. Even though using a non-task re-
lated voxel group is a common workaround for
PCA, a limitation of this approach is that, in
defining a pool of task-unrelated voxels, also the
task-related voxels are analysed and selected (to
not be part of this pool). Which is a form of cir-
cular analysis since the same data is used twice,
with the risk of shaping the outcome before any
analysis is done. Circular analysis is a bad prac-
tice since it can unjustifiably inflate statistical
strength of any reported result and, in the worst
case, lead to significant results being found in
data that consists only of noise (Kriegeskorte,
Simmons, Bellgowan, & Baker} 2009). Further-
more, there is also a risk of selecting false nega-
tive voxels, resulting in the nuisance regressors
explaining task-related activity. This is a prob-
lem that is reported in different approaches for
defining voxel-specific regressors using masks as
well (Behzadi et al.,|2007; |Bianciardi et al., [2009;
Soltysik, Thomasson, Rajan, & Biassou, [2015;
Zwart, Gelderen, Fukunaga, & Duyn, [2008).
An alternative strategy for denoising fMRI
data is Independent Component Analysis (ICA).
ICA works from a similar base as PCA, find-
ing components that maximise explained vari-
ance and removing correlations to compress
data. Contrary to PCA, in ICA all components
are equally important and its vectors are non-
orthogonal. Where PCA compresses data, ICA
separates data whereby each component can be
seen as its own signal. A disadvantage of both
of these methods is that they do not distin-
guish between voxels that are related to some
task and those that are related to noise fac-
tors. Therefore, the explained variance of each
component could contain a mixture of noise sig-
nals as well as signal of interest. Once the ICA
is computed, the denoising process begins by
distinguishing which components are linked to
task-related neuronal activity and which com-
ponents are related to noise. The noisy compo-
nents can then be removed leaving a denoised
dataset (Mckeown) [2003). In practice, using



ICA to identify noise components requires the
manual selection of components that show noise
and components that show task-related activ-
ity, which is very time consuming, difficult to
reproduce and, additionally, requires expertise
(Kelly et all [2010). Hence, numerous pro-
cedures have been proposed in order to auto-
classify the 'good’ from the 'bad’ components:
clustering methods, naive Bayes, logistic regres-
sion, support vector machines, decision trees,
random forests or even a combination of several
classifiers are among the ones named. One of
the methods which uses a combination of classi-
fiers is FSL FIX (Griffanti et al., |2014} [Salimi-
Khorshidi et al., [2014). To capitalize on the ad-
vantages of different classifiers and compensate
for their weaknesses, FSL FIX uses a k-nearest
neighbour algorithm (k-NN), decision tree and
a Support Vector Machine (SVM). A k-NN is
reliable locally, but has difficulties to capture
patterns in a full dataset, decision trees learn
complex decision boundaries well and SVMs are
capable of finding decision boundaries with the
best chance of generalisation. FIX utilises an
ensemble technique known as stacking (Wolpert,
1992), in which outputs of the individual clas-
sifiers become the input at higher levels. This
stack of classifiers trains on several FLS Melodic
ICAs, in which the components are manually
classified as either noise or task-related. FSL
FIX generates a number of spatial and tempo-
ral features for a set of noise-related ICA com-
ponents. The ICAs are then split into differ-
ent datasets using these features (full, feature-
selected, temporal, spatial, temporal-feature-
selected and spatial-feature-selected). Training
is done on each dataset, and the higher-level
classifier is trained based on the probabilistic
output of the previously described stacked lower
level classifiers (vector of probabilities whose
range is from 0 i.e. perfect noise to 1i.e. perfect
signal). The final output is a single probabil-
ity for each IC being noise/signal. For general-
isation and to minimise the risk of over-fitting,
FIX is tested using the leave-one-out (LOO) ap-
proach. After training, FSL FIX can be run on a

Melodic ICA, which will generate a noise/signal
probability for each IC and, using a threshold
specified by the user remove the ICs deemed as
noise from the data. Along with running FSL
FIX on the dataset, a second method using an
ICA can be constructed using manually selected
ICs which are classified as noise. These compo-
nents can then be used as parameters and fitted
in a GLM and regressed out of the data similarly
to the motion- and physiological parameters.

The aim of this research is denoising fMRI
data of a visual experiment. This is done using
the four different techniques described above us-
ing: Motion and physiological parameters, hand-
picked ICs, GLMDenoise and FSL Fix. Analy-
ses will be conducted not only on the merits of
these techniques for the data, but also on their
use and implementation efficiency, both compu-
tationally and in a user perspective. This, to
answer the questions: Are the proposed meth-
ods effective in denoising data? And is it worth
implementing one of the methods over the oth-
ers?

Evidence supports the notion of (linear) rela-
tionships between respiration and hemodynam-
ics to BOLD response (Chang & Glover, [2009;
Siero et al., 2013). This suggests that denoising
can be effective in cleaning up the data, but it is
conditional to whether the proposed techniques
are able to catch these relationships (and not
task-related signal). Both GLMDenoise (Kay et
al., [2013) and FSL Fix (Griffanti et al., |2014;
Salimi-Khorshidi et al., 2014)) report promis-
ing results and are quite extensive techniques.
Therefore a natural assumption would be that
these methods outperform the other, ‘simpler’,
methods. Generalizing techniques over differ-
ent datasets and accurately recovering true task-
evoked changes in BOLD signal has however
proven to be difficult (Lindquist, Loh, Atlas, &
Wager, 2009)). So, whether these methods are
effective on this particular dataset and whether
their performance warrants further implementa-
tion merits investigation.



Methods

Scan protocol

The data used in this research was collected by
Nota et al., (2019), using a 7T Philips Achieva
scanner with a 32-channel high-density surface
receive array (MRCoils BV, the Netherlands).
The scanning sessions consisted of anatomical
and functional scans. During the anatomical
scans, structural images of partial brain cover-
age were obtained consisting of 50 slices covering
the posterior occipital cortex (where the early
visual area of the brain is located). This was
recorded with a spatial resolution of 0.71 x 0.71
x 0.80 mm, field-of-view (FOV) (ap,fh,rl) = 40
x 160 x 40 mm, TR/TE = 7/3ms. Functional
data was collected using Gradient FEcho EPI
with SENSE factor = 3.0, TR/TE = 850/27ms,
flip angle = 60°, number of slices = 7, FOV =7
x 128 x 128 mm covering the early visual areas,
voxel size = 1.0 mm3 isotropic. Throughout all
scans, the subjects’ peripheral pulse and respi-
ratory rate were recorded using a pulse oximeter
and a respiratory belt.

Functional scans

During the session, a Hemodynamic Response
Function (HRF) scan, four temporal pattern
scans and two spatial pattern scans were com-
pleted. All scans contained different visual stim-
uli which were generated in Matlab (Mathworks,
Natick, MA, USA) using PsychToolbox. The
stimuli were windowed with a circular aper-
ture and centred at fixation, with the remaining
space in the window filled with neutral grey. In
order to check and maintain subject attention,
a fixation cross was positioned in the centre of
each image, with the colour of this cross alter-
nating between green and red at differing and
randomised intervals. Reporting this change of
colour was done by the subjects by pressing a
button. The average performance across runs
and subjects was 80% (Nota et al., 2019 for more
specifics).

In the HRF-experiment only one condition
was used, so trials differed somewhat in what
the pattern looked like but not in duration,
inter-stimulus interval (ISI), contrast, or inten-
sity. The purpose of the HRF-condition was to
investigate the hemodynamic response function
per participant caused by a brief visual stimulus
presented numerous times (32 repetitions) a (see
figure 1.d). The temporal pattern experiment
had 12 conditions which varied in duration (1:6)
and ISI (7:12), both ascending from 17 ms to 533
ms, doubling at each condition. All conditions
were randomised.

The spatial pattern experiment also had 12
conditions. However, these conditions varied in
contrast, pattern type and sparsity. Five condi-
tions varied in contrast ascending from low con-
trast to high contrast, three conditions show dif-
ferent patterns from the randomly oriented con-
trast pattern that can be seen in the other trials
called grating, plaid and circular. The last four
conditions have a descending amount of sparsity
within the trials (see figure fig:stimuli).

Preprocessing

Certain preprocessing steps needed to be taken
in order for the data to be ready for effi-
cient denoising. The first step in preprocessing
was motion correction, after which a correction
for Echo-Planar Imaging (EPI) distortions was
done. Both these steps were taken with the use
of AFNI (Cox, 1996; |Cox & Hyde, |1997)). Also,
a co-registration to the structural volume of the
T1 scan was performed using ANTs (Avants et
al., 2011). In order to interpolate and there-
fore smooth the data as little as possible all
these preprocessing steps were combined, result-
ing in the use of only one interpolation step. For
signal quality to be improved before denoising,
slow scanner drifts were removed using a high
pass filter with a cut-off at 0.01Hz. These slow
scanner drifts are often thought to be caused
by physiological noise or scanner-related noise
(Bandettini, Jesmanowicz, Wong, & Hydel[1993;
Lee, Glover, & Meyer], [1995; |A. M. Smith et al.



Figure 1: Examples of visual stimuli used in the experiment, with different stimuli pertaining to
(A) contrast conditions, (B) grating, plaid and circular conditions and (C) sparsity conditions in
the spatial pattern experiment and (D) an example stimuli of the HRF scan.

[1999). With this, the data was also rescaled to
percent signal change.

Afterwards, all denoising methods were per-
formed and the results of each method were
analysed and compared to the non-denoised
dataset (baseline). Both the temporal and the
spatial pattern scans had 12 conditions. These
were each convolved using a canonical HRF,
which depicts the typical BOLD response over
time related to neuronal events which was done
to accurately describe the form and, therefore,
measure the impact that these conditions had
on the data. The model timeseries for each
of the conditions were fitted to the data using
a linear regression in order to calculate regres-
sion coefficients (-coefficients) and residuals for
each condition and each voxel within the early

visual cortex (V1, V2 & V3). On the basis of
the regression coeflicients, t-values were calcu-
lated for each voxel. In order to correct for
the multiple comparisons problem, which is an
issue found in fMRI due to the often large num-
ber of voxels that need to be analysed leading
to a high chance of a type 1 error
[Lazar, & Nichols, |2002). False Discovery Rate
(FDR) was used to correct for this problem and
select a threshold for voxels to be included in
the comparison at a more reasonable chance of
false positives. In order to compare the results
of different methods the same voxels needed to
be used, for this reason the FDR-threshold was
calculated on the basis of the HRF-scan (alpha
= 0.05, dof = 399) with three different regions
of interest within early visual cortex (V1, V2 &




V3). This resulted in a group of voxels showing
significant activity, which varied per participant
(356, 978 and 727 respectively).

Denoising

During the scans, six motion parameters were
extracted by estimating rotation and translation
along three axes: the 3 spatial dimensions. Even
though during preprocessing motion-correction
was already applied, making sure that each voxel
stays the same, motion by itself causes fluctua-
tions in the magnetic field during fMRI which,
therefore, adds noise to the data. As men-
tioned before, cardiac and respiratory rates are
also contributors to noise (Chang et al.| 2009).
Therefore, the recorded cardiac and respira-
tory rates were also added to the general lin-
ear model, resulting in a total of eight parame-
ters for the first method of denoising. A general
linear model was fitted for all voxels and each
parameter. This resulted in beta-coeflicients
for each parameter in each voxel, which indi-
cated the amplitude of the parameters’ response.
The beta-coefficients were then used to calculate
the estimated contribution of each parameter to
the signal and applied in a nuisance regression,
which subtracts the estimated contribution of
these noise parameters from the signal.
GLMdenoise is an automated denoising tech-
nique. More specifically, it requires both data
and task designs in order to estimate the hemo-
dynamic response function (HRF). The algo-
rithm calculates beta weights for the designs and
regressors that describe the baseline signal, se-
lecting voxels that should be unrelated to the
experiment (using cross validation as a check),
after which a PCA is run on this task-unrelated
group of voxels trying to prevent the task-signal
from being included in the noise PCA. An added
advantage of using GLMDenoise over other tech-
niques would be the fact that GLMdenoise uses
cross-validation on the number of components
used as nuisance regressors, which should there-
fore automatically determine the appropriate
number of elements to include. The downside

to this is that multiple fMRI scan sessions/runs
are needed. In the end, the algorithm comes up
with principal components to include and uses
these as nuisance regressors resulting in denoised
data and what is left should better describe the
‘true’ neural activity in the data (Kay et al.
2013).

FMRIB Software Library (FSL) is collec-
tion of image analysis and statistical tools for
MRI brain imaging data, including functional
imaging (S. M. Smith et al., 2004). Using FSL
Melodic with full registration settings utilising
a structural image of the brain and no spatial
smoothing, an Independent Component Analy-
sis was performed. The generated components
were then analysed, and the bad (i.e. noisy)
components were selected to serve as nuisance
regressors in a similar way compared to motion-
and physiological parameters in the aforemen-
tioned GLM-nuisance regression approach. For
most participants, the number of independent
components that could be classified as noisy var-
ied between 10-15 out of ~ 50 components. Ex-
ample output of a threshold map of one compo-
nent can be found in the supplementary mate-
rial.

An alternative to hand-picking components
from an ICA and using this in denoising is FSL
FIX (Griffanti et al., |2014; [Salimi-Khorshidi et
al., 2014) which, given an ICA as input, auto-
matically scores components on a scale from bad
to good (range of 0-1). In order to run FSL FIX|
a training set was constructed, and a thresh-
old parameter set at 15 which represents the
cut-off for including components based on their
given score. A value within the range of 5-20 is
recommended by the makers, with lower values
causing less false positives (i.e. less components
falsely classified as noise) at the expense of more
false negatives. After this, FSL FIX will clean
the data based on the components with optional
motion clean-up and high pass filtering, as well
as a choice between unique variance clean-up or
more aggressive full variance clean-up. The dif-
ference between these clean-up methods is that
full variance clean-up does not account for vari-



ance within a component which might also be
(partly) explained by a good component. In
unique variance clean-up, an estimation of the
contribution of both good and bad components
is made in order to identify the noise specific
variance. The chosen severity for clean-up de-
termines to which extent signals, both noise and
signal of interest, will be affected.

Analysis

To test whether signal quality improves and
to determine the effect that the noise-clean-up
methods have on the data different metrics will
be used. The first is the temporal signal-to-noise
ratio (tSNR), calculated for each method as well
as the baseline. The tSNR is defined as follows:

tSNR =

Q | W

where S is the mean signal of the time se-
ries and o is the standard deviation, both calcu-

lated for every voxel. The temporal and spatial
patterns contained events that should theoret-
ically lead to an increase in activity. For the
temporal patterns these were the duration- and
ISI-conditions and for the spatial patterns these
were the contrast, pattern shape and sparsity
conditions. For each of these four conditions,
a regression coefficient can be calculated repre-
senting the strength of the task conditions to the
signal. T-statistics were calculated on the task
regression coefficients to test if the task condi-
tions changed significantly relative to baseline,
per denoising method. For these analyses, SPSS
(version 26) will be used to run a linear mixed
model (LMM), using the methods as fixed ef-
fects and including the participants as well as
the scan sessions as random effects. Using an
LMM, analyses can be done on the whole group
whilst both inter-subject and inter-scan effects
can be caught.

Figure 2: Images of the brain of one of the participants with the early visual areas V1 (blue), V2
(green) and V3 (red), posterior to anterior (from left to right) overlaid to show the structure of
the three visual areas that are of interest in the analyses.



Results

To put the analyses into perspective, figure
shows a part of the brain of one of the par-
ticipants with the regions of interest overlaid.
It shows seven slices towards the back of the
brain which contains the early visual cortex,
which visualizes the region in which the anal-
ysed voxels are located. Figure 3 shows the
beta-coefficients to the task and its progression
through the conditions, visualizing differences
between the methods and the baseline in the
temporal scans. In figure 4 the mean beta-
coefficients for the spatial pattern runs can be
seen. Table [I] shows the outcomes of the lin-
ear mixed-effects model for the temporal pat-
tern and spatial pattern runs respectively for
each method compared to the baseline (i.e. un-
denoised preprocessed data). In these analyses,
each method used the voxels that were selected
using the HRF-scan, resulting in a group of 2061
voxels per scan (356, 978 and 727 from the par-
ticipants respectively) where the temporal pat-
tern experiment consisted of four scans and the
spatial pattern experiment two scans.

GLM-mp-ph

The GLM using motion- and physiological pa-
rameters showed a significant decrease in tSNR,
compared to the baseline for the temporal pat-
tern condition (t = -9.46, p < .001), whilst the

SD per voxel also decreased significantly (t =
-9.039, p < .001). A decrease in SD per voxel
should result in an increase in tSNR unless this
is counteracted by a decrease in signal as well,
suggesting an increased negative BOLD signal
whilst denoising with GLM-mp-ph. This effect
however cannot be corroborated by task-related
testing as neither -slopes nor the mean t-values
for the task showed significant change from the
baseline. As for the spatial scans, an increased
tSNR was found (t = 14.470, p <.001), which
can be partly attributed to a decrease in SD per
voxel (t = -6.711, p <.001) but implies an in-
crease in BOLD-signal as well. However, for the
spatial scans no trend of significant differences
was found in task-signal with only the t-values
for the grating-condition (cond. 6) significantly
increasing (t = 4.297, p <.001). So, no substan-
tial significant differences were found in task-
signal compared to the baseline even though an
increased (both positive and negative) BOLD
signal and lowered SD per voxel were found, im-
plying that GLM-mp-ph had an effect on the
data but wasn’t able to separate noise from sig-
nal of interest in both the temporal and the spa-
tial scans.

GLMDenoise

Running GLMDenoise on both the temporal and
spatial dataset and comparing these to the base-
line revealed a significant decrease in SD per

Methods tSNR. SD f-slope (cond 1:6)  P-slope (cond 7:12) Task t-values
t Sig. t Sig t Sig. t Sig. t Sig.
GLM - mp & ph -9.460 <.001* -9.039 <.001* -1.127 260 -310 157 -335 738
GLMDenoise 1.546 122 -24233 <.001* -13.317 <001* -8.800 <.001* -12.503 <.001*
GLM - ICA - 046 963 -1.446 <.001* 533 594 -429 668 - 899 369
FSL Fix 056 555 7127% <.001* 233 816 -.662 508 -6.810 <001*
Methods tSNR SD B-slope (cond. 1:5)  P-slope (cond. 9:12)  Task t (cond. 6) Task t (cond. 7) Task t (cond. 8)
t Sig. t Sig. t Sig. t Sig. t Sig. t Sig. t Sig.
GLM - mp & Ph 14.470 <.001* -6.711 <.001* 1851 051 054 957 4.297 <0.01* -1.100 27 1.791 073
GLMDenoise 1237 216 -17.080 <001% .3.326 0.001* 3.759 <001* 2.107 035 6391 <001* 6144 <001*
GLM - ICA 066 948 -5.515 <.001% =371 R} -1.023 306 -3.648 <0.01* 5444 <.001* 5.039 <.001*
FSL Fix 040 968 1.782 0735 -3.730 0.001% 4.840 <001* -1.835 066 -6.111 <001* -4.671 <.001*

Table 1: Linear mixed model output tables showing the results of the fixed effect of each method
for the temporal pattern (top) and spatial pattern (bottom). Each method was compared to the

baseline (undenoised preprocessed data).
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voxel (t = -24.233, p < .001) whilst no signif-
icant differences were found in tSNR (p = .122
and p = .216 respectively), which indicates a de-
crease in mean signal alongside the decrease in
SD. This decrease in signal unfortunately also
showed in the task-related values for the tempo-
ral scans, with a negative significant effect found
in both B-slopes and the mean t-values for task
denoting a loss of signal of interest and implying
GLMDenoise filtered noise and signal of interest
coincidentally. For the spatial scans, GLMDe-
noise had a negative significant effect on the (-
slope of the contrast conditions (t = -3.326, p <
.001) whilst having a positive significant effect
on the S-slope of the sparsity conditions (t =
3.759, p < .001), which is contradictory.

GLM-ICA

Comparing the GLM with hand-picked indepen-
dent components to the baseline dataset, the
temporal scans showed no significant effect in
terms of tSNR (t = -0.46, p = .963) whilst SD
per voxel was reduced significantly (t =-7.446, p
< .001). This is similar to the findings in GLM-
Denoise, which suggest a decrease in mean sig-
nal. No significant differences were found how-
ever in task-related values. The spatial pattern
data showed a similar pattern for this method,
with tSNR not substantially different from the
baseline (t = -.066, p = 9.48) but a significant
difference in SD (t = -5.515, p < .001). Sig-
nificant effects were found in the task-related t-
values for the grating (t =-3.648, p < .01), plaid
(t = 5.444, p < .001) and circular conditions (t
= 5.039, p < .001). This suggests a small im-
provement in task-signal for the pattern shape
conditions whilst no task-signal differences were
found in the contrast and sparsity conditions.

FSL Fix

The last comparison was made between the
baseline and FSL Fix, which showed a signifi-
cant positive effect on SD per voxel (t = 7.279,
p < .001), meaning an increase in standard de-
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viation per voxel after denoising whilst no sig-
nificant improvement in tSNR was found. No
significant effects were found for the S-slopes of
both conditions, whilst a negative significant ef-
fect was found for the mean task t-values over all
conditions (t =-6.810, p < .001). For the spatial
scans, no significant effects were found in tSNR,
or SD for FSL Fix relative to the baseline, the
task-related test however showed significance in
both the 8-slope of the contrast conditions (t =
-3.730, p < .001) and sparsity conditions (t =
4.840, p < .001). Also, significant negative ef-
fects were found in task related t-values for the
plaid condition (t = -6.111, p < .001) and cir-
cular condition (t = -4.671, p < .001). So, for
the spatial dataset, only the sparsity conditions
was positively impacted by FSL Fix denoising,
whilst the other conditions are impacted nega-
tively.

Discussion

This research provides an evaluation of meth-
ods for denoising fMRI data and as the re-
sults show, all methods perform inconsistently
at best. The GLM with motion and physiolog-
ical parameters incorporated had an effect on
tSNR in both datasets. Furthermore, increased
negative BOLD-signal was found in the tempo-
ral data and increased positive BOLD-signal in
the spatial data. An increase in signal, albeit
a negative BOLD-signal, could indicate that a
method has merit. However, these changes were
not found when testing for task-related signal as
[B-slopes and task-related t-values after denois-
ing with the GLM-mp-ph did not significantly
differ from the S-slopes and t-values found in
the baseline. If this method was effective in its
purpose of denoising, a change in task-related
signal would have been observed in the compar-
ison with the baseline. Therefore, it can be con-
cluded that GLM-mp-ph had an effect on the
data but wasn’t able to separate noise from sig-
nal of interest.

GLMDenoise showed no differences to the



baseline when comparing tSNR, but did have
a significant decrease in standard deviation per
voxel.  The method impacted the data in
[B-slopes as well, significantly reducing these.
Figure 3 also shows the reduction in beta-
coefficients in relation to the baseline. The
decline of beta-coefficients does not necessarily
mean unsuccessful denoising, as the coefficients
might have been boosted by noise factors. How-
ever, GLMDenoise significantly decreased the
task-related t-values as and the overall tendency
of both BOLD-signal as well as signal of inter-
est declining gives no indication of successful
denoising. This might be due to the circular
analysis which occurs during voxel selection for
the PCA. When a clear distinction cannot be
made between voxels that contain signal of in-
terest and voxels that do not, the chance of this
method filtering out signal of interest together
with noise is high. GLMDenoise might have had
this problem since it is congruent with results of
the analysis i.e. both signal and signal of inter-
est decreasing.

the GLM ICA was unable to significantly im-
pact the data in terms of beta-slope or t-values.
It seemed to have a very small effect on the
data overall, suggesting that the ICs that were
deemed to be noise and therefore used in the
nuisance regression mostly contained noise that
did not affect the early visual cortex, or at least
not the voxels that were used in the analysis.
A contributor to the lack of effect can be that
hand-picking of components is a subjective pro-
cess that is very dependent on a person’s ex-
pertise and difficult to reproduce (Kelly et al.,
2010). In this case, the researcher’ expertise on
ICAs and fMRI data might be called into ques-
tion, being a student with only basic knowledge
of the field. However, FSL Fix which uses a com-
bination of classifiers to determine which com-
ponents should be labelled noisy did not con-
siderably outperform the GLM-ICA. FSL Fix
showed similar results as the GLM-ICA method
on the temporal data, except for the task-related
t-values significantly declining compared to the
baseline. In the spatial pattern data, FSL Fix
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did not improve the data in terms of tSNR or
standard deviation per voxel, it did however al-
ter the B-slopes significantly, with the contrast
pattern increasing and the sparsity pattern de-
creasing contradicting each other. This incon-
sistency might be due to noise-boosted beta-
coefficients in the sparsity conditions, however
FSL Fix showed very low overall effect on de-
noising the data, and performed similarly as
the ‘low-tech’ hand-picked IC method making
the implementation of FSL Fix questionable
when weighing the costs both computationally
and time-wise in terms of creating a training-
set. Compared to the time-consumption of FSL
FIX, GLMDenoise is rather fast and needs only
the data and task designs to work. A down-
side to GLMDenoise is that it can’t work with
high-pass filtered data, and therefore detrending
needs to be done after denoising. Hence, GLM-
Denoise can be better described as a tool for
pre-processing which can be quite easily imple-
mented, which might be a useful tool for quick
denoising in some but, given the results on this
dataset, definitely not all datasets. All in all,
no denoising method seemed to have a clear and
positive effect in both the temporal and the spa-
tial data and it seems that no method was able
to make a clear distinction between noise and
signal of interest which is problematic.

The downside of BOLD fMRI is that the re-
sponse to a signal induced by neuronal activ-
ity is only small and therefore the total signal
is usually very noisy (Bianciardi et al., [2009).
However, the upside of this is that in theory
a method which denoises the data even a lit-
tle is quite effective since there is a lot to gain.
In this research, however, none of the four dif-
ferent methods seemed to be very successful in
their task. This raises some questions about
the designs and execution of the experiments
and whether the experimental set-up could be
part of the reason why the data does not re-
spond well to all denoising methods that were
tried. For instance, the experiments were de-
signed with conditions that should elicit a re-
sponse that would gradually grow, this however



was not consistently found within and across
subjects with some conditions even gradually
declining or showing a negative overall BOLD-
response. A shortcoming of the design might be
that tasks had too many conditions. This meant
there were only few repetitions per condition
and small temporal spacing between each event.
Within both the temporal and spatial designs,
there were 12 conditions which each had three
trials, which was all done within a timeframe of
~ 182 seconds per scan (214 frames with a TR
= 850ms). Evidence that suggests this could be
the case is the substantially higher beta- and t-
values in the HRF design which only contained
one condition. Temporal spacing in the HRF
design was similar to that of both the temporal
and the spatial designs, but the HRF experi-
ment contained many more repetitions. This is
a trade-off between the amount of repetitions
and the amount of conditions in which the tem-
poral and the spatial designs inadvertently need
more than one condition, yet less than 12 might
be advisable.

This research was initially started with the
intention of designing a machine learning algo-
rithm for denoising data using motion and physi-
ological parameters as a base, in order to explain
empirically observed non-linearities in BOLD re-
sponses which cannot be caught using a GLM
(Birn et al.; [2001). Accordingly, non-linearity of
the data is a possible reason why the proposed
GLMs in this research have not shown sizeable
or consistent results. However, the machine-
learning approach did not yield interesting re-
sults with confounds being the amount of data
and expertise within the field of fMRI. For de-
noising to be done successfully, it is important
that a model is able to capture the complex and
mingled noise factors which are often present in
fMRI BOLD datasets. Capturing complex pat-
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terns in data is something that machine learn-
ing is particularly apt at and fuelled by increas-
ing computer power and algorithmic advances, it
has become a powerful tool for finding patterns
in data (Biamonte et al.l 2017). So machine
learning inspired denoising tools might still offer
the solution in the future.

Conclusion

This research has shown that implementing
methods which have been validated on other
datasets does not necessarily guarantee a good
result. No conclusive evidence for any method
outperforming the baseline or the other meth-
ods can be reported. Therefore, the methods
are ineffective in denoising the current dataset.
The basis for these results might however be
methodological, having to do with data acquisi-
tion rather than denoising, and a critical look at
the design of the experiment needs taken as no
substantial claims about any denoising method
can be done. An alternative contribution to the
lack of denoising results could be non-linearities
in the data which none of the proposed meth-
ods are able to catch. Answering the secondary
research question, a denoising method which is
easy to implement and might sometimes per-
form well but at least does not negatively im-
pact the data might still be useful. With that
in mind, only GLMDenoise might be used in
terms of computational efficiency and a GLM us-
ing motion and physiological parameters might
perform reasonably in some cases. Using ICA-
methods is however both time consuming and
did not yield promising results. Ultimately, de-
noising fMRI data has proven to be a difficult
problem altogether which is in need of a method
that can capture noise consistently.
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Appendix
Basics of MRI: T1- and T2-weighted imaging

Magnetic resonance imaging (MRI) is a technique which uses the magnetic properties of protons
within molecules in order to make detailed pictures of the anatomy and the physiological processes
of the body. These protons normally have a random orientation, but a powerful magnetic field
can align them. While aligned, applying a radiofrequency (RF) pulse will excite the protons which
causes them to change angle of orientation and makes them spin in ‘phase’ with each other (i.e.
resonance). After the RF pulse, the protons start to get back to their original state within the
magnetic field by (1) realignment to the magnetic field and (2) dephasing of spinning protons (i.e.
loss of resonance). Realignment and dephasing to the original state can be detected and result
in two types of signal: T1 signal relating to the time it takes for protons to realign with the
magnetic field and T2 signal which is calculated using the speed of dephasing. Both realignment
and dephasing vary in speed depending on which tissue type the protons are located in. Within fat
tissue protons realign quickly resulting in a high T1 signal whilst protons in water (or fluid) have
a slow dephasing speed and give a high T2 signal. Using RF pulse sequences which exploit these
phenomenon T1- and T2-weighted images can be formed which highlight only fat tissue (T1) or
fat tissue and fluids (T2). These images can show different textures in the brain and distinguished
e.g. Cerebrospinal fluid (CSF) which will show up dark on T1-weighted images and white on the
T2-weighted images since it is a fluid and contains no fat. Figure [5| shows the differences between
a T1-weighed and a T2-weighted scan, where CSF can be distinguished in the middle of the brain
as it is dark on the T1 image but very bright on the T2 image.

fMRI: T2* imaging and BOLD-contrast

In order to be able to generate functional MRI images, T2* images need to be created which
highlight the presence of blood products. Figure |§| shows the difference between T2 and T2*
images, in which the T2* image of a part of the brain clearly highlights a spot which is dark
and messy on the T2 image. This is a spot on the brain which contains a lot of blood called a
hemangioma i.e. a collection of small blood vessels forming a lump. Blood-Oxygen Dependent
(BOLD) contrast can be used on these T2* images, showing localised oxygen-richness in the brain
over time. BOLD-contrast measures changes in the ratio of paramagnetic deoxyhemoglobin to
diamagnetic oxyhemoglobin, taking advantage of the difference in magnetic properties between
oxygen-rich and oxygen-poor blood. As the proportion of deoxyhemoglobin decreases, the MR
signal increases. Several reasons exist for the decrease of proportion deoxyhemoglobin (and thus
a BOLD signal increase), one of which is increased blood flow due to the heightened energy
requirements of active tissue: more oxygen-rich blood can be found in places that need the oxygen
to produce energy after (or during still ongoing) activation of neurons in that area. The signal
that can be contributed to this mechanism is called signal of interest, which forms the basis for
BOLD fMRI giving insight into brain activity. However, only a small part of up to ten percent
of BOLD signal fluctuations can be attributed to increase in energy requirements, which means
there is a lot of ‘unwanted’ signal i.e. noise stemming from physiological factors. An example
of a physiological factor that has effect on the BOLD signal is heart rate variability which both
causes fluctuations in the oxygen-richness of blood in the brain as well as changes in the sensitive
magnetic field due to the slight movement of the body as the heart pounds. Substantial processing

17



and analysis is needed to correct for different unwanted but inevitable influences to the inherently
noise-prone BOLD-signal.

Figure 5: T1- and a T2-weighted image of a part of the brain, showing the contrast between the
different imaging techniques.

Figure 6: T2- and a T2*-weighted images one part of the brain, showing a hemangioma.
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Supplementary Material
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Figure 7: Participant 11, Component Nr.2 of 51. An example of what an independent compo-
nent looks like after a threshold function has been applied, showing which voxels correlate highly
(positively or negatively) with each other. Presented anterior to posterior (7 slices).
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