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Abstract

The black hole information paradox still stuns physicists until this day. There is no general consensus
how the information can be conserved in a black hole and what microstates contribute to the entropy
from a quantum point of view. By starting from a free scalar field Lagrangian in 2 dimensions one can
calculate the entropy of Rindler space from the viewpoint of different observers. One finds that there is
no unique vacuum state for the massless scalar field in Rindler space and that the entropy depends on
the perspective of the observer. Lastly, one is interested how the back reaction influences the results. In
the particular calculations done in this thesis, back reaction is not applicable. In general, for an arbitrary
state and mass of the scalar field it would be interesting to study how the back reaction could influence
the entropy.
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1 INTRODUCTION

1 Introduction

The existence of black holes is one of the first things that followed from the Einstein equations, even though
it was only implicit at first. This is because of two reasons. Firstly, black holes were only given their name
around the 1960’s. Secondly, the existence of black holes was heavily doubted at that time. The history
of black holes starts in 1916 when the Schwarzschild solution [1] was introduced. As mentioned before, the
existence of this solution in nature was heavily doubted at that point in time. Consequently, the question
whether black holes could form became important and this would be studied for almost the rest of the
twentieth century. Another peculiar fact about this solution received a lot of attention. Namely that it has
two singularities. One singularity occurs at the Schwarzschild radius and the other one occurs at the origin.
This peculiarity was partially resolved by Eddington, who showed in 1924 that one of these singularities
vanishes after a coordinate transformation [2]. In 1926 Eddington then mentioned the possibility that a star
could collapse to a stellar object of the size of a Schwarzschild radius. This was then in the 1930’s investigated
by the names of Chandrasekhar and Oppenheimer [3], [4]. This led to the famous Chandrasekhar limit at
1.4Mgo1ar and the Tolman-Oppenheimer-Volkoff limit estimated between 1.5Mg1., and 3.0Mgo1ar. Current
bounds on the Tolman-Oppenheimer-Volkoff limit lie around 2.17Mg,1ar. These bounds were also debated
a lot at first but have now been established as valid theories. The debate ended when Oppenheimer wrote
three different papers with students disproving Landau’s theory that stars have neutron cores and showing
that stars could collapse to a black hole [3].

A bit later followed the golden age for general relativity: the 1960’s. First, the solutions for a rotating
black hole was found by Kerr [5] and an extension to a charged rotating black hole was found by Kerr and
Newman [6]. This was almost 50 years later than the original Schwarzschild solution and it was doubted by
many that it could be done. This was followed by the Penrose Hawking Singularity theorems which proved
that under reasonable conditions, collapse to a singularity was inevitable [7], [8]. It was at this point that
physicists had to wait a little longer to also gather some evidence for black holes experimentally. This began
with Martin Ryle, who gathered data about radio sources in the universe. This data led to the awareness
about quasi-stellar radio sources, or quasars [9], [10]. Still the measurements on Active Galactic Nuclei
could not be completely explained theoretically and this needed the introduction of black holes. Thus, in
1984 Martin Reese proposed that enormous black holes could power quasars in these galaxies to emit the
measured radiation [11]. This was then confirmed by models that described how black holes could radiate
this kind of energy.

At approximately the same time, black hole thermodynamics were also created. Classically, it was assumed
that the black hole mass could not decrease, as nothing can travel faster than the speed of light and escape
the black hole. This is why an analogy was made between the thermodynamical entropy of the black hole
and its mass, both being thought of as non-decreasing quantities. Indeed, in 1973 Bekenstein showed using
thermodynamics that the black hole entropy was related to its area and thus its mass [12]. With this formula,
the generalized thermodynamical laws for black holes were also set up, completing the analogy between the
entropy and the area of the black hole. These laws were now also valid for rotating and charged black hole,
where for the former energy could be extracted by the means of a Penrose process [13], which was a bottleneck
for this analogy. In that same time, Misner, Wheeler and Thorne postulated the no-hair theorem stating
that a black hole can be completely characterized by the observables: mass, electric charge and angular
momentum and that all other information is hidden inside the black hole [14]. The phrase 'Black holes have
no hair’ is often credited to Bekenstein. One year later Hawking made use of quantum field theory in curved
spacetime to determine that black holes do radiate in a thermal manner [15]. The temperature of this black
body radiation is given by:

he? 1
87TG]€BM. ( )

This stirred up the physics community, as one of the postulates of quantum mechanics is that information is
conserved. This is needed to have unitary evolution operators in quantum mechanics. If the radiation would
indeed by merely thermal, one would lose a lot of the information about the infalling matter and would thus
violate one of the core postulates of quantum mechanics. This is also known as the black hole information
paradox.

THawking =
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There is still a way out of this problem, if one of the following assumptions appears not to be true [16]:
e A black hole can form as a prediction of General relativity.

e Around the horizon of the black hole, quantum field theory is valid in curved spacetimes.

e The Hawking radiation causes the black hole to decrease in mass.

e Physical spacetimes have Cauchy surfaces.

If these assumptions are true, one knows that black holes form and radiate away the information. With
the first assumption it is not meant whether black holes can or cannot form in our universe, it is meant
whether black holes can or cannot form as a prediction of General relativity. There are a lot of measurements
that argue for the existence of black holes, as black holes would be great candidates for explaining these
measurements. However, there are also proposals that state that black holes cannot form, because of an
effect called pre-Hawking radiation [17], [18]. These papers argue that during a gravitational collapse pre-
Hawking radiation prevents the creation of a horizon and that the collapse keeps going at a slower pace than
the pre-Hawking evaporation. These models have been heavily criticised however [19]. The second statement
ensures that the computation that Hawking did is valid. The third assumption is needed to let the black
hole evaporate eventually. The first three assumptions were relatively logical, but the last assumption is a
bit trickier. To explain the last assumption, consider the following situation: One forms a black hole from a
pure state. Now one assumes that the first three assumptions are true and that thus the black hole radiates
away energy. This radiation appeared to be thermal and as a mixed state. One has to be careful at this
point. In quantum mechanics it is fine if a pure state evolves into a mixed state, as long as the final state
is not on a Cauchy surface [20]. Thus, this last assumption is added, because one wants to find a Cauchy
surface, Ygnal, at some time after the black hole has formed, such that one can obtain the information from
the earlier Cauchy surface, Yinitia1, before the black hole was formed. One can thus also see the black hole
information paradox as a retrodictability problem. Assuming that physical spacetimes have Cauchy surfaces,
is usually a basic axiom of general relativity, however one can alleviate this assumption as is done by Tim
Maudlin [21]. This specific proposal has led to technical problems as pointed out in [22], but solutions could
also be sought in this direction.

Assuming that all previous assumptions are true, a black hole will form and radiate away, destroying the
information about everything that went in. Having established this, the solution ought then to be sought
for in corrections to the calculation or a violation of the postulates of a physical theory. In summary, it has
been shown that the solution to this black hole information problem boils down to one of the following five
postulates being violated (ignoring possible loopholes that have not yet been found ) 23], [24]:

e There exists a unitary S-matrix describing the evolution from infalling matter to outgoing Hawking
radiation. 23]

e The physics outside the horizon can be described in good approximation by the semi-classical field
equations. (23]

e The number of microstates of a black hole of mass M scales as the exponential of the Bekenstein entropy.
23]

e The Einstein equivalence principle, i.e. an observer experiences nothing out of the ordinary at the
horizon. [23]

e Remnants and baby universes do not exist. [24]

Solving the black hole information paradox thus boils down to letting go of one of the postulates of quantum
mechanics, general relativity or statistical physics or a violation of the consequences of the theory. The first
three postulates are together called complementarity, |25], and the fourth one is sometimes also called the
nonexistence of firewalls at the horizon [23]. With this, there is meant that there are not infinitely many
particles floating at the horizon. In other words, if an observer would be to fall into the black hole in an
enclosed cabin, the observer should not be able to experience when he crosses the event horizon. As far
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as the observer is concerned, he could still be standing on a planet with a massive gravitational attraction;
by the Einstein equivalence principle. The fifth item was not considered in the first paper by Almbheiri,
Marolf, Polchinski and Sully, [23], and can be seen as a loophole through all other postulates. There were
proposed several solutions making use of this loophole that did not violate any of the postulates listed above
[26],127],|28]. One should realize however, that Hawking did not analyse the situation exactly. Hawking
assumed that the geometry of the situation did not change as Hawking radiation was emitted. In other
words, the energy of the black hole is not transferred into the energy of the radiation. To be more exact,
Hawking took the limit where the mass of the black hole went to infinity. If one does not take this limit, then
radiation can again influence the geometry and this influences the radiation once again, and so on. This is
called back reaction. Hawking did not include this back reaction. Therefore, a solution could be that this
back reaction could influence the radiation in such a way that the radiation is not thermal and does contain
the information of the matter that fell into the black hole. This solution method became popular as a result of
't Hooft’s brick wall model [29]. Other flaws to Hawking’s calculation have not yet been found and there exist
some theorems that claim that this and other small alterations do not change the result [24],[30],[31],[32].

As one can choose a lot of different postulates to violate, there exist a wide variety of methods to solve
the black hole information paradox. Thus far no solution or solution method has become dominant. Several
solutions try to incorporate back reaction in the theory to see whether the radiation gets correlations from
which one could extract the information, a recent example [33]. Moreover, solutions can be sought using a
quantum theory of gravity, e.g. string theory or loop quantum gravity. For example, Penington et al. make
use of a replica trick that creates a replica black hole. The theory then connects the replicas with wormholes
and this leads to a finite entropy [34]. Mathur proposes a solution where the black hole is regarded as a fuzzy
ball of strings and not a singularity [35]. Ashtekar et al. propose a solution using loop quantum gravity, where
the information is conserved, but only comes out at future infinity [36]. Another possibility within quantum
gravity is that the black hole does have soft hair [37], thus violating the No-hair theorem. In this solution,
the authors argue that if a theory has super translation symmetries, then the black hole needs to carry a
large amount of soft hair. This soft hair can then be used to describe the microstates of the black hole and
allow for a unitary evolution. Another solution identifies antipodal points on the horizon, which cause the
evolution to be unitary [38]. Furthermore, solutions try to develop a theory that goes beyond monogamy of
entanglement to solve the problem [39], [40]. This means that one tries to build up a mathematical construct
in which one can capture entanglement between more than 2 particles, which is the case for the current
mathematical construct. Solutions that advocate a remnant also exist [27], [41], [42]. These papers show
that this remnant can leak out information by emitting very soft particles during a time of order m*. In this
scheme correlations are transferred via quantum gravity degrees of freedom, which can only happen in regions
of high curvature. The other quantum gravity degrees of freedom cannot exit the smaller black hole and die
off when the remnant is approximated as flat space. This would lead to a pure to mixed state transition and
Unruh and Wald interpret this as a decoherence phenomenon [16], [20].

Moreover, the black hole information paradox has not only led to a variety of solutions, it has also led to a
variety of fascinating ideas, for example holography [43], [44] and entanglement entropy [45]. It can be shown
that with every Hawking pair that is created, the entanglement entropy increases with In(2) [24], [46]. When
half the black hole has radiated away, that means that now the entanglement entropy is at the Bekenstein
bound. Thus, information must start coming out of the black hole at this point. This is known as the Page
curve and is shown in Figure[Il In this figure the red line denotes the Bekenstein bound, the blue line the
entropy following from Hawking’s calculation and the green line is the Page curve. At the time that the black
hole has evaporated completely, the final state is again pure, and the information is encoded in correlations.
It is only not described how it is encoded in the correlations. The Page curve has a special status within
string theory, being one of the things that led to the introduction of the AdS/CFT correspondence [47]. This
correspondence tells us that Anti-de Sitter spacetimes which develop black holes, can be mapped onto a state
of a conformal field theory on the boundary. As the boundary in this system is the horizon which is far away
from the regions with high curvature, the quantum gravity degrees of freedom will never be exposed in this
model. The evolution on this boundary will then also be unitary [16]. If this is true, one should conclude
that quantum field theory in curved space time should be considered as the approximate theory. Another
possible solution is that information escapes the black hole by quantum teleportation [48]. This solution
assumes that information is transferred non-locally.
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Figure 1: Sketch of the Page curve. The red line denotes the Bekenstein bound. The blue line denotes the
result for the entropy that follows from Hawking’s calculation and the green line shows the Page curve.

Some solutions take more exotic approaches and diverge further from standard physics. An example of
this is, is the assumption that quantum gravity effects can grow and become relevant at larger scales, just
as ordinary quantum mechanics does in situations like lasers, super fluids, superconductors etc [24]. These
quantum gravity effects could let the black hole tunnel to a white hole in a time faster than the black hole
would evaporate [49]. There also exist toy models that include non-local interactions in their theory to resolve
the paradox. These non-local interactions then lead to non-local bursts of quantum information [50]. As one
can see, the black hole information paradox has led to many solutions and a wide variety of new physical
ideas that might at some point lead to a good theory of quantum gravity. Unfortunately, thus far no theory
has given an entirely satisfactory answer on this problem yet and the search continues. Therefore, in this
thesis one has tried to make a small contribution to all the knowledge that already exists about the black
hole information paradox.

The aim of this thesis is to calculate the Von Neumann entropy in a near horizon situation and analyse
how the back reaction influences this result. One could try this with the Schwarzschild geometry, but that
geometry has a complicated form that makes calculations tough. One can argue that doing this for Rindler
space yields comparable results. Firstly, this is because Rindler space describes an accelerating observer
with respect to Minkowski. This is approximately the same for an observer hovering at a constant radius
sufficiently close to the black hole horizon by the Einstein equivalence principle. More analogies were pointed
out by Rindler [51] and the arguments will be summarized by in the following paragraphs. Consider the
Schwarzschild metric and the Schwarzschild coordinates (r,t,6, ¢) and transform them to Kruskal (u,v, 0, ¢)
coordinates to analytically extend the Schwarzschild geometry to include the area inside the black hole. In
formula they are given by:

027“ 027“
-1 — 2 _ .2
(QGNm ) exp(2GNm) Y v

t=4 arctanh (E) .
U

GNm
C2

As a first argument, one sees that the Minkowski (z,y, z,t) and Rindler (z,y, (,7) coordinates correspond to
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Figure 2: Diagrams of the Schwarzschild space expressed in Kruskal coordinates on the left, taken from ,
and the Minkowski space expressed into Rindler coordinates on the right, taken from . On the left the
yellow line denotes the singularity, » = 0, the green part denotes the region inside the black hole horizon and
the red region corresponds to the region outside the black hole horizon. On the right, the region denoted
with R is region described by the Rindler coordinates. The pink lines denote the lines of constant 7 and
constant (. The light cones in both figures are at 45 degrees.

Schwarzschild and Kruskal coordinates, because the coordinate transformations have a similar form:

(2= g2 — 22

ct
7 = arctanh <> .
T

As a consequence, the Kruskal diagram and the diagram for the Rindler coordinates share many similarities,
see Figure[2l On the left, one sees Schwarzschild space. The red region corresponds to all of the space outside
of the horizon, the green part is the region inside the horizon and the yellow line denotes the singularity » = 0.
On the right, one sees that the Rindler coordinates only describe the part of Minkowski space given by z > [t],
or the region denoted with R. The limits of the Rindler space coordinates are given and the lines of constant
¢ and 7 are denoted with the pink lines. In both these diagrams the light cones are at 45 degrees everywhere.
One very often sees both these diagrams maximally extended to all 4 quadrants. This is because both
transformations have the symmetry u — —u,v — —v or x — —x,t — —t. This way one can also describe the
region z < —clt|, or L, from Minkowski in another set of Rindler coordinates, which are then glued together
as is seen in the right part of the figure. In Schwarzschild this extension is a bit more subtle, as one already
extended the solution to regions r < QGQ_V—J”. Now the region u < —|v|, or region O’; is regarded as another
copy of the space outside the horizon. The B region is mirrored on the horizontal axis and the region in W
corresponding to the green region in B is now seen as a white hole. In both cases the horizon is given by
the line u = v, z = ct, because the light cones are at 45 degrees. No information can travel from the L or F
region to the R region in the Rindler figure. For the same reason information cannot travel from the O’ and
B regions to the O region, the space outside the horizon in Schwarzschild.

Furthermore, applying Lorentz transformations to the Kruskal coordinates and the Minkowski coordinates
does not change the metric and yields the same translations in respectively Schwarzschild coordinates and
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Rindler coordinates. Namely applying the Lorentz transform:

x' = x cosh(0) — t sinh(6)
t' = —z sinh(6) + t cosh(0)
v’ = u cosh(f) — v sinh(0)
v' = —u sinh(#) + v cosh(0)

induces ¢’ =, 7 = 7 — 0 in Rindler and 7’ = r,t' =t — 4m#f in Schwarzschild. The last reason one can give
for the similarity of Rindler to Schwarzschild coordinates is, that in the near horizon limit the Schwarzschild
metric and the Rindler metric have the same form. The Schwarzschild and the Rindler metric are given by:

QGNTTL 2 4,2 QGN’ITL
dt 1— ——
c2r )e +( c2r

dsfindier = —(a€)?d7? 4+ dC* + 1r*(£)dQ>.

)" rdr? 4 r2d0?

2 —
dSSchwarzschild - _(1 -

Here « is a constant, m is considered as the mass of the black hole and dQ? = df? + sin?(#)d¢®. The
r2(£)dQ? is introduced to describe a two sphere with a certain radius as the remaining two coordinates in
Rindler space. In order to get the analogy between the near Schwarzschild geometry and the Rindler geometry
one has to take r2(§) = 1 x 4GNm as will be seen from the following equation. Significant deviations between
the two metrics do occur far from the event horizon, however gravity is significantly weaker there to have
a large impact on the propagation of perturbations. Thus, one has a sphere of radius r = ZGCing for the

angular part of the Rindler manifold IR? x S? in four dimensions. Now doing the coordinate transformation
X2=1- 22% m T = 4YENME op the Schwarzschild coordinates yields dr = 4mEx4X and consequently:

Vhe 2(X2-1)2

Gym 16G2,m 16G2,m? 2
2 _ 2 N 2 N 2 2 02 2
d5Senwarzscnita = — 16— " x2ar A xo —X2)4dX + (14 X% +...)" [d6® + sin®(0)d¢?]

G%

3

=16 < g hXQdTQ (1+4X2 +..)dX? + i (1+X?+ ...)2 [d6” + sin2(9)d¢2]) :

N
Now one assumes that one measures distances in Schwarzschild spacetime in units of 16GN m’ and Rindler
time is measured in units «. In the near horizon limit the most significant terms are now given by the
X? factor for the dT? and the 1 in front of the dX?2. Therefore, one can argue that there is an analogy
between the Rindler and the Schwarzschild metric. All these arguments give a reason to believe that results
obtained in a Rindler geometry will be similar to results that would be obtained by analysing the much more
complicated Schwarzschild geometry. Therefore, in this thesis one analyses the Rindler geometry.

As mentioned before, certain parts of the spacetime are not accessible to the Rindler observer. One would
now like to associate the loss of information of the L and the F part of the figure to an entropy. If this is
done in a careful way, this might be similar to what happens in the Schwarzschild background. This could
possibly lead to an insight in how one should analyse the entropy of a black hole. In this thesis, this is
attempted by considering how a Minkowski observer sees the Rindler states. This can be done by the means
of a Bogoliubov transformation. This transformation describes how the mode functions and the annihilation
and the creation operators of different spacetimes are related. In this thesis the entanglement entropy is used
to calculate the entropy. The reason for this is that Bekenstein showed that there was an upper limit to the
amount of entropy S that can be contained within a volume [54]:

2rkpRE

S < Sbound = Ta (2>

where kp Boltzmann’s constant, R the radius of a sphere that can enclose the system, F the total energy, h
the reduced Planck constant and c is the speed of light. A simple thermodynamical calculation shows that
3 dimensional black holes exactly satisfy this bound:

kA  AnkpGm?  27kp (2Gm
SBH = 5 = =
4lp he he

c2

) (mC2> = Sbound
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using that the Planck lenght lp is given by lp = ,/%G. The entanglement entropy is a measure for the

entanglement between two systems. One expects this to be maximal when one completely traces out one
system i.e. when no information is accessible at all. These two facts combined give a reason to believe that
the entanglement entropy can be used to calculate the entropy of the black hole. The entanglement entropy
is best explained by starting with the definition of the Von Neumann entropy [55]:

Sen = Tr[=pIn(p)). (3)

In this equation one uses the density matrix, which is written in terms of the eigenstates of the system:
p=>pili il
i

The density matrix is said to be pure, when all p; = 0 except for one. In general, this can be a mixed state
with arbitrary coefficients satisfying:
i

Now, suppose our system can be divided into subsystems labelled as: A, B, ... and so on. Suppose our system
can be divided in 2 pieces, then one can define a reduced density matrix as:

pa = Trg(p),

where B is the subsystem that we want to trace out (e.g. because it is inaccessible to us). The entanglement
entropy is then defined by [45):

Sen = Tr[—paln(pa)]. (4)

One can give a small example to illustrate how the entropy can be generated tracing out a part of the system
and using the entanglement entropy. The main idea thus is that we assume the Hilbert space of our Rindler
system to be separable in two parts H = Hp ® Hgr. One part is behind the Rindler horizon, H;, and the
particles in the other part Hr can be measured by an observer. If this is the case, one can trace out the
left part from the density matrix, because that is the part that will be inevitably lost. Suppose one has a
system of 2 particles with either spin up or spin down and at some point, particle 2 will be inaccessible to
the observer. The current quantum state is given by:

p = p10);10)5 (O[; (Ol + p2 [0}y [1), Of; (L[ + p3 1)1 [0)4 (1], (O[5 + pa [1); [1)4 (1] (1]

with the amplitudes p; 2 3.4 for the different states. Now, suppose the second particle fell behind the Rindler
horizon and the information is entirely lost to the Rindler observer. One is still able to measure and know
the state of particle one, therefore we trace out the second particle out of the density matrix:

p1=Tra[p] = <0‘2ﬁ|0>2 + <1‘2ﬁ|1>2 =N ‘0>1 <0|1 + p3 |1>1 <1|1 + p2 |0>1 <0|1 + pa |1>1 <1‘1

= (P14 p2)[0)1 (O]; + (p3 + pa) [1); (1], -

Firstly, one immediately sees that the different p still sum up to 1. With these different density matrices one
can now calculate the Von Neumann entropy as given in Equation |3l To do this, one goes from the bra ket
notation to a vector notation. Let us define:

0= (- ()

and for the bra’s we take the transposed versions of these vectors. Thus, our density matrix p; is given by:

A p1+ p2 0
= . 5
P < 0 p3+ p4> 5)
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For the Von Neumann entropy we need to calculate the logarithm of this matrix. The logarithm of a matrix
is defined the following way:
= MF
In(I+M) =) (-1)kt—0 6
al +30) = 314 (6)

Using this definition one can calculate the logarithm of our density matrix. The entanglement entropy is
then given by:
Sep1 = —Tr[p1ln(p1)]
_ —Tr[(pl + p2 0 ) (ln(/’l + p2) 0 )] (7)
0  p3topa 0 In(ps + pa)
= —(p1 + p2)In(p1 + p2) — (p3 + pa)In(ps + pa)

For the system of two particles, we have a four-dimensional basis given by:

|O>1|0>2: 7|1>1|O>2: a|0>1|1>2: ,|1>1|1>2:

oS O O
o o = O
o= O O
= o O O

With this basis, one sees that our density matrix for the two particles is then given by:

pp 0 0 0
o ps 0 0
0 0 0 pu

Taking again the logarithm and calculating the Von Neumann entropy for the system of two particles yields:
Sun1,2 = —piln(p1) — paln(p2) — psln(ps) — paln(ps). (9)

Comparing this with Equation [7} one sees that these are in general not the same. One can show that the
Von Neumann entropy of the system with two particles is always greater than or equal to the entanglement
entropy of the system of 1 particle. One can give a geometrical proof of this when one only considers p; and
p2. The function —zln(z) is a concave function for z < 1. Thus, the sum of —zln(x) and yln(y) is always
larger than or equal to —(z + y)ln(z + y), for = +y < 1. This also holds for the part containing ps and pq.
Thus, one always has that Equation [J] is larger than Equation This is shown more clearly in Figure
This is indeed what one expects, because the particle that fell behind the horizon increased the entropy of
the black hole because it increased the black hole area via backreaction. The particle could come back via
Hawking radiation, a process which would increase the entropy again back up to the original S,y as one
knows that db:l—gN = 0. Looking a bit more at the state that we started off with, suppose that one has a fully
entangled set of two particles, i.e. po = p3 = 0. Then, one sees that S,n1.2 = Sgg,1, the maximum possible
entropy. This makes sense, as no information is lost by losing the second particle. All the information that
particle two has, can be found by measuring particle one. One would think one has a contradiction here now,
as thermal Hawking radiation would increase the entropy. This would increase the Von Neumann entropy
to a value that is larger than the original Von Neumann entropy, which contradicts d%—”tN = 0. This is the
black hole information paradox in a simple example. From this example it is clear that there should be a
bit more going on than just thermal Hawking radiation. There should be a lot of entanglement between
the outgoing radiation and particle two and therefore also with particle one. On the other hand, one could
have a situation where one ends up with a pure state for the first particle after tracing out particle two, e.g.
p3 = ps = 0. In this case the Von Neumann entropy of particle one is zero and this signifies that there is
no entanglement in the system. The original state of particle 2 cannot be retrieved by measuring particle 1
and is thus lost. The entanglement entropy of particle 2 is exactly the same as the original entropy of the
two particles Sgpg2 = Syn1,2. In this case there should be maximal entanglement between particle 2 and the
Hawking radiation, otherwise d%“t"’ = 0 would be violated. If this were not the case, the information would
be lost, as particle 2 cannot be measured by an observer anymore.
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Figure 3: Geometrical proof of the Von Neumann entropy being larger than the entanglement entropy of
the single particle. Because the function —zln(x) is a concave function of x. One always has that the sum of
—zln(x) and yln(y) is larger than —(z + y)ln(z +y), for z +y < 1.

A last interesting example shows the effect of partitioning the system in N state partitions. In N state
partitions the Von Neumann entropy is given by: S,y = — Zfil piln(p;) —)\(Zfil pi—1), where X a Lagrange
multiplier, which ensures that Tr[p] = 1. Now, extremising with respect to p; and A gives a set of equations.
The solution to this set of equations is given by p; = e~!=* and N = e!™*. This gives the following for the
entropy: S,y = — Zf:f e A1+ \) =1+ X =1In(N). For N = 1, pure state, the entropy is 0. For N = 2,
partition into 2 states, the maximum entropy is given by In(2). The maximum entropy is larger for more
partitions and the entropy is a monotonic function of p; (for p; < %) This suggests also that increasing the
number of partitions generally increases the entanglement entropy.

In this thesis one takes the action for a free real scalar field with a cosmological constant to renormalise
the energy momentum tensor:

S = /dDN?g (—;g“”auqbayqb - %mQQ’)Z — A) . (10)

One works with a metric with the signature sign(g,,) = (—, +, +, +) and all physical constants are set equal
tol, c=h =GNy = kg = 1. With this action and the use of perturbative quantum field theory one can
derive the Feynman rules and calculate several quantities using the Feynman diagrams [56]. There will be
worked with the Schwinger-Keldysh formalism. This formalism is explained more thoroughly in [57]. This
formalism has the same Feynman rules as those of usual interacting quantum mechanical systems, with the
exception that:

e Every vertex is assigned a polarity, either a plus (+) or a minus (-) polarity. V — Vi

e a vertex V, scales as —i X A and a vertex V_ scales as ¢ x A. X is the coupling constant corresponding
to the vertex.

e Vertices can be connected using a two-point function that now has two extra indices denoting the
polarities: iAab(a:,x’ ), where a,b = + and z,2’ denote the coordinates at which the vertices are
inserted.

e For every internal vertex, one needs to sum over all polarities. All external polarities are kept fixed.
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+ AT (x,x") — 7,

e

Figure 4: Example of a diagram in the Schwinger Keldysh formalism. In this particular diagram of 2 — 2
scattering one has 2 internal vertices which both have to take 2 polarities, thus one has to sum four diagrams
for this amplitude (up to the order where one has zero loops). The polarities of the external legs are fixed.
For this diagram one has to insert the iéA*~(z,z’) propagator.

These rules mean that one has many more diagrams than in the usual Feynman perturbation theory. An
example of a 2 — 2 scattering diagram is given in Figure 4l In this diagram one has 2 internal vertices at
position z and z’. These vertices both take the plus and the minus polarity, when one calculates the full
amplitude for this process. Thus, in total one has to sum four of these diagrams to calculate this amplitude
(up to the order where one has zero loops). In the diagram in the figure one has to insert the iA™ ™ (x,z")
propagator. The other propagators have to be inserted in the diagrams where one has the different polarities
for the vertices. The following identifications can be made for the propagators:

iATY (z,2') = iAp(z, 7)), (11)
where iAg(z,z’) the Feynman propagator. Furthermore, one has
iA™ (z,2') = iAp(x, '), (12)

where ¢Ap(z,z’) the Dyson propagator. Lastly, the propagators with two different polarities are given by
the positive and negative frequency Wightman functions, respectively iA™(z,z’) and iA™ (z,z').

iA"(2,2") = iAT (2, 2), (13)

iAT T (z,2") =A™ (2, 2). (14)
One can make the following identification for the ++-propagator:
iA (2,0") = iAp(z,2") = (T[d(x)d(2)]) , (15)
where T is the time ordering symbol defined as:

o, D)o, 7)) when t >t
o(t', 7)p(t,F) when t' > t.

T [¢(t, 2)o(t', 7)) = {
The energy momentum tensor is the proper 1-point vertex I',,,,, or the gravitational tadpole, which contributes
to the effective action as, I' ~ —1 [dizy/ —ggi”Fffw where ¢g/”(z) is the metric tensor one-point function,
which on shell evaluates to, ¢4”(z) = (g (z)), and Fffu(:c) = T’i (z) is usually referred to as the energy-
momentum tensor. Now, when evaluated, one can get two types of energy momentum tensor, I‘:[V(m) =
T} (x) = (T* [Tw(:ﬂ)b, U, (z) = T, (z) = (T [Tw(:ﬂ)b, where T* (T*) stands for the special time

Nz
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ordering ordering (special anti-time ordering) operator. For this one introduces a special time ordering
symbol that commutes with the derivatives such that 79, = 9,7. Now it turns out that, when evaluated
on shell, both T}f, () and T, (z) are real and equal to each other. From this discussion it is clear that one
uses the 4++-propagator for the 4+ polarity energy momentum tensor because the +-+-propagator uses the
normal time ordering symbol. One can see the diagrammatic representation of the energy momentum tensor
in Figure [

In this thesis, one calculates the Von Neumann entropy using the density matrix p. Given a density
matrix p one already saw in Equation |3} that one calculates the Von Neumann entropy as:

Sun = Tr[=pln(p)], (16)

where Tr denotes that one takes the trace of the expression inside the brackets. The density matrix is also
used to calculate expectation values of operators O(t):

(O@)) = Tr [ﬁ@(t)} . (17)

This formula holds for any operator 0. Examples of this are the positive and negative frequency Wightman
functions:

iA* (z,2) = Tr[pd()d(a')] = ($(x)d(a")) . (18)

iA™ (2,2') = Tr[p(a)d()] = (B(=)d()) (19)

If the density matrix is Gaussian, then the density matrix has the following form:

p(6,6;1) = Nexp < [ s [ v oo - [do [ ansesew)

(20)

+ [ dn [apc@aoewm).
where A, B and C are functions that can be expressed in terms of the two-point functions, when one has a
Gaussian state. An example calculation of the A, B and C' is done in [58]. When one has a system that is
translation invariant, then a Wigner transform brings the density matrix in a diagonal basis. In a diagonal
basis it is possible to calculate the Von Neumann entropy. The Wigner transform is defined as:

sy = [~ EEE pe - ghemee), (21)

oo 2m

Moreover, the density matrix in a diagonal basis will be given by the product of simple oscillators for quantum
mechanical particles:

=TI (22)
k

with an energy given by: w = vk? +m?2. In this thesis, one assumes the system to be in a Gaussian state.
One can assume the state to be Gaussian in the case of a theory with weak interactions. If a theory only has
weak interactions, then non Gaussianities remain small. Moreover, in some theories with strong interactions
one can also get Gaussian states. An example of this is Quantum Chromodynamics, where if one goes to the
bound states, in the form of mesons and baryons, then one also finds that the states are mostly Gaussian.
Thus, the assumption that the system is in a Gaussian state is usually a valid assumption. If the density
matrix is Gaussian, then one can prove that the Von Neumann entropy is given by:

Son = (A(k,7) + Dn(a(k, 7) + 1) — a(k, 7)In(n(k, 7)). (23)

In this formula 7 is the statistical particle number. This is also known as the entropy formula for 7 bosonic
non-interacting particles. If one has a Gaussian state one only requires the two-point functions in the

11
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calculations. The route to the statistical particle number is then as follows. First one calculates the statistical
function, which is the sum of the positive and negative frequency Wightman functions:

F(r,&7,¢) = ZiAt (1,67, 8) +iA™ (1,67,¢)

[(b(r, (', €)) + (b7, ) b(r, )] -

(24)

N RN~

From this it is already clear that one only requires the two-point functions to calculate the entropy. This
statistical function will be Wigner transformed to Wigner space:
o g — ¢! . ,
F(k,7,7,€+€) = / K8 pr, v, gyeivies), (25)
oo 2T
This Wigner transform only brings the system in a diagonal basis, if the statistical function is a function of
only £ — ¢ and not of £ + £'. Until Equation [28) one assumes that this is indeed the case. In this is the case
one can calculate the Gaussian invariant as:
A*(k,7) = lim 4[F(k,7,7)0.0.F(k,7,7") — 0. F(k,7,7)O.F(k,7,7")]. (26)
T—7’

This Gaussian invariant is analogous to the Heisenberg uncertainty principle from quantum mechanics. How-
ever, for the Gaussian invariant one has that:

A?(k, 1) > 1. (27)

For pure states the Gaussian invariant equals 1 and for mixed states the Gaussian invariant is greater than
1. This relation can be visualised the same way as one can visualise the Heisenberg uncertainty principle in
the phase space diagram, i.e. the position-momentum diagram. A bigger area in the phase space diagram
corresponds to less information about the quantum mechanical oscillator. Similarly, a deviation from 1 of
the Gaussian invariant denotes a loss of information of the system in quantum field theory. A visualisation
of this and a more elaborate explanation is done by Koksma and Prokopec in [59]. The statistical particle
number encapsulates the deviation from 1 and is defined as:

Ak, T) -1

ﬁ(ka"_) = 9

(28)
This statistical particle number can then be inserted in Equation to calculate the entropy per mode.
Similarly, 7 > 0 is the generalised Heisenberg uncertainty relation, where 7 = 0 denotes a pure state. This
statistical particle number is a measure of entropy and should not be observer dependent. One will see later
that n > 0, because one has a state that describes only a part of the space-time manifold. This then leads
to entropy. The entropy from Equation [23] can then be integrated over all modes to find the total entropy
of the system. This describes in short the outline of the calculation followed in this thesis. Variations are
done by calculating the two-point functions via different methods and considering the two-point function in
Rindler space from the viewpoint of a Minkowski observer.

The aim of this thesis is then to use the entanglement entropy to calculate this entropy in the case of a
Rindler observer and possibly make some remarks about the Schwarzschild case. There can also be looked
at how back reaction influences this process.

As the argumentation for the procedure in this thesis should now be mostly clear, this thesis is structured
as follows: Firstly, in Section |2 the D-dimensional two-point function and energy momentum tensor will be
calculated in Minkowski space. These will later be used in a variety of situations. Moving to Section [3] the
Rindler space coordinates are introduced and the equations of motion for the fields are determined. These
are then solved for the massless case and this field is then quantised. Then the two-point functions for the
naive Rindler vacuum are calculated from the quantised field. The massive field is harder to solve using the
equations of motion, but it can be solved making use of the space being maximally symmetric. This namely
fixes the Feynman propagator to be a function of only the invariant distance. One then fixes the Feynman

12
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prescription and writes down the Feynman-, advanced and retarded propagators, and the Wightman and
Hadamard (statistical) function. Lastly one determines the Bogoliubov coefficients between the quantised
Minkowski fields and the quantised Rindler fields. These Bogoliubobv coefficients then tell us the relations
between the mode functions of Minkowski and Rindler space and the creation and annihilation operators of
Minkowski and Rindler space. This can then later be used to calculate how an observer in Minkowski space
perceives the naive Rindler vacuum. Then, in Section 4| the Feynman propagators are used to calculate the
energy momentum tensors for the naive Rindler vacuum and the Rindler invariant vacuum. Furthermore, the
energy momentum tensors will be renormalised. After calculating the curvature tensors, one can calculate the
back reaction on the geometry. In Section [f|one uses the Bogoliubov coefficients to calculate how a Minkowski
observer perceives the naive Rindler vacuum. In Section [6] one then obtains the two-point function of the
naive Rindler vacuum and the Rindler invariant vacuum to calculate the Von Neumann entropy. This thesis
ends with a discussion of all obtained results in Section [

13



2 CALCULATIONS IN MINKOWSKI

2 Calculations in Minkowski

In this section the calculation of the two-point function of the Minkowski vacuum in D dimensions is described.
These calculations are done to get used to the quantum field theory calculations in a simple setting. This is
added to this thesis to introduce important concepts and to give examples for dimensional regularisation in
D-dimensional systems. One want to use dimensional regularisation, because that regularisation scheme does
not violate Lorentz symmetry. In the first section, the calculation of the two-point function in the Minkowski
vacuum is described and in the second subsection, it is used to calculate the renormalised energy momentum
tensor from the semi-classical Einstein equations.

2.1 Two-point function of the Minkowski vacuum
The calculation starts following the standard procedure:
iAt (2, 2") = (@(2)(2')) = (Onr| $(2)d(") Oar) (29)

First one determines the expression for the field in Minkowski space in canonical quantisation. The field
must satisfy the following equation of motion:

(=0 + m?)é(x) = 0. (30)

One Fourier transforms this equation to obtain:
(K +m?)p(k) =0, (31)
where k* = (k°, k%) and k* = k*k,. The tilde on the ¢ denotes that the function is in Fourier space. This

equation is solved by
5 (ko - \/|l;|2+m2> s <k° + \/|E|2+m2)
- + — ’
24/ [k|24+m? 24/ |k|2+m?
(

32)
where A is any regular function of k0 and k. For spatially homogeneous states, such as Minkowski, one has
that A = A(K°, |k|). When k° is project onto the positive and negative frequency shell, it can be regarded as

(k) = AR)S(K? + m?) = A(k)S(—k*" + [k +m?) = A(k)

two different functions of |E |, Ay and A_. This is only valid for spatially homogeneous waves. In the last

step one made use of §(f(x)) =, (Tgf(_;;l), where z; the zeroes of the function f(x). In position space this
is given by:

D—1 N . - .
o0) = [ Gomypmr (e AR + R () | (33)

27)D—1

where w = 1/|k|24+m? and where everything depending on || is absorbed in A(|k|). Now one quantises the
field by imposing the following commutation relations:

[(;AS(:E, t)a ﬁ(x/, t)] = iéD_l(x - 55/)7 (34)

where 7 (2, t) the canonical momentum of (ﬁ(x, t). In Minkowski space the canonical momentum is given by:
w(x,t) = Oip(x,t). The commutator between the field and itself is zero as well as the commutator of the
canonical momentum with itself. One also imposes

~A =

[b(k), b (k)] = (2m)"~'5(k — &), (35)

where B(E),BT(E) denote the annihilation and the creation operator respectively. All other commutators
vanish. Imposing these commutators yields the following expression for the field in D dimensions:

R D—1 - e
o(x) /(;iﬂ)Dl_fl (gf)(w,t)b(k)e%k-z+¢*(w7t)bT(k)efzk.z), (36)

14
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e—iwt

where the mode function ¢(w,t) is given by ¢(w,t) = =
Wronskian of the mode functions and check that it equals i. Calculating the Wronskian:

W[gf)(w, t)7 ¢* (wv t)] = ¢(w’ t)at¢* (w7 t) - ¢* (wv t)at¢(w7 t)

efzwt iwezwt ezwt _iwefzwt (37)

T VI VI Ve Ve

. As a consistency check one can calculate the

Thus one indeed knows that Equation 36| describes the correct expression for the field in canonical quantisa-
tion. Inserting these definitions for the fields into Equation

Gwiy) (39)
~ (0w / i Lt [ (9w OB+ o 8 (e 7 (6.0

The annihilation operator acting on the vacuum yields zero and (0] b(k)bT(K') [0a7) = (2)P 18P~ (k — k).
Therefore only one term remains in the expression and is given by:

R D—1 D—171. et ey
(b(z)o()) = (O] / d QkaD 2’“ [¢(w,t)¢*(w’,t’)e“f'x—““ N b(k)b*(k’)} 0a) = (39)

deldeflk/
/ (27T)D_1

To solve this integral, one transforms the integral to (D-1)-dimensional spherical coordinates given by:

- =, ,*.. A ) D-1 )
e, )0 (@ )P (F = ) [ 77 = [ g 067w, )R )

ki = |E|cos(¢1)
ko = |k[sin(¢1)cos(¢2)

kp_1 = |k|sin(¢1)sin(¢s)...sin(¢pp_o).

Here, ¢p_1 € [0,27] and ¢4, ¢a,...,dp_2 € [0,7]. Spherical coordinates in D dimensions have the following
volume element or Jacobian:

Py = k[P~ sin? 2 (¢1)sin® 3 (¢bs)...sin(¢p p_2)d| k| depy...ddp_1. (41)

Now rotating our coordinates system such that the angle between k and & can be merely described by the
angle ¢1, i.e. k-Z = |k||Z|cos(¢1). Then the integral is given by:

2m ™ ™
G = gy [ AL don-a [ dopoae [TdonlP w00 ) x )

sin? 73 (¢1)sin? (). Sin(¢D73)ei‘E"f*f/l(:oS((z)l)

The ¢; integral can be found at equation 8.411.7 from the book: Table of integrals, products and series [60]:

2T ([F)lE — ). (43)

/ d(élsian?)(¢1)eik\i‘—i’/\cos(¢1) _
0

The integral over all the other angles is done, by considering the volume of the (n — 1)-sphere

Xs}

Dr

27 iy T
:/0 d(bp,l/o quD,g.../O d¢151n (¢1)81n (¢2) Sin(¢p—2).

Sp_1 =

15

()™ 49" (@' )6 (R)e ™) | 0a)
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Considering the integral over all angles, except of course the ¢; angle
OQW dép—2 /O ’ dép_3... /O ’ dgosin® 4 (¢o)sin” 7 (¢3)...sin(¢p—3) (45)
2 B ™
= /0 dqﬁD,g/o dd)D,4.../O dp1sin® 4 (¢1)sin? 5 (¢o)...sin(¢pp_4) (46)
i . Comparing

after renaming the integration variables to a variable with a subscript of exactly one lower
Equation . to @ one sees that our integral is exactly the surface ’area’ of Sp_3s. Thus our integral over

the angles is equal to
2m ™ ™
dép 3/ d¢D_4.../ dp1sin? =4 (¢g)sin? 75(¢3)...sin(¢pp_3) = Sp_3 = 5
0 0 I'(3)
Inserting all these results back into Equation one has
oy ©__dEl g (D=2 TN(E) "
<¢(w)¢(w’)>=/ —|K] 5 Jo_s (k|| — &)™ 70 (48)
o 2k0(2m)P-t r(3) (|E||f;f'\>

Putting all the constant coefficients in front and making use of the property of the gamma function that

s (|R||E — &|)e=*" (=)
. (49)

I'(z + 1) = 2T'(2), one obtains:
" n 1 d‘k| D— 2J Pl
= e

For the last integral, one makes use of Equation 6.645 from the book Table of integrals, products and series

[60]:
> 2 L —ax 2 v 2 2\ — vty
/1 de(z® —1)2e " J,(BV2% —1) = ;ﬁ (a”+p7) 2 Ku—&-%
. . . . kO |k,“ 0 M
To get our expression in this form, one uses the substitution y = - = +1,dy =% = ——
IE|

can be rewritten as: |k|2= m2(y% — 1) and |k|d|k|= m2ydy. Using this substitution yields
71my(t7t’)

1 oo 2 D— Jpsx/mQy—lkc—m
/ V=T 2P )F—|
m D-3
! Y (f) 2 (51)

NS U
(p(z)p(z")) = D1 BT
D;l o
D — 2 X ,
- . b3 / dy(y* — 1)73J¥ (m|Z — & [\/y? — 1)e" =)y,

B N I

1
3 However, one still needs to include

From this one sees that one has a = im(t—t'), 8 = m|Z—&'| and v =
an ie prescription to this, otherwise the integral is not convergent. So, instead one has o = im(t — t' — ie)

D—1
m 2

Applying the formula then gives:
<¢A)(x)§£(x/)> = "b+1 D_1 D-3
272 7z |z —2af| 7
[V 2l — )" (¢ — ¢ = ie)? + ¥ = 7 2) O Ko (om0 = e+ w2 - 7 )
w
mP—2 Kp_2(z)
T
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where z = my/—(t —t/ —i€)2 + | — &[> = m\/AX?2, where AX2 = —(t —t' —ie)? + | — &’|>. The plus
denotes that this distance is the argument for the positive Wightman function. From this one easily obtains
the propagator with the coordinates switched:

o P2 Kpoa(?)
(B )P(@) = Ty s (53)

227z 3

Here 2/ = my/—(—t +t —ie)2 + | — T2 = m\/—(t =t +i€)2 + |T — F|2 = my/AX2. As one sees later,
this different ie prescription gives rise to the spectral function that describes the statistical behaviour of the
system. The spectral function describes which states are available in the system. With these two results, one
easily writes down the time ordered, or the Feynman propagator:

iAr = (T[g(x)d(a")]) = 0(t —t') ($(x)(a)) + 6(' — 1) ($()()) = (t — )iAT (z,2') +6(t' — t)iA™ (z,2')

DQKD 2() D—QKM(Z/)
:9<t_t,> D Dzi'i_e(t_t)ﬂl D 21:172
2272 z7=z 29132 273

(54)

One can immediately verify that indeed iA* = (iA™)". One wants to find the D — 2 and massless limit of
this expression to compare this with results obtained later in this thesis. For this one needs the following
expression for the Bessel function:

K,(z) = 2 sin(nr) (ZF — (7)% v > OW ()2k+l/> (55)

For the massless limit, i.e. 2 =my/—(t — ¢ —i€)2 + |Z — &’|> — 0, only the k = 0 parts of the sum contribute.
Thus one obtains:

mP~2 Kp_2(z —2)In(m - ™ — 2221 z
=2(2) 14 (D - 2)n( )(1_D 21n(z)> 1 )[ 2In(3) 1+232 (22))1

- o 2 2 sin(r 252 F(1——) r(

(56)

One expands the Gamma function as I'(z) = = — vg + O( ) for small z and one uses that I'(z + 1) = 2I'(2).
Lastly, the Taylor series of ul: for z near 0 i IS given by 7 i = 1F 2+ O(2?) and the Taylor series of sin(z)

is given by x 4+ O(x3). This way one obtains:

mP2Kp2(2) 17 1 ,_D-2 (5) LwP=2 N (. D=2 <5> ,_D-2
2578 %2 2w2qD2 2 "\2 2 " 2 '\2 2 ®

_ -1l o e In(2)
=) ot s
-1 m? 1 e . In(2)
= —In(— | - —In(p*(AX)?) + =
47rn(u2> 47rn(,u( +)>+27T+ 27
1

= — - In(u* (AX1)%) + 6% (u).
(57)

Here one added a mass scale p and a condensate ¢ (1) to renormalise the result. ¢2(u) is given by: ¢?(u) =

—ﬁln (’S—;) + e + 11“2(73) As one can calculate the result is independent of the mass scale p, namely:

. 1 —u 2 2
OuA) =y (= o [12(AXL )] ) + 0,02 = 22 222 o, (59)

Thus the result is indeed independent of p. To calculate the energy momentum tensor from this Feynman
propagator one takes a slightly different expansion of the Bessel function [61]:

K, () T1-%)& [ (2)2 (2 1) (3)2F2-D
2 (

+ . 59
Dy.n! 27 (2—L2),n! (59)
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Here the (2 — %)n is the Pochhammer symbol. In this expansion we have a sum with an exponent depending
on the number of dimensions. This dimension is then analytically extended to a complex dimension, where
the function is well defined. Then one analytically extends this complex dimension to a region where the
function is not well-defined. A thorough investigation shows one that this procedure removes all power-law
divergences. Therefore this became known as ’automatic subtraction’ [61]. Thus our two-point function in
D dimensions is given by:

mP=2T(1 - %)

e
(P(x)o(a)) = PV
2
(my/—(t —t' —ie)2 + |7 — 72)° + %(m\/—(t —t — i)+ [T —T)2) + ... (60)
D—-2 D 2
- Z)W%m -3 [+ ;n—D(—(tft’ e+ |77 + ..

It is enough to consider only the first two orders for the purpose of calculating the energy momentum tensor.
This is because one sends ¢ to ¢ and x to z’, which only gives a contribution if one does not have terms
scaling as x — 2’ or t — t'. The energy momentum tensor takes two derivatives and therefore only terms of
second order survive when taking the limit. This will be seen more explicitly in the next subsection.

2.2 Renormalised energy momentum tensor in Minkowski in D dimensions

This section is devoted to calculating the renormalised energy momentum tensor in D dimensions. This is the
simplest calculation of the gravitational 1 loop tadpole. In this section one calculates the averaged +-polarity
energy momentum tensor <le§,> in the context a free scalar field in D-dimensional Minkowski space. One
will argue a bit later that this is enough to know the full energy momentum tensor. The calculation is done
diagrammatically up to 1 loop contributions. The renormalised energy momentum tensor is given by the
dimensionally regularised average energy momentum tensor:

(Ty) = (Oar| T |0a7) 4 counter terms. (61)

The classical energy momentum tensor is defined as:

;. _ =238
SONETYT

which needs to obtain a quantum description. With the free scalar field action in Minkowski space, one thus
gets:

(62)

1 1
T;u/ = u¢au¢ - §nuunaﬂaa¢aﬁ¢ - §m2nul/¢2~

One can make an operator of the energy momentum tensor after quantising the fields ¢. One now wants to
squeeze this between a bra and a ket and use the two-point function to calculate this quantity. However, one
only knows the two-point functions (¢(z)d(x')) and (¢(2')d(z)). One needs two ¢’s to obtain a non-vanishing
result. Usually the two-point function only depends on the difference between the coordinates. One can thus
get rid of the coordinate dependence by taking different space-time points for the different ¢ and taking the
limit where the difference between the space-time points goes to 0. Furthermore, one wants to take the time
ordered product of 9,0, ¢(x)¢p(z"). For this one introduces the special time ordering symbol again. Thus,

one has:

(T5) = Jim, 0,00 (TN = 000 (TR — gmPn, (T3] (63

—z 2

One sees that one only needs the Feynman propagator iA*™ for this contribution to the energy momentum
tensor. Diagrammatically, the propagator is shown on the left in Figure [5| and the energy momentum tensor
is shown on the right in Figure |5 Here the vertex Vﬁ) is the three-leg vertex where one leg is the metric,
and two legs are the scalar field. This vertex is given by the second order variational derivative of the
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(3)
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Figure 5: On the left one sees the ++ propagator, which has been calculated in the previous subsection far.
On the right the expression for the energy momentum tensor is shown. The wiggly line corresponds to the
metric and the solid lines correspond to the scalar field. The red dot denotes the three point vertex V,EE).
One obtains a loop in the diagram because one takes the limit # — z’. In this thesis one only calculates the
energy momentum tensor up to the tadpole order.

2
energy momentum tensor with respect to the scalar field: VM(S) = 65;“5 . One is only interested in the tadpole

contribution and because one has an internal vertex, only (7,) and (T,,,,) contribute. The (T}},) contribution
uses the Feynman propagator iAT+ and the <T#_V> uses the Dyson propagator iA~~. The Dyson propagator
is defined as:

iAE=iAp =iAT" =0t —t')iA™ (z,2") + 0(t' — t)iAT(z,2)). (64)

Using that A~ = [{AT]*, one easily concludes that iA*+ and ¢{A~ are each other’s complex conjugate by
comparing with Equation Because iATT and iA~~ are each other’s complex conjugate, one knows that
(le;> and (T,,) are each other’s complex conjugate. As these are the only contributions to the total energy
momentum tensor up to tadpole order one can always ignore the imaginary part and one can always just
calculate either (Tf,) or (T),,,) to know the complete result.

Handling Equation [63] term by term, starting with the easiest term, using equation [60}

m

R R D
L2, tim (TO@)é@)]) = —n P T (1 - D) . (65)

2 z—a’ 2D 13 2

Then, one considers the first term:

D—2 2 D
. / n T _ m _ 2 m — m — 2
tin, 0,0, (T16()3) = ~20 7T (15 ) 5 = =t (12 5) (60)
One sees that one only gets a non-vanishing contribution by taking a ¢ and a ¢’ derivative or by taking an x

2
and an z’ derivative. This in total gives a factor _2215” and an extra minus sign for the ¢ and ¢’ derivative.
Taking a ¢t and an x derivative will always yield 0 when the limit is taken. This can all be neatly described
using 7,,,. The second term takes the sum because of the Einstein summation convention and therefore gives

a factor D. Thus one obtains for the second term:

—g® Tim 0,0% (TI3()d(a")) =

9D D—-2 D 2
! m F(l— )m

9 MopTi R 2D (67)

D
m D
=Nw—7pL|1-% ).
D3 2

Interestingly, the e from the ie prescription does not contribute to the energy momentum tensor up to order
2 in €, which is of course a required result as the renormalisation should not affect the physics. One sees
that the second and the third term cancel, Equation [65] cancels with Equation [67} Thus with all these terms
combined, one sees that the averaged energy momentum tensor is given by:

mP D
@ = gt (<)
2

()
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To see this one makes use of the property of the gamma function I'(z + 1) = 2I'(2). In dimensional regulariz-
ation one now analytically extends the Dimension D to the complex plane and later one takes the limit back
to D =4 or D = 2. One introduces a mass scale y to make everything dimensionally correct. One also has to
expand 2V as: z¥ = e¥™(*) = 1 4 yln(x). The analytic extension of the dimension to a complex number kills
nearly all divergences that might arise, except divergences scaling as ﬁ divergences. In this case one can
add a cosmological constant counter term to renormalise the result. In this dimension, the Gamma function

can be expanded as:
D—-4 1 D -4
(2P ) = et ()
1

1 D—4
= (-
24 D414 DA ( 2 )

where I'(2) = 271 — 4 + O(2). After expanding the fractions, one obtains:

uD*4m4

D—-4 m? 1 D-4 D—-14 2
1 1 o) (1= - —8 ) .
1672 [ T3 n(m,ﬂﬂ <2 8 > ( 2 ) < D—4 7E) (70)
Working out the brackets then gives the result:
D=dm4 1 1 m? 1 3
TH) = — VH mn “In(— —YE — —
(T} = =uv 6.2 {D 5 <47ru2> g 4}

m* [ pP—? n 11 m? n 1 3
= Nw——s =In| —= —vg — —| .
e | D—a 2 \amp2 ) T2 T
In the last step there is used that the limit of D — 4 to zero is well defined in every term, except the term
with ﬁ. Thus pP~* only multiplies that term.

<T;ru> = Nuv

(71)

In general one wants to renormalise this result. There can be made several choices to renormalise this
result. One of which is the situation in which one considers a quartic term in the Lagrangian £ = —%qﬂ‘* as is
described by Mancha et al. |[61]. For a certain choice of parameters A\, m?2, this gives a Mexican hat potential
with a lowest energy state for which the field has a non-zero expectation value: (¢) = ¢o. This will then lead
Ag

2

to a mass depending on the expectation value of the field: m? = . One can then renormalise this result

by adding a counter-term to the action of the form:
oA
Scr = /de\/—g {—4'¢4] .

For a certain value of d\. This way, one can renormalise the diverging energy momentum tensor of the
Minkowski vacuum. An easier way to renormalise this result is to just add a cosmological constant counter-
term in 4 dimensions:

Ly = / i/ =gA. (72)

To renormalise the result one now needs the cosmological constant to be:
m* P4
T 16n2D -4
This renormalises the 4-dimensional energy momentum tensor. This brings us to the result of the calculation,
the renormalised + energy momentum tensor:

S| m?2 1 3
Ty = S () oy = 2 74
(T e = v 1502 [2 . (M,ﬂ) Tt 4} (74)

Calculating (T/;V>ren would give exactly the same result. There is an underlying reason for this. Namely,

(73)

(Tlﬁ>ren couples to the graviton one-point function g,,,, 4+, which are equal on-shell. Taking an expectation
value of the energy momentum tensor projects it on-shell. Thus all one-point functions, expectation value of
the energy momentum tensors and expectation values of composite operators such as (TW> are independent
of the Keldysh polarities. This is also valid for all energy momentum tensors that will be calculated for

Rindler space.
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3 CALCULATIONS IN RINDLER SPACE

3 Calculations in Rindler space

In this section the Rindler coordinates are introduced and following upon that one can calculate the fields in
Rindler space. With these fields one can determine the Bogoliubov coefficients between the Rindler space-
time and the Minkowski space-time. Then the two-point functions for the naive Rindler vacuum are used
to determine the Feynman propagator and the spectral and statistical function. These functions are useful
to calculate the entropy, because they describe the states of the system and their occupation respectively.
Furthermore, a solution method is devised to solve for the massive propagator. One takes the massless limit
and this two-point function is not equal to previously obtained two-point function. One calls the last obtained
vacuum the Rindler invariant vacuum. Lastly, the positive and negative frequency Wightman functions, the
advanced and retarded propagators for the Rindler invariant vacuum are given as well as the statistical and
the spectral function.

3.1 Definition of the Rindler coordinates

One considers the transformation from Minkowski space to Rindler space given by:

73

x = e—cosh(gr) (75)
g
g€

t= %sinh(gr) (76)

These coordinates describe a uniformly accelerating observer with acceleration g. The metric in these co-
ordinates is written as:

ds® = %95 (—dr? + de?). (77)
With this metric one can calculate the curvature tensors and show that Rindler space is flat. This is done

in Appendix [A] In this subsection the standard procedure for canonical quantisation is described in Rindler
space. If one has the following Lagrangian with corresponding action:

I A A (78)
S = / d*x/—gL (79)

the equation of motion for the massive field is determined by taking the variation of the action with respect
to the field and is given by:

(O -m?)¢

[Jligau(\/—igg“”ay) - m2] ¢ (80)
0.

In Rindler coordinates, using the expression for the metric from Equation or by using the rules for partial
derivatives, see Appendix [B] this is given by:

(O —m?)¢p = [e 290 —92) —m?] ¢ = 0. (81)

3.2 Quantisation of the Rindler fields

In this section the quantisation of the fields in Rindler coordinates is depicted. Because both the massless
case and the massive case could be interesting for our situation, one finds solutions to both the massless and
the massive case. However, the massive field is harder to solve for and will not be calculated directly. This
calculation is done in Subsection 3.8
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For the massless real scalar field, the equation of motion, Equation simply becomes

(0% — 02)¢(,€) = 0. (82)

One can solve this wave equation by using a Fourier transform:

o) = [ Greorh) (53)

Now one quantises the field by introducing a creation and annihilation operator. One also has the requirement
that ¢(7,&) = ¢*(7, ), thus one can impose:

316 = [ Gre™ [6(rka(h) + 0" (rk)al ()] (34)

The second ¢*(7, k) does not depend on —k, because of spatial homogeneity: ¢(7,k) = ¢(7, —k). While the
second operator does depend on —Fk to satisfy ¢ = ¢*. The af,a are the creation and annihilation operator
and they create the Fock basis of the states. The naive Rindler vacuum |0g) is defined as the state annihilated
by all annihilation operators:

a(k) |0r) = 0. (85)

Higher energy states can then be created or annihilated by acting with creation and annihilation operators
respectively:

at (k) |Nw, Njsy..) = V2r /N, + 1|(N + 1), Nj,, .0 (86)
a(k) |Ni, Nj, ...y = V21 /N |(N = D, Nj, .. (87)

where the factor v/ 27 comes from the canonical quantisation. In the canonical quantisation one imposes the
following commutation relations:

[a(k), a' (k)] = 27d(k — &) (88)

[a(k), a(k')] =0 (89)

(@' (k),a' (k)] = 0 (90)

[0(7,€), 7(7,€")] = id( — €) (91)

W(o(r,k), 6" (1, k)) = i. (92)

All other commutators vanish. The last function, W, is called the Wronskian, which was already introduced
in Equation [37] and is defined as:

If one canonically quantised properly, this Wronskian condition is automatically satisfied. This thus serves
as a check on the canonical quantisation. Of course it also works the other way around, one can apply the
Wronskian and check that the commutator between ¢(7, &) and 7(7,£’) gives i0(§ — £’). This method is used
here. Thus inserting Equation [84] into Equation [82) and applying the Wronskian leads to the following system
of equations for ¢(7, k):

(02 +K*)g(r, k) =0 (94)

¢(7_v k)ar¢* (7—7 k) - 87-(;5(7', k)¢*(7_a k) =1 (95)
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To get to the first equation, one must use that e**¢ is an orthonormal basis and thus the integrand should
vanish for every k. Then one uses the fact that the two terms that are remaining are each other’s complex
conjugate and should thus both be satisfied separately to arrive at Equation[04} The first equation is readily
solved by:

O(7,k) = a(k)e™™7 + Bk)e™T, (96)

where w = |k| because of spatial homogeneity. Therefore a(k) = a(—k) and (k) = B(—k) too. The
Wronskian condition then gives:

W (B(7, k), ¢* (7, k) = [alk)e™™T + B(k)e™™] x [iwa*(k)e™T — iwf* (k)e ]
— [iwa(k)e ™7 +iwB(k)e™ ] x [af (k)e™T + B*(k)e 7] (97)
= 2iw|a(k)|* — 2iw|B(k)|?.

Now one defines a(k) = a(k)v2w and B(k) = B(k)v/2w, such that |&(k)|?—|B(k)|>= 1. This is a consequence
of the unitarity of evolution. Any &, 8 that satisfy that condition yield the correct solution, thus one chooses
a simple one where @ = 1 and 8 = 0 [62]. So far, the real massless scalar field in Rindler space is thus given
by:

dk e—le+lkf eiwr—ik£ o
&(r,€) = / QwWa(k) + Wﬁl (%), (98)

after goinrom —k — k in the second term. Now one verifies that this solution satisfies Equation

tells one that the mode function is given by: ¢(7,k) = % From the action one determines

Equation @ —

the canonical momentum:

(;S /__ TT
567¢) g T¢ 8T¢)' (99)
Thus the canonical momentum in this case is given by:
dk _Z'\/oje—iwf-i-ik& i\/aeiwr—ikﬁ
&)= | ——————— (k) + Y———af (k). 100
e = [ GE ) + My (100)

The commutator is then given by:
5 dk' 0 N diar k€K E (A A N ke i€
[o(7,¢ —la(k), a(k)e — [a'(k),a(k")]e

2 2
+ [a(k), af ()] 4 (af (k), af (k)] e2er ke ke
dk/dk/l 27T6(k/ k)e~tREHRE 4 oms(k — k’)eikf—ik’g’]

4 prel (101)
o / dki E,MH ) 4 gik(E=€)
1 2T , ,

= %?[5(5—5)‘?5(5—5)]

=i0(¢ = ¢).

Thus to satisfy all conditions, the massless field and its canonical momentum look like:

e~ iwT k& eiu.m——ik{ . .
oo = [ ZH ¢% k) + < dT(k)} = [ 55 [ otn (k) + o (rmal ] (102)

#ET) = / ;ii [Wa(k) _ W@T(k)} — / %

[ o(r, k)a(k) — e "o (1, k)al (k)] ,
(103)

where one has that the mode function is given by: ¢(7, k) = £ N
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3.3 Two-point function for the naive Rindler vacuum

Now that the fields have been determined in Rindler coordinates, one calculates the vacuum two-point
functions in Rindler coordinates.

(B(,€) (', &)

0 7zw'r+7,k§ ) eiw'rfikg o By 67iw'r'+ik/§' ) k/ eiw"r’fik'ﬁl . k/ .
a(k) + —=——a —a(k) + ——=——a
—onl [ 55 [ 5 | i + it | i) )| 1om)

1

—onl [ 5 [ 55 mwa(lﬂ [%5 uc')] o)

= 1 % [e—iW(T—T’)+ik(§—§’):| (104)

2r ) 2w
0
:i Oo%e—iw(f—r')-&-ik(f—f/)_’_i/ %e—iw(r—‘r')-&-ik(g—fl)
2 Jo 2w 21 J_ o 2w
_ i Tk ik vine-g) | 1 / Ak ikt —ik(e—¢)
2 2% tor ) %

This integral can be done in multiple ways. The easiest way is by taking a derivative first and integrating
later. This is at the cost of an unknown integration constant at the end. This constant will be ignored for
now, but will be determined later, by calculating the two-point function in a different way. One also has to
add a small ie to make the integral convergent, this is also known as the Feynman ie prescription. Using this
derivative trick and adding a small e yields:

S L[ idh gy 1 [ —idk g e
O (p(r,€) (1!, €N)) = — K(r—r')+ik(6—€") | / —Udk _inr—r')—ik(e-¢)

21 Jo 2 271' 2

_ 1 - Ldkefik(‘rfr’fiJrE/fie) + i/ ﬂeqk(r—r%g%’—ie)
or Jo 2 | 27r- 2 | N (105)
— e~ th(T—7'—£+& —ie) e—ik(T—7'+6—¢ —ie)

v [—i(T—T/—ngg'—ie) + —i(T—Turg—g/—ie)L

—1 1 1
T 4m |:T—T/—§+§/—i€+T—T’+§—§/—i€:|.

Integrating this result over 7 then yields the ¢¢ two-point function.
. - 1
(@ o', &) = = Mn(r = 7" =&+ & —ie) + In(r — 7"+ £ = &' —ie) + C]. (106)

With a suitable choice of the integration constant C, one can bring this expression into the form: — %ln { u? A:U2+7 }—l—
¢* (1), where Az? _ = (1 — 7' —ie)? — (£ — ¢')? and ¢?(u) depends on p such that pd,¢*(p) = % Because

one has a minus sign here, one sees that one has high correlations on the light cone and anti-correlations on

large distances. The next two-point function will be the ¢ two-point function:

—sz+1k§ iwT—1ikE =i T ik e 21 dw' T —ik' e
onl [ 55 [ 5 |t + —ali)] [ e (k) + Tt w) | o)
1 idk

V2w 2w’ 2w’

[ —w(T—T’mk(s—s’)}

"o ) 2

) 0 4
_ 1 [Tidk [ ito(r—r") k(6 6)} +/ idk [e—iww—r/)m(s—e)]
27T 0 2 — 0o 2

_ UOO dk [ —l’f(T—T/)Jrik(f—f’)} + /OO dk {e—”’“(T—T’)—i’“(ﬁ—ﬁ/)H .
47 0 0

(107)
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To make this integral convergent, one adds an ie prescription again and then one obtains:

(d(r,O)7(r,€))

i [ e—ik(T—T’—&—i—f/—is) e—ik(T—T’-‘r{—{/—ie) ] o

B G s R o ey s | (108)

1 L,
T drx T—7 -+ —die T—T +E-E —de]’

This result is in accordance with Equation as this two-point function should just be a 7’ derivative of
the first two-point function that was calculated in this subsection. Lastly, one calculates the 77 two-point
function:

(7 (7, )7, €)) = / s sty wie=)]

Am
0 0
:/ dkw [efiw('rf'r/)Jrik(f*f,)} +/ dkw {efiw(v'f'r')w%k({*g)} (109)
o 4m oo 4T
. /Oo dkk [eibr—rreincee] /OO dkk [emiktr=r=ikte=s)]

This has the form of a gamma function when one makes the substitution z = ik(7 — & — 7’ 4+ & — ie) for the
first part and a similar expression for the second part. Using an analytical extension, this integral then gives
I'(2) = 11= 1. Therefore the result is:

e L 1 !
(#(n O, &) = o {w T ) A Campy gy @W} (110)

-1 1 1
T 4m |:(T—T/—£+£/—i6)2+(T—T’+£—£/—i6)2:|.

Again one sees that this should be the correct answer as this is the 7 derivative of the ¢7 two-point function

from Equation

3.4 The propagator in Rindler space

The appealing thing of canonical quantisation is that in this quantisation method the propagator is satisfying
the same differential equation, up to a delta function, as the field, namely:

V=9(@+m?*)ilp (&, &5, 7') =06 = €)o(r — 7). (111)
Where the Feynman propagator is given by:
iDp(r, 67, €)= 0(r = 7) QU (&, 7)O(E, 7') 1) + 6(r — 7) (2S¢, 7)(€, 7) |2) . (112)

In the previous subsection one saw that the two-point function for the naive vacuum was given by: (€| (13(5 , T)é(f L) =
—ﬁln {,u2Axi,} + ¢?(11). Thus the Feynmann propagator is given by:

) 1
ZAF(€7 fl; 7, T/) = 75111 {N’zAX-?-—&-} + ¢)2(u’),
where AX | = — (|7 — 7/|—ie)* + (€ — ¢')2. In Equation [81| there was determined that the Alembertian was
given by:
O =e %07 — 02) (113)

One can apply this Alembertian to Equation The first time derivative is given by:

D€ €57, 7) = (T = ) (QIBEHE, T) 9) — 8" — ) (U HE, T)(E,T) ) (114)
07 = ) (2] 0:9(€, TIHE T 19) + 6 = 7) (2 (€', )0 HE,T) 1)
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The first two terms cancel because of the property d(z — zg) f(x) = d(z — xo) f(xo) and the fact that the

equal time commutator [¢(7,&), ¢(7,¢’)] vanishes. Now, taking the second derivative yields:

FRiLp(€.&im.7) = 37 =) (0] [0-0(6,7). (¢ 7)] |0 (115)

+0(r =) (Q02(6 ML) 10) + 0 — ) (1 S(E, T)020(6,7) 1)
The ¢ derivative only acts on the terms inside the bra’s and ket’s and is therefore easy to write down at once:
Gl p(6.87.7) = 0(r = 7') (] RAE TS ) 19) +0(x" —7) (0] d(E" 7)) 9. (116)

The mass term is just a multiplication, thus adding this all together then yields:

VEIOiAR(E, €T, ) = €29° | —e 72985 (T — ) (Q] [8-9(¢,7), (€, 7)] |9)

+0(r—7") (Q (e 24 (DF = 02)+m*) (&, )&, ) [ +0(r —7) (Q $(¢', 7' ) (e (9 = 02)+m>) (€, 7) IQ>} :
(117)

The last two terms are now zero, when QZ)(T, §) satisfies the equation of motion. The first term depends on
the commutator of [0.¢(x), p(z')], but this is just the equal time commutator between ¢ and m, which in

canonical quantisation was given to be: [#(&',7),0(¢,7)] = —i6(§ — &’). Thus indeed one obtains:
V=gOisp(§,&5m,7") =166 = £)o(r — 7). (118)
Thus with the choice in Equation for the propagator, Equation [111]is automatically satisfied.

3.5 Calculation of the Bogoliubov coefficients

One knows that the choice of coordinates should not be affecting the physics and thus the mode functions in
Rindler should be related to the mode functions from Minkowski space. This is also true for the annihilation
and creation operators. The Bogoliubov coefficients show how the mode functions between two different
(regions of) space-time(s) are related and how the creation and annihilation operator of the two (regions of)
space-times(s) are related. This is also called the Bogoliubov transform. From Figure it is clear that Rindler
space only describes a quarter of Minkowski space. The Rindler R-wedge from Figure [2 is limited by the
past and future Cauchy horizons, which do not have a special meaning for Minkowski observers. This global
difference is responsible for the entanglement entropy that a Minkowski observer perceives when observing
a Rindler vacuum state. This section is devoted to calculating the Bogoliubov coeflicients between Rindler
space and Minkowski space.

Suppose one has the field in a given coordinate system given by

¢($7t) = Zfi(x’t)&i"i'fi*(xat)&gﬁ (119)

where the f;, fi are the mode functions and their complex conjugates and the a;, &;-r are the creation and
annihilation operator. Furthermore, suppose that one has a different coordinate system with mode functions
gj.9; and creation and annihilation operators IA)]', I;;f Now one can relate these two fields to each other by the
Bogoliubov transform which is given by [63]:

9j = Z(ajifi + Biifi)- (120)

K2

Here a;, B4; are the so called Bogoliubov coefficients. The Bogoliubov coefficients o and /3 are given via the
Klein-Gordon norm:

aji = (95, fi)ka, (121)
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Bji = 7(gjafi*)KG> (122)

where the Klein-Gordon norm is given by

(fir9i)kc = —i/ (fiOg; — g;0ufi)d" . (123)

P

Here, ¥; denotes a constant time hyper-surface. This procedure is very similar to creating an orthonormal
basis following the Gram-Schmidt method in linear algebra, but now using a Hilbert space with an inner
product defined by the Klein-Gordon norm. One can easily derive some properties of the Klein-Gordon norm
using this definition:

ai; = (fi,9)ka = —(fi» 9 ke = (95, fi) ke = i (124)
B =—(fi9)) ke = (i 95) ke = —(9;, [ ) ke = Bji (125)

From this it is clear that a;; and §;; are Hermitian matrices. Calculating the Klein-Gordon norm is usually
long and therefore often one sees a shortcut being used in the calculation of the Bogoliubov coefficients. That
also happens in this thesis. One can also relate the annihilation and creation operator via these coefficients:

b= (i — Bjal). (126)

This directly shows the most known result from Bogoliubov transformations that spaces that appear empty
for one observer could be filled with particles for another observer. This is because the annihilation operator
in one system is expressed in the creation operator of the other system in a Bogoliubov transform.

The massless fields (]B in the different coordinate systems were given by Equations

bt z) = / dk [Mz}(kwwéf(k)} (127)

o | Vow V2w
) e—iwTHikE eiwT—ikg

As w = |k| in the massless case, it is convenient to split the integral in a part from 0 to oo and a part from 0
to —oo. Doing this and transforming & — —k for the integrals from 0 to —oo yields the following expression
for the fields:

é(x’t) :/ 5 Cf]/fﬂ[i)(k)efik(tfm) + ZA)T(k)eJrik(tfz) + IA)(*k)efik(H»w) +[;T(,k)6+ik(t+$)] (129)
0 Y

¢Z(§7T) :/ 5 d\/kﬂ[&(k)e—ik(r—f) +&T(k)e+ik(r—£) +d(_k)e—ik(r+£) +&T(_k>e+ik(r+€)]. (130)
0 T

In the rest of this thesis one denotes the Minkowski annihilation and creation operator by I;, I;T, while the
Rindler creation and annihilation operator are denoted with @ and af. The splitting of the integrals makes
it easier to distinguish the left moving parts from the right moving parts. To abbreviate the notation, one
introduces the following notation for the mode functions:

efik(tfm) efik(ter) (131)
fk - m y 9k = m )
—ik(T—=&) —ik(T4E)

By = & = © (132)

\/ﬁ 7.7k3: \/ﬂ
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There can be concluded that fr and hj describe the right moving waves and g, and ji describe the left
moving waves and that the left and right moving waves decouple entirely in the sense of the Klein-Gordon
norm, namely:

(fr, i) xka = —(ff, fi) ke = 2m0(k — k') (133)
(9rs 91 ) kG = — (95 9k ) kG = 210 (k — k') (134)
(fis fe ke = (95> 9 ) ke = (frs 91 ) kG = (fr, 91 ) kG =0 (135)

This is shown in Appendix [C]
The specific form of the mode functions gives a reason to go to the following coordinate systems:

a=t—xz,0=t+ux (136)
for Minkowski and
u=1—-&uv=T1+E, (137)

for Rindler. Because the Hamiltonian in Minkowski is separable in a left moving part and a right moving
part, one can equate the right moving and left moving parts separately. So, according to the Bogoliubov
transform one now knows [63]

e—ik: u 0
= T /0 dklor fi + Buorf) (138)
efik'v S
. — | dklerngr + owngy 139
Jr NeTT /o lexkgr + Ok kIr) (139)
e—ik’ﬁ 0 . .
for = V2K :/0 dk[age b — B hi] (140)
e—zk:/'D oo . -
gk = W = A dk[ekk/]k - O-kk/]k] (141)

Now one can use these expressions on the right moving part of the Minkowski field:

o0 dk/ ~ R . o0 dkl/\ oo . .
| G+ 600 g = [ G0 [ dbageh ~ fushi) (142)
0 m 0 Q 0
> dk, NN > * *
0o 2m 0

But one knows that this should be equal to the right moving part in Rindler space, thus this should be equal
to

< dk . .
Srige(7.€) = [ SElalihe + ! (k)b (144)
0
Comparing these two equations one reads off that
(k) = [k b)age — 5 ()57 ) (143)
0
af (k) = / Ak (6T (ko — b(k") o] (146)
0
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Similarly one finds for the Minkowski operators:

B%U—AW%WM%w+ﬁ%W%L (147)

kU=AmﬂMWM%%+MmmM. (148)

Now one applies the same procedure to our expressions for right moving parts of the mode functions from

Equations and
dt 1 —iku 7 ik CdE 1 ~ —ik’u ~ ik’ u
[ et e = [T e @t

Multiplying both sides with [*°_du ¢’?", and using the fact that:

du ;
i(p—k)u __ _ 1
/ 5.-¢ =d(p—k). (150)

With this one gets on the right-hand side the following:

- OOLMQL " oalk / at (k' ZQL&
th‘,yé 3 7 O~ PIalk) + 0 +p)al (k)] = —Zap), (151)

since p > 0. After bringing the factor in front of a(p) to the left-hand side, Equation becomes:
dk ‘/ o ~ P
/ / (k)eutPe 4 bl (k)ethetivn] = a(p). (152)
Combining this result with the form that the annihilation operator should have in Rindler, Equation

amlmMWM@kEW»ﬁL (153)

allows one to just read of the Bogoliubov transformation coefficients. These are given by:

. p AU ipu—ka
a”’“:\/;/_oo% (pu—ki) (154)
g = — \/5 / *du itk (155)
P kJ_o 2w

Following this same procedure, one can also read off the Bogoliubov transformation coefficients for the left

mo\/ing part. These are gi\/en by
dv ei(pv—kv 56
crk \/;/ 2 (pv—k?) (1 )

p dv i(pv+kv)
T . 157
Pk \/; ~/;OO 2T € ( )

These integrals can be evaluated and the result for the integral appearing in the aj, Bogoliubov coefficient
is given by, see Appendix [D

and

and

"Oduz % g - —ip
(pu—ka) — ) 0(—). 158
| gretnin — 22 (@) FrE) (158)

—00

29
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The other integrals have similar results and thus one obtains the following Bogoliubov coefficients:

pm .
pezs g in_ ip
_ |2 IV (= 159
o= [P0y (159)
pe % g i ip
- _ /E EAY N 160
b= Lo (D) (160)
pe¥ g i ip
_[Per gy 161
=[P (161)
pe % g i ip
= —/= =)o I'(—). 162
o= Lo Er() (162)
With these results, one concludes that
Qpk = €pl; = —e%ﬁpk = —e%opk. (163)

These Bogoliubov coeflicients have to satisfy certain conditions for them to be the correct transformation.
According to Equations and one has:

D :/ dk (o fro + Brrfr)
0
= [ (aw | [ avleguny = a4 i | [ ety = ) ) (164)
0 0 0

= / dp (hp [/ dkay ko, — kakﬁgk} + h, [/ dkBrrkpr — ak'kﬁpk]> :
0 0 0

As this needs to be equal to the original mode function again, one has the following two constraints on the
Bogoliubov coefficients:

Cl = / dk (ak/ka;k - ﬁk’kﬂ;k) = (5(]7 - kl) (165)
0

Cg = / dk (ﬁk/kozpk — ak/kﬁpk) =0. (166)
0

The second constraint, called Cs, is easily checked as:

k'x pr

> & [k'e” 29 g ' ik’ pe g ip ip

= k ’ — QU = k|—1/— =)o I'| — = e[ =

C /0 dk [Brwpk = ] /0 d l k 2mg (k) (g)] [\/;27@(16) g
k' m pr

[k ez g ' [k pe 2 g in_ (ip

_ ~ AL N _ | har( £

[ k 27Tg(k) (g)] l \/;271’9 (k) g

1 o [k'p g, iwte) (iK' ip (' —p)m (=)

e — (= g I'(— T — 29— 29 . 1
(27rg)2/o Y 5z ) ( g ) (g ‘ ‘ (167)

Now one only looks at the k integral: ~ g
/ e (168)
0

o

k
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o dk . —i(p+k’) “In(k) {2t
One can make a substitution here. Let 2 = In(k), then dx = 5. If one then writes k™~ ¢ =e g .
The boundaries will change accordingly to —co to co. One can now see that the k part of the integral
simplifies to:
© dk i+ o —i(ptk)a
—k 9 :/ dr e 9
/0 2 - (169)

= 2mgd(p + k'),

x

where again Equation was used after changing variables to y = E Together with the property of the
Gamma function:
7r

IT(bi)|?= T'(bi)[(—bi) = b simh(nb)’ (170)

one obtains:

1 itk (k' ip (k' —p)m (=k")m

C _ k/pg g T (> T <> (e 29 —e 29 > ) p+ kl

2= 5V g p ( )
7 T . pT , . ,

= — p—— 9sinh | — | § k) =1id k') =0. 171

Znggsmh(%) sin <g> (p+ k) =id(p+k) (171)

The last step is made by realizing that both p and k should be greater than 0 and thus the delta function
cannot be satisfied. Thus the second constraint is satisfied. One denotes the first constraint with C;:

Cy = / dk (oo, — BrrkBo)
0

_/Oodk Ee%(g)ﬁr i’ Be%(g)ipp —ip
—Jo k 2mg 'k g k2mg g

™

k'm j2
ke 29 g ' _ [ik pe 2 g —ip —ip
J— — J— —_ g F R — —_ — g F —_—
[ k 2mg (k) <g )] [ \/;27rg (k) g

ik’ —ip
> \/k’pr(?)r( 9 ) g i =p [ Glipm G ap)
= dk = 29 — . 172
/0 Z rg)? (k) g e 29 e ¢ (172)

The same form of integral is appearing here and therefore one obtains:

i(k! —p s s ' ip)m ! {p)m
Cy = 1 k/ngg)F <Zk> r <2p> (e(k o 6—(k Er ) 5(k' —p). (173)
2mg g g

Applying f(x)d(x — x9) = f(x0)d(x — x0), yields two times a sine hyperbolic from the term in the brackets.
The gamma functions again give a 1 over sine hyperbolic and a factor of g, thus one obtains:

_ 2mg 1

. pm ’ /
= —_— —_— — = — . 1
o Qngpsinh(p—gﬂ)Slnh( ; )O(K" —p) = (K" —p) (174)

Thus the found Bogoliubov coefficients indeed satisfy the constraints.

3.6 Calculation of the two-point function for the naive Rindler vacuum

In the last subsection, the field was split in a left moving and a right moving part. To be sure that this is
correct, one calculates its value again and compares it to the previously obtained result from [106 Then one
determines the undetermined constant and one works out the ie prescription using the principal sheet of the
logarithm. This prescription will give rise to the statistical and spectral function which will be described in
the next subsection.
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One defines the naive vacuum of Rindler space by
a(k)|0R) =0, (175)

for all values of k. The two-point function for the Rindler vacuum is then given by:

- <k [ dk 1

0 ,T)O(E 7Y |0R) = (0 / */ o x

(Or|o(¢ ‘)¢(§ ) |0R) ‘< Rl o 2o 27 2VER | (176)
&(k)e_lk("—_f) n &T(k)e“k(T_f) + d(—k)e_Zk(T+£) + dT(_k)e-Hk(T-l-f)] X

AR ) ) Gl e € g Gk e D Gl (ke T o)

Because one is dealing with the Rindler vacuum here, one only wants af to the right and @ to the left. One
also assumes orthonormal states (Og|a(k)af(k')|0g) = 276(k — k’). Additionally, since in the splitting all
momenta are greater than zero, k > 0, only a few terms remain in the entire product, namely:

(Ol d(&,7) 7')|0r) =
dk/ 1 N -7,/ ! 4
OR‘/ / (k)&T(k/)efzk(‘rfﬁ)ezk (r'=¢")
27 2v kk’ (177)
+ a(—k)al (=K )e HF e ik (7' +¢') 0g)
[T dk —ik(r—r —E+€)) | —ik(r—T'+E—€)
- /0 Ark {6 e } ’

where one goes from the second line to the third line with the orthonormality of the states. It is neat to go to
the coordinates u, v in Rindler and u, v in Minkowski as they are easily expressed into each other. Namely:

1 1 1
i =t—x==e%(sinh(gr) — cosh(gr)) = —=eE=T) = _ =94, (178)
g g g
5 L oot (si Lotoermy = 1 1ogw
v=t+ax= Eeg (sinh(g7) + cosh(g7)) = 56 g = —|—§eg . (179)
Thus one transforms our 2 point function according to:
/OO dk —’Lk:(T—T/—g-‘r{l) _ /OO dk —Zk(u—u/)
0 47k 0 47Tk'
oo . —
_ / Ak ik in(—ga) =i in(—gu') (180)
0 Ik €

B /°° dk (ﬂ ) N

Jo Armk \a'/)
This integral has a singularity at 0, however this singularity in the two-point function indicates that there is no
Lorentz-invariant vacuum. The physical procedure to regulate this result would be to put the theory in a finite
box. Instead of solving the integral over k, one replaces the integral with a discrete sum: [ % — % ZZO:_ .
However, usually sums are pretty hard to solve. Doing the sum would give a divergence as A\jIn(L), regular
terms, and terms of order O (%) One could also introduce an IR momentum cut-off §. Then one would
obtain a divergence as Asln(d). Then, one finds that Ay = —X\, if one sets L = 27“. Thus, these two ways

of regulating the result give the same answer up to terms of order O (%) . Therefore one introduces an IR
momentum cut-off delta here.

Realising that in these coordinates our integral has the same form as an upper incomplete gamma function

I‘(s,x):/ t et (181)
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where one introduces a small imaginary part, ie to ensure convergence. This yields:

li —ik(u—u'—ie) _ LmT . A ]
550 5 47Tke 47 530 (0,(u = v’ = i€)9)

In this limit, the gamma function can be expanded to give a more explicit form in terms of § and yields:

(sliglOF(O, i(u—u' —i€)d) = éi_r)r(l)(—’yE —1In(6) — In[i(u — v’ —ie)]) (182)

where vg the Euler-Mascheroni constant. Also adding the left moving part yields:

o0 . ’ ./ 1
fim [T ko =i) L 10, i(o — of — ie')o)
§—0J)s Amk 4 50 (183)
_ 1 . . ;o
- gli%( vE — In(6) — Infi(v — v — ie")]).

Adding up Equations now yields the final expression for the two-point function. This result diverges
as the IR momentum cut-off goes to 0. One adds a scalar phi? condensate depending on u to absorb this
infinity. An Unruh detector will know about the infinity of the condensate. For the reader unfamiliar with
the concept of an Unruh detector, there is an explanation and an example of this concept in Section [6]
Furthermore one has to consider the principal sheet to get a unique result for the complex logarithnﬂ The
Euler-Mascheroni constant is absorbed in the condensate. This condensate ensures that all the physical
observables do not have a pu dependence. Thus the expression becomes:

<OR| (Z)(fv T)é(glv Tl) |OR>
= —iln (pi(u —u' —i€)) — iln (pi(v — v —ie)) + ¢*(p)

= — I (AT — e — AE])) — -In (AT — e + AL]) + 67()

= L (12 (a7 - 97 + A€%)) + 620

(184)

Here, and in the rest of this thesis, A7 = 7 — 7/ and A{ = £ — £'. Here the condensate is given by
&*(p) = ﬁ [727E —In (%)} . Just as in the previous Section, it is clear that this solution is independent of
. Namely:

-2 2
2 2 _

10 (OR| $(6, TS, ) 0r) = =2 4+ £ =

(185)
One can also see from Equation that this solution does not respect all the Rindler isometries. The
explicit form of the Rindler Killing vectors is given in Appendix [E] This will become more apparent when
one analyses the massive Rindler field. This result can be coordinate transformed to Minkowski coordinates

1One uses the principal sheet to get an expression for the complex part of the two-point function. For this one takes the
complex logarithm In(z) = In(|z|) + ¢Arg(z) with its argument taking values in (—m, 7), with a branch cut on the negative axis.
The argument of z will be 7 for values z = —a + ie and —m for values z = a — i€ for a > 0 and € > 0. The calculation then goes
as:

(Or| 66, )H(E, ") [0R) = —ﬁln (wi(u — v’ —i€)) - ﬁln (wi(v =" — i) + 6% (n)

O(u—u')  0(u —u) 1 , (v —v'") O —v)
gt Y - —o—+ —
I (52l — o — o'[)) — & [0(u — o) — 0(u’ — w) + 00 — v') — 00" — )] + $*(n)

+ ¢%(w)

1 i
T 4rm 7 8
= —iln (?|AT? — Ag?)) — é [B(AT — AE) — O(AE — AT) + 0(AT + AE) — O(—AT — AE)] + ¢2(1).

It is not obvious from this expression, but one will see later that this only takes non vanishing values inside the light cone. This
shows that our 2D theory is strongly interacting, because normally this would only be non-zero exactly on the light cone.
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using the inverse of Equation [178 This yields:

<0R| gf;(:l), t)qg(gj/, t/) |OR>
— —iln (1P (u— ' —ie) (v — v —i€)] + ¢*(n)

= —ﬁln {‘g‘j <ln (g) —i—ig€> (1n (;) - z‘ge)] + ¢%(1) (186)
= —iln {gi (hﬂ (;:fc,) +i96> (111 (;j:i,) - ige)] + % (1)

The principal sheet can again be used to determine the complex part of this expressioﬂﬂ

3.7 The Feynman propagator and the Wightman functions in the naive Rindler
vacuum

In subsection the two-point function was calculated, Equation [I84] In this section one uses this to write
down the Feynman propagator for the naive Rindler vacuum. Moreover, the spectral function, the statistical
function, the advanced propagator, and the retarded propagator are determined for the naive Rindler vacuum.

Firstly, the Feynman propagator is defined as [57]:

iAp(T,6 7, 8) = (T[p(&, 7)p(&, 7))
— (€, T)BE, ) + O — 7) (D€, ), ) (187)
— T/)iA+(T, & 7'/,5/) + 9(7" —7)IAT(1,&; T, 5/)

The iA* are called the Wightman functions. The Wightman functions have to satisfy [iA*]" = iAT. In
Equation [I84} .
(Orl 6(&, 7)o, ) [0R) = —-In (u* [~(AT —i€)* + AE?]) + ¢* (). (188)

One can see that an exchange of £, 7 with &, 7/ is the same as taking a complex conjugate. Thus the complex
conjugation condition is satisfied. From this one can easily write down the Feynman propagator to be:

(i) = — ot (2 [ (A7)0 + A€%) ) + 6%()

i (189)
2 2 2
= _Eln (M AX++) + ¢7 (1),
where AX?, = — (|A7|—ie)® + A2 The spectral function is defined as the difference between the two
Wightman functions. The spectral function then describes the causal behaviour of the system. The spectral
function records which states are available in the system, but does not tell which states are occupied. From
the definition of the spectral function it is clear that it equals two times the complex part of the two-point
function. The footnotes on the previous page calculated the complex part of the two-point functions in terms
of f-functions. Thus the spectral function is given by:

IA(T, &7 ) = AT (€, T ) —iAT(E T T)

i (190)
= — 1 [0(AT — A§) — 6(AE — A7) + 0(Ar + A) — 6(-AT — A9

2Transforming the §-functions from the previous expression one obtains:
’ 1 a’ —/ —
Ou—u')=0(-In| — =0(a' —a) =6(Azx — At).
g u
In the second step there is used that the logarithm is a strictly increasing function. This can be done in the same way for all

O-functions. Thus one gets the same form of #-functions in Minkowski coordinates, thus one again concludes that the result is
only non-vanishing inside the light cone.
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It seems that the spectral function has support outside of the light cone, which would be non-physical.
However, one can show that this is equal to, see Appendix [F}

iA(T, 6,7, ¢) = [ (AT)Q(AT2 — Af2) — 9(—AT)9(AT2 — A{Q)] . (191)

From this form it is very clear that the spectral function has support only inside the light cone. This is still
quite a difference with a 4-dimensional theory where the spectral function only has non-zero values exactly on
the light cone. Therefore, 2-dimensional theories are strongly interacting, contrary to 4-dimensional theories.
From the spectral function one obtains the retarded and the advanced propagators as:

A"(1,&,7,8) = —0(AT)iA(T, &, 7', &), (192)
iAY(1,&,7,&) = 0(—AT)IA(T, &, 7', €. (193)

Moreover, one can define the statistical function (or Hadamard) as [57]:

Fir &7, €) = SGAY(r &7, €) +ib~(r,67,€)

1 (194)
= — [P (AT — AS)| + 6% ()

The statistical function tells one how the states are populated and is later used to calculate the entropy
of the system. From the definition one also sees that the statistical function encapsulates the real part of
the two-point function, because the positive and the negative Wightman functions are each other’s complex
conjugate.

3.8 Canonical quantisation of a massive real scalar field in Rindler space

The canonical quantisation of a massive real scalar field in Rindler yields quite some problems, therefore one
takes a shortcut. In a maximally symmetric space, there exists a special state that is invariant under all
Rindler isometries. This means that there exists a state for which the two-point function only depends on the
invariant geodesic distance. An example where they use this in de Sitter space is given in [64]. The equation
of motion for the propagator then reduces to an ordinary differential equation and can then be solved.

A flat D-dimensional space-time can be embedded in a D-dimensional space, which is not generally true
for curved space-times. Thus one can take D-dimensional Minkowski as the embedding space and calculate
the invariant distance of the embedding space. The invariant geodesic distance in Rindler space, should
then just be the coordinate transformed invariant distance from Minkowski space. The invariant distance in
Minkowski space can be calculated to be:

Ta,ta 2 dx 2
l(.l?l,l‘g,tl,tg):/ \/—dt2+dx2:/ dty| —1+ (dt) ) (195)
T t1

1,61

Applying the Euler-Lagrange equation yields:

d dz
T % =0. (196)
14+ (dl)
This equation can be integrated and then & S¢ can be isolated. This ylelds = constant. Applying the initial

conditions to this, one finds that x(t) = =72 (t —t2) +z2. Inserting this back into W gives one the invariant
distance expressed in Minkowski coordmates

l($17$2,t17t2 / dt\/ 14+ $1$2>
t1 — 1o
r1 — T2 2
= (ty — 1t -1
(t2 1) + ( . >

= \/ tl — t2 (.’El — $2)2.

(197)
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Transforming [? to Rindler coordinates using gives the following expression for the squared invariant
geodesic distance:

(w1, m2,t1,t2) = —(t1 — t2)* + (1 — 22)?

e9¢1 e962 2 e91 e962 2
S ( sinh(gm) — sinh(gn)) + ( cosh(gry) — cosh(gn))
g g g g

1
=5 {629& + €29%2 — 92¢9(&1+82) cosh (g (1 — 7'2))}
=71, 82,71, T2).

(198)

This 7(&1, &2, 71, 72) describes the invariant distance squared in Rindler space. Now, one assumes the propag-
ator to be a function of this invariant distance iA (&1, &2, 71, 72) = iA(r), while letting it satisfy the homogen-
eous differential equation for the propagator:

(e72#(0F — 02) — m?)ir €, €37, 7) = 0. (199)

Later, one imposes an ie prescription and a separation in positive and negative frequency Wightman func-
tions such that one gets a two-dimensional delta function on the right-hand side of this equation instead.
Transforming this equation to an equation that only depends on the invariant distance:

or 0 2 / 0
— = _ _Z:9E+)ginh — ) = 9
0~ 97 or ge sinh (g(7 — 7)) 5 (200)
Or 9 _ 12 agc _ 2 gete) m| 2
=——= |- - - h — —. 201
O € or {ge ge cosh(g(t — 7)) o (201)
These first order derivatives lead to the following second order derivatives:
2= 2 [ 2o ot 2
= —2629(5+5/)cosh(g(7 — 7"))*a + 4 29+ ) ginp? (g(r — T’))—62 (202)
or  g? or?
0 2 2 / 0
02 = — [(e%5 — 29+ D eosh(g(t — 7/ ) ]
o [2 2 : ? 92
— (46298 _ 909(6+E") 20298 _ Z09(8+€) osh — . 2
[ e e } Ew + ge ge cosh(g(r —7")) 52 (203)

This does not look to promising yet, however when considering the whole differential operator, this simplifies
neatly:

67295(83 —02) = e ¢ ({269(5+5/)cosh(g(7 — 7)) + 429 — 29+ ) cosh(g(r — 7'/))- g
I or

4 / 4 4 /
+ [g2€2g(£+£ Jsinh?(g(t — 7')) + 9—26495 + 9—2629(5+5 )sinh?(g(T — 7'))

2
— éeﬂ’(?’@rf/)cosh(g(T ) 8) (204)

9 | or2
8 4 2g¢ 8 {:+£’ / 82

= 45 + [926 9 — g—zeg( Jcosh(g(T — 7')) 2
0 o

=4—+4r—.
ar o
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Since all the dependence on 7 and £ is gone, this is a good sign that this is indeed the correct invariant
geodesic distance. Thus the new differential equation that the propagator has to satisfy is:
0 0?

4— +4r— —m? ) iA(r) = 0. 205

( or + or? ) (r) (205)
This equation can be written in the Bessel differential equation by making the substitution s = m+/r. Here
s is the dimensionless invariant distance. This substitution yields

d ds d d 2 d

4 _dsa _ m a _ma (206)

dr drds 2yrds 2sds

This changes the differential equation into:

d d? m? d 52 (m* d? m* d
A= pdr— —m? )iA(r) = (A—— +4— (== - ) —m? ) iA(s) =0. 207
( dr + e )Z (r) ( 2s ds * m2 (452 ds?  4s3 ds) m )Z () (207)
Simplifying these terms, then exactly yields the Bessel equation:
1
<d§ +<ds - 1) iA(s) = 0. (208)

The solutions to this equation are given by the modified Bessel functions of the first and the second kind,
Iy(s), Ko(s). Thus, the result of our propagator is given by:

iA(my/r) = Aly(m+/r) + BKo(my/T). (209)

Now one still needs to apply boundary conditions in order to arrive at a solution without integration constants.
First of all, one notices that A incorporates non-physical correlations as the Bessel I function goes to infinity
as the invariant distance goes to infinity. Even though, correlations could be found at large distances, these
are a result of the field being highly excited. There are no signals travelling to places outside the light
cone and therefore one can set A = 0. Secondly, one needs to impose an ie prescription. This does not
appear via this method as one skips doing all the integrals. The ¢e-prescription is uniquely determined by
the J-function source on the right hands side of the propagator equation, Equation by the form of the
Feynman propagator in terms of the Wightman functions, and by using the fact that the positive and negative
frequency Wightman functions are the homogeneous solutions to the propagator equation. One imposes the
ie prescription by subtracting the ie from A7. One verifies later that this is the correct ie prescription. Lastly,
to determine the constant B one requires the mass to 0 limit of this expression to be equal to the massless
Minkowski limit of Equation 58] from Section[2} For small arguments, one can expand the Bessel function as:

Ko(z) = =8 — ln(g) + O(2).

As the argument of the Bessel function goes to zero as the mass goes to 0, one obtains (including the ie
prescription):

K, (ZW\/COSh(gAf) — cosh(g(AT — le)))

= 45 —In(m) —In (219\/2e9<T5> V/cosh(gA¢) — cosh(g(Ar ie”) (210)

m2 1 /_1,2 ’
=y — =In <u2> — 5111 <2feg(ngg ) [cosh(gAE) — cosh(g(AT — ze))])

1
2
1 m? 1 2 2

where in the last step one recognised the invariant distance squared (AX)? = ﬁeg(&f/) [cosh(gA&) — cosh(gAT — ige)]
from Equation [T98 up to the imposed ie prescription. Thus one knows that this is equal to the massless
Minkowski limit, Equation if B = 5=. Thus one knows that B = --

2m " 27
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3 CALCULATIONS IN RINDLER SPACE

One obtains the Feynman propagator from this by changing A7 — |A7|. This encapsulates how the
positive and negative frequency Wightman functions, which are each other’s complex conjugate, add up.

IARRLm (M) = %KO <m V2e9(6+¢) \/cosh(gA€) — COSh(9|AT|—i9€)>
= 21 {9 (AT)K, ( vV 2e9(E+€) \ /cosh(gAE) — cosh(gAT — zge))

™

+6(—AT)Ky ( V/ 2e9(E+€) \ /cosh(gAE) — cosh(gAT Jrzge))}

= G(AT)ZAZFL(TJS-T &) +0(=AT)iAL (7€) ) )
= O(AT) (Ort| G (7, )P (7', €") |Or1) + O(—AT) (Ort| G (7', ") (7, ) [Or1)

where qgm is the quantised field for a massive scalar field and the subscript RI is used to denote the invariant
Rindler vacuum. Now one can read off the positive and negative Wightman for the massive scalar field
function. One of course needs to have that the advanced propagator is complex conjugate of the retarded
propagator, which is automatically satisfied in this way. Then one wants to compare the massless two-point
function to the massless limit of the massive two-point function, in other words, Equation 211] with Equation
LS9

(211)

1
iAp(E, T8, T) = —Eln (WPAXT ) + 6% (p)

One has to work out the imaginary part of the massless limit of the massive Feynman propagator using the
principal sheet of the complex logarithm. One starts with the ie prescription from the positive frequency
Wightman function:

eIBT(1 —ieg) + e 927 (1 + ieg)

cosh(g(AT —ie)) = 5

= cosh(gAT) — iegsinh(gAT)

yields:

. n “~ / / ]_ ]_ eg(§+€,)
nllr—rgo <0RI| ¢m(€77)¢m,(€ , T ) |0RI> = % —YE — ln(m) - iln 292

— %ln [cosh(gAE) — cosh(gAT) + iEQSinh(QAT)]] (212)

m2 2
= % {—VE - %ln (MQ> — g({ +&)+ %ln ('32) — %ln(|cosh(gA§) — cosh(gAT)]|)

— T [0(AT)0AT — AE) - 6(-AT)0(AT? - MQ)]] |

Where in the last step, one uses the fact that the cosh-function is a symmetric increasing function of its
argument therefore one can transform the theta functions to the difference of the squares. From this one can
already calculate the spectral function for the Rindler invariant vacuum state. This spectral function is only
non-zero inside the light-cone with a value of :I:% by:

iARIm 0(T, 67, €)= —% [0(AT)O(AT? — AE%) — O(—AT)O(AT? — AL)]. (213)

The spectral function for this state does not resemble the spectral function of the massless case: Equation
190

iA(1, &7, ¢ = 7% [O(AT — AE) — (AL — AT) + 0(AT + AL) — 0(—AT — AE)]. (214)

However it can be shown that these combinations of f-functions are the same. This is done in Appendix [F]
The statistical function of the Rindler invariant vacuum is g‘iven by:

2 2
FRI,m ~>0(7—7£;717£/) = % |: YE — %ln <TZ ) - 7(5 +€ ) (l.;2> - %h’l(|COSh(gAf) - COSh(gAT)D
(215)
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3 CALCULATIONS IN RINDLER SPACE

In Appendix [F] it is shown that in the limit where the coordinates are small, these statistical functions are
equal. This is not particularly surprising, as for small values of the coordinates, everything will be in close
approximation to the light cone. Close to the light cone, as m?AX?||1, one sees that the Rindler invariant
distance reduces to —A7? + A£2. Therefore, one expects that the two solitions coincide close enough to the
light cone. From this and the fact that iA™ = [{A~]*, one calculates the Feynman propagator to be:

lim ‘AR, o= 1 |:_'YE - lln (mj) -2+ + lln (ME) - 1ln (|cosh(gA&) — cosh(gAT)|)
m —0 ’ 2 2 1 2 g 2 (216)

O(AT)? + 0(—AT)? — 20(AT)0(—AT)] (AT — A§2)] .

One easily sees from this that the Feynman propagator has no imaginary part in the coincident limit, the
limit where ¢ — ¢’. By comparing Equation with Equation [216] one sees that the Feynman propagators
for the different states are not equal, even though their contribution to the energy momentum tensor are
both 0, as will be seen later. This raises the question how large the space of all states is in Rindler space
that yield a vanishing contribution to the energy momentum tensor. In other words, how degenerate is the
vacuum state in Rindler space. One comes back to this question later. One first has to deal with the formally
divergent two-point function for the Rindler invariant vacuum. In the vacuum that was picked, the limit
m — 0 is singular. So one needs to regulate this vacuum. This is an important difference between the two
states. In the naive Rindler vacuum one can remove the IR modes by introducing an IR momentum cut-off
0. This is not possible in the Rindler invariant vacuum.

Introducing a condensate in Equation [216]
L 1 ,
Jim iRy 0 = =10 (47 [cosh(9AE) — cosh(g|Ar|—ige)]) + ¢*(&, €', ). (217)

where the condensate is given by:
1 m? g
2 ! e _ A AN
(&€ p) = QW[ e ln(HQ) 2(E+¢) - (ﬂg)} (218)

This condensate is spatially dependent. This is an interesting result. Moreover it seems to be impossible to
write the condensate as a scalar condensate. As already remarked before, this condensate does not contribute
to the energy momentum tensor because of its linear dependence on £ and &'. Furthermore, one sees that
this condensate does not depend on the time coordinates and does therefore not contribute to the entropy
as will be seen in Section [l Further remarks and conclusions will be made in the discussion, Section [7} In
addition, one could add homogeneous solutions to the massless limit of the massive Feynman propagator in
Equation There are many possible homogeneous solutions to the massless equation. For example one
could subtract the massless solution from this solution and one would get the ratio of the invariant distance
and the naive distance in Rindler space. This specific choice would cancel the Hadamard singularity.

Lastly, one calculates the retarded and advanced propagators. From the spectral function in Equation
213| one can immediately write down the advanced and the retarded propagator, which only depend on the
part coming from the ie prescription and not from the homogeneous solution. The advanced and retarded
propagator for the massless limit of the massive case are given by:

m—r ’
m— ’
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4 QUANTUM BACK REACTION

4 Quantum back reaction

As was seen in Section [3] the massless propagator and the massless limit of the massive propagator are not
equal, therefore it appears that the Rindler vacuum is not unique. To see what the true vacuum is, one
needs to look at the state with the lowest energy. To solve this one can calculate the energy momentum
tensor of both vacua. Furthermore, one calculates the energy momentum tensor to see whether back reaction
becomes applicable in this thesis. In the introduction it was explained how the energy momentum tensor
looked diagrammatically, right part of Figure |5, From this one concluded that up to tadpole order the only
contributions, (7},,) and <T;,>, were each other’s complex conjugates. Thus one only needed to calculate
one of them, and one could ignore the imaginary parts. As a side remark, in this specific case the (le) and
the (7,,,) have an imaginary part that already drops out in the limit where x — 2’ for both contributions

separately. For the interested reader, this is shown in Appendix [G]

4.1 Energy momentum tensor for the naive Rindler vacuum

For the massless case in curved spacetime one has, as already seen from Equation

(15) = Jim, |0,0, (T ~ 300005 (TI3(2))
@ : (221)
— lim, (0,00 (T16)5")) ~ Jawe (~0,0; +0:0,) (T I €) |

When one is only calculating (T'%)), only the Feynman propagator is relevant. Recalling from Equation m

N2

that the Feynman propagator of the naive Rindler vacuum was given by:

b

(e, ) =0(a7) |- £

In (u® [~ (AT —ie)® + AE%]) + ¢2(,u)}
+O(—AT) {4177111 (142 [~ (A7 +i6)? + AE2]) + ¢ (u)] (222)
= on (4 [~(1A7] i) + AE]) + 67 ()

As argued, one can ignore the imaginary part. Ignoring the ie removes the absolute value signs around Ar.
The first order derivatives to the primed coordinates then yield:

- - 1 A
O (TOT NN = 5 r pem (223)
. . 1 -A
% T 30 ) = 55— (224)
Taking another derivative with respect to the non-primed coordinates yields 4 options:
N ~ 1 A7T2 4+ A£2
0.0, (T 99, €)]) = —3- 2 (225)
. A 1 AEA
00, (T 0. E) = 1 o e (226)
~ ~ 1 A 2 A 2
0% (TG 0 €)]) = ~3- = o (227)
- . AEA
0,00 (TI(r, (€)= - ool (228)

T o (A2 - Ag2)?
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4 QUANTUM BACK REACTION

Plugging these results back into Equation then gives the following for the energy momentum tensor:

(T5) = lim, [ 30,00 (THR O3 € + 5060 (116 99 €)) .
— 1 _ 1 AT AL 2
T ahw | 2m (A2 A§2)2] ’
(1) = Jim, | 30,00 (T16(r. 90", €]) + 0.0 T3, 3, D) .
[ AT Ag (230)
= Jim, _%(A—Af)} ,
(T = (T7) = lim [0:0 (T[B(r, (', €]} = lim [060, (TIo(. (7', )])]
. 1 AEAT
= zlgr;, Lrwziw] . (231)

This obviously a diverging energy momentum tensor when the limit is taken of x going to z’, except for the
off diagonal terms. The off diagonal terms depend on how one takes the limits. Thus one should consider
the renormalisation of this quantity. Before that one could still consider what happens in dimensional
regularization in the 2-dimensional case. The 2-dimensional massless case was calculated in Section 2} One
is allowed to use this result in the massless case, because the Rindler fields and the Minkowski fields are
the same in the massless case. However the metric of course changes to the Rindler metric One has seen in
Equation [68] that the D-dimensional energy momentum tensor was given by:

mP —-D
Ty =g, ——I(—). 232
(1) = g D) (232)
Using dimensional regularisation and analytically extending D the same way as in Section [2] one obtains:
m? [ P2 1 m2
T = gu— =1 —-1]. 233
1) =o' | =g + 50 (z ) 70— 1] (233)

Then, in the minimal subtraction scheme, one has to add a cosmological constant term to the action:

AS = —/dng —gA2DRindler (234)

m? P2
A indler =— . 2
2DRindl ir D—2 (235)
The renormalised version of the + energy momentum tensor is thus given by:
m? [1 m?
T =gu— | =1 -1 236
< HV>ren gp‘ 471- |:2 n <471-'u2) + TE :| ( )

In the massless case this just becomes 0. One wants to write the expressions from Equations and
in a form that only depends on the invariant distance o = \/q%eg(f‘*‘ﬁ') [cosh(gA&) — cosh(gAT)]. If this is

the case, one can apply point splitting regularisation and subtract a ¢ dependent counter term such that all
divergences coming from x going to 2z’ are cancelled [65]. The infinitesimal distance limit of the invariant
distance is given by: (do)? = e9(E+E) [A§2 — ATQ] To determine what kind of counter terms one needs, one

first writes:
(T7) = (Tee)

1 .. [ A2+ Ae
=— lim |-———7-—7—>—
2T z—a’ | (A7'2 — A£2)2
r 2 2
-~ lim AT —+ Af 1 629(‘£+§,) (237)
21 aat | e9EHE) (AL2 — AT2) e9(EHE) (AL2 — AT2)
1 200648 (A72 4 AE?)
= — lim
27 z—a’ (do’)4
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4 QUANTUM BACK REACTION

The last expression is not Lorentz covariant. It depends on how you take the limits. Thus it seems like point
splitting cannot be applied here.

4.2 Energy momentum tensor for the Rindler invariant vacuum

Then the energy momentum tensor for the Rindler invariant vacuum. Recall that the Feynman propagator
for the Rindler invariant vacuum was given by Equation [217]

nlzir—% Z'A%[’m(T,f; &) = —%ln (u2 [cosh(gAg) — cosh(g|AT|—ige)]) + $2(&,€, ). (238)

The specific form of the spatial condensate makes one realise that the spatially dependent condensate does
not survive two derivatives. The condensate does thus not contribute to the energy momentum tensor. As
before, one ignores the imaginary part and one thus has A7 without the absolute value signs. The first order
derivatives to the primed coordinates are then given by:

L inh(gAf)
2 mso" RrEm(T:& 7€) 47 + cosh(gA¢) — cosh(gAT) |’ (239)
o inh(gA7)
! F Ly _i S1n. . 4

or o ZARI””(T’& 7€) 47 cosh(gAE) — cosh(gAT) (240)

The second order derivatives to the non-primed coordinates again give 4 options:

—g% (—1 + cosh(gA¢)cosh(gAT)
0:0) lim iAL, R 241
€% 5o’ R (T & 7€) 47 (cosh(gAE) — cosh(gAT))? (241)
2 . .

S AR s en_ g°  sinh(gA&)sinh(gAT)

0r 0 "1111_{10 BRI (T & E) = 47 (cosh(gAg) — cosh(gAT))?2’ (242)
—g? (=1 + cosh(gA&)cosh(gAT)

8.9, lim iA% ey = =21 243
T 30 O RLm (r.&7.8) 47 (cosh(gA€) — cosh(gAT))2 (243)

2 inh(gA¢)sinh(gAT)
0c0. lim iAE gy = - ST . 244
(3 mHEO ¢ RI,m(Ta 51 T 7£ ) 4r (COSh(gAg) — COSh(gAT))2 ( )

For the massive case one has the following expression for the energy momentum tensor
1
+ T . A F + —2g€ (_ : AF .

<THV>RI,m 0 zILH;, 6,U8/V nlzlgo ZARI,m - 2gMV€ g ( 67—8./,_ + afaé) 7}390 ZAR[,m(Ta 57 7—,7 {/) (245)

1
- = nlllglo inA%I,m(T, &80

Before one goes any further, it is appropriate to first calculate the limit lim,, ,om? log(m). This is easily
done using 'Hopital’s Rule and the substitution m = %:

—In(t =1 -1
lim m" log(m) = Tim —2) _ iy Ty —L (246)
m—0 t—oo T t—oo nt"—1  t—oco nt™

With this piece of information one can calculate the energy momentum tensor to be:

|1 o 1 o
(TT"’T>RLm 0= rh_{?y {2878; r}LIEO zAng(T, &€ + 58582 72%0 zA%Lm(T, &7.8)
—g* (=1 + cosh(gA¢)cosh(gAT)
47 (cosh(gA€) — cosh(gAT))2 |’

(247)

:lim{

r—a’
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4 QUANTUM BACK REACTION

r—a’!

i —g% (=1 + cosh(gA&)cosh(gAT)
P [47r (cosh(gAg) — cosh(gAT))? } ’

1 1
(Te) pim o = Jim [Qagag Jim iRy (7,67, €) + 5007 lim iA%z,m(m‘;Tﬂf’)} (248)

T mtmr = T mimo = Jim [0:0 Tim i8R, (r, &7, €)] = Tim, [9e0] lim i8Ry, (7,67, €)]
g*>  sinh(gA¢)sinh(gAr)
47 (cosh(gA€) — cosh(gAT))2 |~
(249)

= lim

z—ax’

Again here, the off diagonal terms depend on how one takes the limit. For the diagonal terms, one can easily
see that the taking the limit of x to z’ diverges at the same pace for both the massless limit of the massive
case and the massless case, because for small arguments the expansions for the hyperbolic functions go as:
sinh(x) =~ x,cosh(z) ~ 1 + é So one concludes that the massless limit of the massive energy momentum
tensor and the massless energy momentum tensor diverge in the same way. One could still wonder whether
taking the mass to 0 limit this early yields the same result, however it has been checked using Wolfram
Mathematica that taking this limit at the end yields the same results. Again one tries to write these results

in terms of the invariant distance o = \/ Ze9(6+¢) [cosh(gAE) — cosh(gAT)]. One writes:

<T:;'>R1,m -0 — <T§>R17m_,0
_ —g* (=14 cosh(gA&)cosh(gAr))
" 471 (cosh(gA€) — cosh(gAT))2
—1 —1 + cosh(gA&)cosh(gAT) 5y eter

(250)

g

Again here, one finds an expression that is not Lorentz covariant. Thus again one cannot apply point splitting
here. One hoped to be able to renormalise by adding counter terms only depending on ¢, but it does not
seem to be possible here. It is unclear why the point splitting method is not applicable here.

Nevertheless, one can use the result from the dimensional regularisation to conclude that the renormalised
energy momentum tensor of the 2-dimensional Rindler vacuum and the invariant 2-dimensional Rindler
vacuum is indeed 0. As mentioned in the previous Section, this raises the question of how many states yield
a vanishing energy momentum tensor. One comes back to this in the Discussion and conclusion [7}
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5 BOGOLIUBOV CALCULATIONS

5 Bogoliubov calculations

In this section one uses the previously obtained Bogoliubov coefficients from section [3] Equations
and to calculate how a Minkowski observer perceives the naive Rindler vacuum from a quantum field
theory point of view. One squeezes two Minkowski fields between the massless Rindler vacuum bra and ket
and then one Bogoliubov transforms the Minkowski creation and annihilation operator to a Rindler creation
and annihilation operator. This calculation shows how a Minkowski observer experiences the Rindler vacuum.

5.1 Calculation of the two-point function for the naive Rindler vacuum for a
Minkowski observer

The most interesting thing to calculate with the Bogoliubov coefficients is how a Minkowski observer perceives
the Rindler vacuum. It is a commonly known result that the Minkowski vacuum appears as a state filled
with a thermal distribution to a Rindler observer. Here, one goes a bit further and calculates the two-point
function of the Rindler vacuum with respect to the Minkowski field. The two-point function, or positive
frequency Wightman function iAgindler(t,x; t',z’), for Rindler vacuum with a Minkowski observer is given
by:

o *dk [*dk 1
0 )z, ') [0r) = (0 o1 Jo 2w ok
(Og| p(z, t)p(z', ') [0r) = (Og] /0 or Jo 2m 2Rl (251)

[ ( ) —iku + Z)T(k) +ika + 8(_]{:)671'1617 + ET(_k)eJrikﬁ] ~
[k e 4 b1 (K)e ™™ 4+ b(—k)e ™™ 4+ bl (—k)e ] 0R) .
The Bogoliubov transform for the creation and annihilation of Minkowski space is given by:
bk) = / Ak’ [owa(k') + Bl ()] (252)
0
B (k) = / Ak’ [l (K) + Buna(k)] (253)
0

Now one realises that in the first Minkowski field one can only have annihilation operators and for the
second Minkowski field one can only have creation operators. Then one uses the orthonormality of states to
immediately obtain:

(0r] $(z, )b ') [0r) = / dk / K’ / dpﬁ@ (g i+ By ) (B fivr + b f2) - (254)

+ (ap —kgr + Bp —k9%) (5 —k/gk’ + 04 k’gk’

:/ d""/ ‘”“// v 4wkk’2wg ()
.
.
k'

—iku+ik'u’ +e” = ezkufzku

g9

|:67zk:ufzk a +e q 6

iku+ik’a i|

Y 1=/ M il 1.0 =1 _7
|:6 1kv—1ik'v fese ikv+ik'v +e 9 ezkm ik'v’ zkv+zkv}

o0 o0 , o0 1
= ak | a | 4
/0 /0 /0 P16m2gkk’ sinh(Z2) ( k )

il g P =y syl _PT g ol PN )
|:€ iku—ik'u Lese tku+ik'u +e 9 6zku k'u +ezku+zku:|

L il s Py o) P ip= =) o= o =
{6 ikv—ik'v Lese ikv+ik'v tLe s ezku ik'v _’_ezku—i-zkv}.

From this point on there are several choices to regulate the result. Therefore one divides this into subsub-
sections and explore the different options. However, all three methods do not look promising. One finds the
calculations for these three methods below. Because this calculation does not work out, one cannot calculate
the entropy of the naive Rindler vacuum from the viewpoint of a Minkowski observer.
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5 BOGOLIUBOV CALCULATIONS

5.1.1 Regulating via two small parameters

The integrals over k and k’ can be solved using:

/ " kL pae-ite (iz)~°T'(a). (255)
ok

For this one needs to have that Im(x) < 0 and Re(a) > 0, therefore one adds two small parameters €;,e2 > 0
for the k-integral and another two for the &’ integral.

R k(i L —ie_g o 0D
/ dk—k's Tre R @) — (j(7 —jey)) "0 TT(= 4 €1) (256)
0 k g
> 1 —ip =l ip )
/ dk/ykl 7 +63€72k‘ (U 7164) — (Z(a/ _ Z'€4))?*€3F(_% + 63)~ (257)
0

The e-prescription in different terms is different because the minus signs in front of the p variable change
throughout. The part for v is exactly the same once again, therefore that contribution will be written as
(@ — v). This then yields:

ip_

o e o _
(Or] e )3, ) 0r) = 1o [ dp i (—ie) T TN ) (@ —iea) T TOT(— L )
79 Jo g g

——— [
sinh(F%)
ipié

+elT i (a — iea)*%*ﬂr(% +e)(@ +ies)T 3r(—% +e3)

—pm ip _ ip_ 14

+ e @ ie) T8 T (L ) (@ —iea) T TOT(— L + )
g g

’i ip_

+im T (u+ iez)f%%lr(gp +e1)(u +iea)s GBF(—% + 63)] +(u—0)
(258)

First, do the calculation where one neglects all epsilons. One does this just to see what one can expect. As
will be seen later, this method does not work out, and a lot of hassle has been saved by not considering the
€’s. The expression without all €’s is given by:

15T ()t Ty e T a (D) (- By a (R (- )| 1 (a - v)
g g g g g g
ip (259)

1 ood 1 (ﬂ')9[2+m+ ;W}+(__>_)
— — | — e 9 e 9 u v

167 Jo pp sinhz(%ﬂ) U

1 o 1 ing (&
= (%) 4 @ ).

. dp—
167 J, pp sinhQ(%)

One now rewrites the m by making use of an expansion of ﬁ = > naz™ ! In this case, one has:
2

1 e @
sinh?(§) (1 —e9)2
=e ¢ Z ne~n=1) (260)
n=0
o0
= Z ne ™.
n=0
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Inserting this back into Equation 259 and introducing the IR cut off § yields:

> 1 U us o

—Loon —vE — In(§) — In 3.ln v ~In + (@ — 0)

167 =" 77" g \a) g (261)
—lim—in — —ln(5)—<;ln<5)_gn)y+ + (@ — ?)
=0 167 — e Y Y

. _, y

e s [ ) =),

_;%Wgn[y—fm—ln(é)}—;%w;n ” + (u — v).

Now one uses a small rewriting to write the second sum as two Hurwitz zeta functions:

%(a —bn)(a —bn)¥ = %(a —bn)? —n(a—bn)Y,
which implies:
Y a Y 1 1+y
n(a —bn)¥ = g(a —bn)¥ — g(a —bn)" Y. (262)
One then defines: ) .,
a:;m<2), (263)
b:%. (264)
Thus, after using Equation [262] one obtains:
(Ol 3. 030 #) [02) = lim 5" [2 5~ 1a(e
R¢($7 )¢1‘7 R>_y1*r>rg)16’ﬂ'2_;)n y_’YE—D
1 > a y y+1 _ _
i Tomy ;0 [b (a —bn) A (a —bn) } + (@ — )
= [1
= lim — Zn { —YE — ln(é)]
y—0 167 Y (265)
1 < [a(=b)Y a\y (=b)ytt a\vtl _
_y40167ry;[ b ( _5) a b (n—g) ]+(u—>v)
.1 1
= g 2 L, —E - W)]
) 1 [a(—b)Y a (—b)vtt a
;E%l6ﬂy{ b C( 4 6) b C( y—1 6) '
One can make a series expansion of the Hurwitz zeta function near 0 as:
¢(s,0) = ¢(0,a) + 5¢(0,a) + .. (266)
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5 BOGOLIUBOV CALCULATIONS

where ¢((1:0) denotes a derivative with respect to s. The zeroth order term is given by: ¢ (0,a) = % —a. One
knows that the first order term scales as:

¢0(0,a) = féln(Qﬂ') +1In(T'(a)). (267)

The second Hurwitz zeta function has to be expanded near 1 and is expanded as

a

a a
C(_l - Y _g) = C(_lv _g) - C(LO)(_L —g)y + O(y2)a (268)
where the zeroth order term can be found by an exponential Fourier series

((~1,a) = #F(Z) [sin (?) i C‘)S(:i;mk) ( > f:l sin( 27rak 1

k=1 (269)

— T [ng( 217ra) +L1 ( 2i7ra)} ,

and the second order term:

(O (1, —a { (%)2 - 187 12 (—5 - 1) In (‘g - 1) +12In(A) + 6 (‘g - ) In(27) — 13}
coa (5
LRe(3)) a 1 a 2 a a
+ Y (_g +i)ln(~3 +4) - 5 (—g —i—i) In ((—g + i)2) 0(|Re(3)])-
i=0

(270)
Here, the functions Lis(a), w(_Q)(a) are respectively the polylogarithm and the poly gamma function. The

constant A is the Glaisher constant, A = 1.2824... The first sum from Equation [265|is regularised by using the
analytic extension of the (-function: {(—1) = —1—12. Inserting the expansions for the Hurwitz zeta functions
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then yields:

(Or] (e, )3 1) [08) = 72 4 15 {y N 1n<5)}

-y EEER (5 5) o () v e - 2 i i)

+ 15 [ 6 (%)2 - 18% _12 (—% - 1) In (—% _ 1) +12In(A) + 6 (—% _ 1) In(27) — 13} oD (—% _ 1) y

[Re($)]
=0

1=

—_

(—% + i)ln(—% +i) =5 (—% + i)an ((—% + i)2) O(LRe(

o Q
—
| S—
S~—
<

1)1 11 af1l a) 1 | .
= — — 1 _ = e ) — — [Li —2ima Li 2ima
I67 | 12 0 T @I =7 [12 T3 (2 * b) 52 [Li2(e™*") + Lia(e )]}

i) |5 (5+5) - gz [iale ™) 4 Lia(e ]|~ (r (=) + gmezm) (5)"+ 35

+ (—% —1) In (—% —1) —ln(A)—% (—% —1) In(2r) — g - *%27 [—VE(—Z —3)—2ln(—% —1)+2(1-7g)

F 0 gy (1 kll)]

<—%+i>m<—%+i>—; EIEPERS

a

(L Re(3)))

(271)

Even though this is a result in terms of all analytic functions, one also has terms scaling as %, which do not
cancel. This is problematic. To resum on replaced a logarithm by a function with a small parameter y and
one hoped that the final result would not depend on y and i This does not happen and a % with a non-trivial
space time dependence emerges in the final result. Some consideration of the previous steps might reveal the
flaw. In Equation [260] one expanded the inverse sinus hyperbolic squared. This function is ill defined only
in the point a = 0 on the whole complex plane. While the sum is only defined for a real and a > 0. One
then later regularizes this sum from n = 0 to infinity multiplying the % , term and that causes some problems.
This causes the expansion parameters to not cancel out against each other.

5.1.2 Regulating via the Hurwitz Zeta function three small momentum cut-offs

The previous way of regulating did not work so let us go back to Equation and try a different regulation
process:

" R o0 oo o0 1 k/ %
t)p(a’ ' = dk dk’ d —

e e (272)
|:6 tku—ik'u +eve iku+ik’u +Le e elku ik'u +€1ku+zku:|

il il = P gy i) _PT p= =) =y s =)
|:€ ikv—ik'v Lese ikv+ik’v Le e ezkv ik’ +ezkv+zk v} )
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5 BOGOLIUBOV CALCULATIONS

This time one uses a regulator ¢ and one introduces an IR cut-off ¢ already in the k integrals. This then
gives the expression for an incomplete gamma function:

[
é

= (ii+€¢)9T (_;p, (iu + e)6>

= (iti+€)7 (r <_gip> Lot (W)) (273)

—ip

_(at o F(—zp) igd s
g p

Inserting these results back into Equation one obtains:

(Or| $(z, t)d(a’ ') |0R) = /0°° dp167r29silnh(p;) { (274)
() [ () oo (o) () ot (52)
Lo (ZZ;JT?EQ); l < >+63p (—z’g(iu;g)ﬁ”ﬂ [F (2-5> L5 <~g(_¢u’p+ eg)ig”ﬂ

i

B . 71“ i ([ —ia(—iT == . o [ iatid ,%P
. ( w+e3> [ ( >+5g< ig(—it + e3) )] [F(w)M,Q (zg(w +¢h) )1
iu’ —|—e3 P Y p
— — 71'1) —19(—1u =" ) i [ 1g(—it’ "

N ( zu+e4 [1" zp L ( ig(—it + €4) )1 [T (zp) e (zg( i’ + €}) )

—iu’ —|—e p g p

+ (@ — )
ip ip ip

:/Oodp—2 ! 3T —P\p(® .i?“l, L e 7@,“2, R ;,fﬂﬂ,?’ Tt
0 1672 gsinh(EF) g g i + €] —iu + € i + € —it + €}

+Y9r <_2p> 5 [(zu—I— 61)7p +e's (iu +€2)%p +eTo (—iu+ 63).
p g

al3
_l’_
—
J
N
+
a
N
a2
Sl
[E—

-5 ( )‘5 [+ )7 + e (i 4 ) T e )+ (i e
p g

+<(§> {1+3T+65W+1}}+(a—>@)

The problem here is that the terms are of order p~ and higher. This means that one has divergences of
order p~2 and higher. These divergences are intertwined and are tough to separate. The first and the last
line can be integrated after introducing another cut-off 4,, however, the third and the second line can only be

3

done in approximation. One sees that these terms have a scaling with respect to § as e 750 When § goes
to zero this will start oscillating very rapidly and thus the contribution coming from large p are expected to
go to zero. Thus one argues that only the smaller values of p contribute to the middle two integrals. This
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procedure is executed in Appendix [H] and the result is given by:

oo

(Or| (z, )p(a,t') [0r) = 6° (1) + limy % don B - ’YE} (275)
: n=0

. 1 Jea(=b)Y c1 (=by)vtt c1 ca(—b2)¥ Co (—bo)vtt Co
S S G AP O 0y (PP U S VGt G2y (PP B G- (PR P
o0 167y { b1 C( 4 b1> by b by * by v ba ba vt b2

4 .
1 9> (3 2 Y9VE ¢ 1 2 m TE
+ 16772 Z |: T (40/17’[‘ T (a’l,’r( ’YE)) 67T ’YE + 2 'YE 6
2

4 . e’}
1 9> (3 5\, g 1 5 T me]| 1
—L (24 ir(1=E))— — ) E = 2n+1)(1

b

where the a; ., b;, c; are given by:

a1, = (i@ + €)), az, = ——In(—i@ +¢) + 2, (276)
g g g
i .y / pi { .y /
azr=——In(tu + €3) — —, a4, = ——In(—i%" + €), 277
P ( 3) 7 P ( 1) (277)
) wu+ € 2
Cc1 = —In —; 7 5 b1 = -, (278)
q w’ + € g
T 1 11U+ €3 2w
=T tm(S0Ee ) gy o2 (279)
g g —iu' + €, g
_ ; 2
5= — +In Eu+€,3 , by =, (280)
g g 1 + e g
1 —1U + €4 2
cs = —In (> , by = ——. (281)
g \—it' +¢ g

What one again sees here, is that the expansion coefficient y again mixes with the sum that needs to be
regulated. One hoped that contributions with these terms from the different parts would cancel against each
other, however, there only appears one term with > 2. Even if all the y’s in the Hurwitz zeta function would
cancel, this would give the same problem as before. Therefore one has to resort to yet another way of doing
the integral.

5.1.3 Regulating via three small momentum cut-offs

The last way of regulating introduces three different momentum cut-offs and expands the integrand from

Equation around small values of p. In Equation one sees that one has only a logarithmic divergence

in ,. However, in Equation it seems like one has a 3> divergence. This oddity can be fixed by expanding
P

+i
the I'-function for small p. One is allowed to do this, because the terms in the integral scale as e O

This only contributes significantly for small p when d goes to zero. Thus one writes:

|F‘ <—’Lp) + %w—_ig(iﬂ + El)g] — g — e_i?pl“(‘s(iﬁ-ﬁ-el))i;q

» p P (282)
_ %9 [1 _ (1 _ %’m(é(m + 61))>:|

= —In(d) — In(iu + ;).

50



5 BOGOLIUBOV CALCULATIONS

One might doubt the small p expansion of the exponent as one has that In(d) goes to infinity. One argues
that this is okay, as one knows that lim,_,o 2 In(z) goes to 0 as seen in Equation in the previous Section.
Thus, one only needs p going to 0 just as quick as & going to 0. This is not a mathematical proof of given
fact, but it does give a good indication that this might be valid. If this assumption breaks down, then the
calculation below is invalid. Inserting this result back in the first part of Equation [274] then shows that one
only has a In(d,) divergence, as was expected. One now solves the integrals as:

Ol o 03, 05) == [yt { (559 )" o)+ nia+ )] In(6) + i+ )

—it + €
# e (THS ) ) + (i )] I8 + i + &)
3

(283)

These integrals are very similar to integrals that have been seen already. They are slightly different however,
because they are missing a factor %. This makes these integrals easier to solve. These integrals are given by:

AT ,ifbfsl,
/ood ep(g <1u+51>> g |. [1u+e 1 . ! 27 ! ((S)
— == |i ™ —vg—ir—In{— ) —In
5, P sinh(%ﬁ) ™ i+ € cosh (%ln ( it )) e g P

ia’4-€)
1 i [iute
_pO (2 2 L
v <2+27rn<iu’+e’1)>

.| U+t e 1 . 2m
i — T — —vg —ir—In | — ) —In(dp)
5 (1 () o)
2

_ ¢(0) (iln < mj_ 62, >) + 2}
2 —1U +€2 ln( 1U+€o )

—iu’ +-€}

(284)

i ititeg st
s(en() )

dp T
/5 sinh(EF)

s

3

o p(im(5EE)-2) . omi (7intes)
N WA 2 - el
|t = | p—in—in (;)—lnwp)—w@) <Zln< “‘*63))+ 4

1 b ) / e
sinh(2%) 27 i + €l ( iéyj_:f:) 1

(286)

AT 7.if2,+54,
/ood ep(g (—1u+e4)> g . —iU + €4 1 . ! 2 ! (5 )
P - T =— |t — T — -7 —im—In{ — | —In(0,
sinh(Z- ™ \/ —iu + € (1 (—zu+e )) g
5 (g) 4 cosh ( 5ln fiﬂ”r:i; (287)
1 —1iU + €
O (2 g (2
v <2+Zn<—iu'+ea>>
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Bringing all this together then gives an expression for the two-point function:

(Or] §(ar, )3, 1) [05) = 72 { [(6) +In(ia+e1)] (&) +in(i'+ )] i,/;;,jzwcosh )ik

,,Jr

Ap—im—In <2;T>—ln( - w( +- (?ﬁ”?)) +[In(8)+In(ia+e2)] [In(8") +In(—id’ +¢))]

2 2r 1+ €

. U+ 1 . 2 U+ 24
t Z"U:/ 62/ T — _VE_”T_IH (7T> _ln(dp) 1/)(0) (2 In ( Z»uf/ E2/ )> + ,,Z
| — + € ginh (%ln (77%Ti’ )) 9 Q —u € In (77%—52;’ )
2 2
L - [ —iu+teg
—iu + 63)) N 2mi ( el )
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wu’ + € —tu+e€3 o
3 ( iu’ 4-€f ) 1

—1u 1 2
+[In(8)+In(—ia+eq)] [In(6)+In(—id' +¢})] iy e lr —— —p—im—In (”) —1In(s,)
W+ € cosh (§ln (*ilg’iz )) g

1 . —iU +
o (2 Ll (M)) + @)

Unfortunately this third way of regulating again gives a hopelessly divergent answer with a complicated
spacetime dependence. One sees by comparing Equation with Equation that even if one neglects all
unregular parts, the remaining regular parts are inequal. Moreover, no matter how one regulates, one gets
a coordinate dependence in the divergent terms. Different regularisations even lead to different space time
dependences. This signifies that one needs a physical reason to regulate a certain way. The author of this
paper does not know the answer to this problem and the only thing that can be concluded is that the Rindler
vacuum appears to be filled with infinitely many IR particles from the viewpoint of a Minkowski observer.

+[In(8) +In(—iti+e3)] In(8") +1In(it’ +e€3)] | —ye—ir—In (2;) ~In(5,)—¢® (;ﬂln <
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6 VON NEUMANN ENTROPY

6 Von Neumann entropy

This section is dedicated to calculating the entropy for the naive Rindler vacuum and the Rindler invariant
vacuum. One first starts with the naive Rindler vacuum and in the next subsection one calculates the entropy
for the Rindler invariant vacuum. Both cases consider a massless field.

6.1 Entropy for the naive Rindler vacuum

After having obtained the two-point functions, one can calculate the entropy in the following way. One first
defines:

= (0r| ¢(7, )9(7",€) [0r) , AT = [iAT]" (289)

This calculation has already been done in Section [3) however for this calculation it is easier to not do the
splitting of the integral in a positive and a negative part as was done in Section [3| Not doing this splitting
gives:

dkdk/ —LwT-‘rzk{ eiWT—ikE e—iw/T’-‘rik'f/ eiw"r/—ik/é/
iAt = (0 / { a(k) + aTk} ———a(k) + ————=—al(K")| |0
Ol [ T | i) + Sl | el + Sl ()| o)

dk | e—iw(T—7")+ik(€-¢")
_/% 2w '

One remembers that the definition of ¢(7, k) =

F , thus our result can be rewritten as:

dk - /
A (E€im ) = [ Srotr e (7 et

As this result is only a function of £ — &', one applies a Fourier (or Wigner) transform defined in the following
way:

A€ —¢;m,7") = / %a’f@*ﬁ’)[x(k;r, ') (290)
Afrir, ) = [ d(e - )e MO - g5, (291)
If one considers ¢(7, k)¢* (7', k) as the A(k,T,7'), one sees that the inverse is given by:
o(1, k)" (7', k) = /d(g —&)e T HEAT (e — ¢ 1, 7) = iAF (k, T, ). (292)
Similarly, the 2-point function A~ is now given by:
$(r, k) o(r' k) = / (& — e FEINT (e — ¢ 7, 7)) = iA (k7,7 (293)
One now defines: 1. )
F(k,7,7) = i[iAJr(k,T, ) +iA™ (k, 7, 7)), (294)

which at equal time is just given by |¢(7, k)|?. The derivatives to 7 and 7’ are now given by:

0 F(k,m,7') = 3[0-6(7, R)6" (', k) + 06" (r K)o K)) "2 Lanlom b (299)

00 F(k,7,7') = %[«w(n R)0," (7', k) + 0,0" (7. K)OT 6 k)] "2 (0,07, k) 2. (296)
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From quantum mechanics one knows that the Heisenberg uncertainty principle is given by: 4 (22) (p?) —
({Z,p}) > 1. This can be generalized to field theory and to Wigner space as:

A?(,k) = lim 4[F(k,7,7")0,0.F (k,7,7") — 0, F(k,7,7)0.F(k,7,7")]
T—T1/ (297)

= 4o(7, k)?|0-¢(7, k)* — (7, k)0-6" (7, k) + ¢ (7, k)06 (7, k)],

For the massless Rindler field, with mode function ¢(7, k) = %, this is given by:

e—iw're-i-iwr (_iw)(+iw)e—iw76+iw7 —iwe‘i‘”e“‘” iwe—ine—i-ioJT
A*(1,k) = _
(7. k) 2w 2w [ 2w + 2w ) (298)
=1

In this calculation the entropy is given by [57]:
Sen = ((k,7) + Dn(a(k,7) + 1) — n(k, 7)n(n(k, 7)), (299)

where 7 is the statistical particle number given by: n(k, ) = %. Thus one concludes that the naive Rindler

vacuum state appears as having 0 entropy for the Rindler observer.

ak,7) =1, (300)

Syn = 0. (301)

6.2 Entropy for the Rindler invariant vacuum

The result from the previous subsection raises the question whether the entropy of the Rindler invariant
vacuum is also 0. Let us recall the propagator for the Rindler invariant vacuum:

ARy (T, 67, €) = QH e — In(m) ( V2694 /|cosh(gA€) cosh(gngen)]. (302)

The statistical function is the sum of two complex conjugate quantities and is thus real. Thus the statistical
function is given by:

hmOFRLm—m(T,f, &) = 1 { vE — In(m ( v/ 2e9(6+€) /|cosh(gA€) cosh(gAT)|>}
m—

1

o205
=5 {—’yE —1In(m) — %ln (2;2> - iln |cosh(gAg) — cosh(gAT)|] . (303)

5‘55,. The Wigner transformed statistical function is now given by:

1 L o 1 2¢9=
%/d(ﬁ — ¢/)emHEE) |:_'7E —In(m) — 5o (Zgg)

- %ln |cosh(gAg) — COSh(gAT)|:| (304)

% [—WE ~n(m) — %m (fgf)} 5(k) + 1

Here, = is defined as = =

. e
lim Frim —olk,7,7",2)
m —0

where I is given by:

I — / (€4W€ ) —ik(e—€) In |cosh(gA¢&) — cosh(gAT)| (305)

This integral over £ — ¢’ is a hard integral to do. One starts by splitting the integral up into three parts, from
—o0 to —AT, —A7 to A7 and from A7 to co. This way one gets rid of the absolute sign of the logarithm
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and one can also introduce small i€’s to yield the answer finite. One then also introduces small §’s away from
the singular points at A7 and —A7. Then, doing partial integration gives:

I = —1/ L(Ag)e_i(k—“)mf)ln (cosh(gAg) — cosh(gAT))
2 AT+ 21

(cosh(gAT) — cosh(gAg))

—AT=4'
d(%g)e_i(k“e)mé)ln (cosh(gA&) — cosh(gAT))
™

/ AT+ 27T

1 1 s o
- = —i(k—ie) AL _
I i =0 e In (cosh(gAg) cosh(gAT))] s
1 1 AT—6
— — | e h(gAT) — cosh(gA 306
pp [ike n (cosh(gAT) — cosh(gAg)) s (306)
1 1 —Ar-¢
R —i(k+ie) AL —_
L(k 0 e In (cosh(gAg) cosh(gAT))} N
g [~ 1 —i(k—i€) AL sinh(gA¢)
AE——
e /AT+5 d gz‘(k — i€) ¢ cosh(gA¢) — cosh(gAT)
AT—6 .
4+ L / dAé-f —ikAE Slnh(gA€>
Aris cosh(gA¢&) — cosh(gAT)
—AT=¢ .
+2L dAE—L_eilitioa sinh(gA¢) .
471' i(k + ie) cosh(gA¢&) — cosh(gAT)

The boundary terms are readily filled in and get regularized by the ie prescriptions. They namely give:

1 1 (e—i >
== mi(k—ieAl —
. { L(k - e In (cosh(gAg) cosh(gAT))] s
1 ) AT—04
- [,e’kAgln (cosh(gAT) — cosh(gA{))}
ik —Ar+6
—AT=6
1 o (307)
— —i(k+ie)Ag —
[z(k 0 e In (cosh(gAg) cosh(gAT))] . }

-1 -1 . 1

=4 L_(k_k)eZ(k“)(ATJr&)ln(g(?smh(gAT)) e e~ FAT=)n (gdsinh(gAT))

1 / 1 _— /

_ EG*ZI@(*ATHS )ln(g(s/sulh(gAT)) + me*’b(klee)(*A'rf(; )ln(g5'81nh(gA7'))

One should regard these terms in the distributional sense. This situation is quite similar to the representation

of the d-function: §(x) = lime— zz5=- Which is 0 for # # 0 and infinite for z = 0. As long as k # 0, these

terms cancel as all three regulators approach 0. The last three integrals are still hard, but with some rewriting
one can solve them.

sinh(gA¢) _ 2908 _q
cosh(gAE) — cosh(gAT)  €298¢ 1 — e9(ATHAL) _ eg(~AT+AL)
29A
_ 01 (308)
(@.‘IAE — egAT)(egAf — e_gAT)
1 — e 298¢

T (1= es(AT-89) (1 — e-9(ATHAD)’
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From the second line one makes a coordinate change to @ = e92¢ with dz = ged*¢dA¢. The integrals are
now of the form

/d—xx“ 22 —1
T (x—b)(a:—%)

with a = —é(k +ie) and b = €927, The boundaries change after the coordinate transformation and will now

be from: 0 to e 927e79, from e 927e9° to €927 79° and from e927e9° to co. To obtain an expression in
terms of analytic functions, one first has to split the second fraction into three terms

22 —1 :xQ—bx—%+1+ b — 1 N z_1
Che-D @he-D  @-We-D @-he-D 509
:1+mfb+xfl'

b

Inserting this back into the original integral then gives the sum of three integrals. Two of which are very
similar and the third one is easy. Starting with the easy integral for the upper limits:

o0
o dx ¢
e = | -
e9(AT+5) T a | g(ar+6)

e—é(k—ie)(gA‘r—‘—é) (310)

5 (k —ie)
Note that the ie prescription ensured the convergence of the upper bound. Now for the second integral:
/ e bdr xz* / e dr z¢
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One opted to go the Hypergeometric functions, because they can be expanded well and they can be analyt-
ically extended. The other similar integral can be done the same way:

o dx z¢ & dr z¢
ed(AT+S) bx xr — % eg(AT+5) T 1—bx

> ° dx
— _ bn/ 7xa+n

g(AT+8) T
o0 a+n o0
T b/,L {x }
oy a+n] garts

T'(a+n)

= |-a® ;} (bz)" Fatntl (312)

e9(AT+35)

_ —_ S n D) (a), T(n+1)
= _ T T;)(bx) ot D@t nl

N —_33(1 > n (@n (Dn o

n=0 e9(ATH+3S)

o0

e9(AT+3S)

00
7:170‘

= a 2F1 (a,l,a—kl,bx)}

ca(AT+6)

Once again, the ie prescription ensures the convergence of the upper bounds. With these solutions to the
integrals, the total expression for I will be:

1 1 e T 0
I=—< — [1— F(f,l, - 1,7)— Fi(a_,1,a_+1,b }
4m Z(k - ie) [ a— 27 \@ -+ b 241 (a a—+ ’T) c9(AT+8)
1 ao e9(AT=3)
+— [w [1 —oF) (ao, Lag + 1, E) — 5 F} (ao, 1, a0 + 1,bx)H (313)
ik | ao b S
e—9(AT+8")
-‘r# xa+[1 F( 1 +1£) F( 1 —l—lb)}
i(k+ie) a; 2L\ a4, 1, a4 ’ b orp(ay,1,a4 ,bx .

One important remark here is that the a’s in the different lines all have a different e prescription. In the first
line one has: a_ = —Z(k —ie), in the second line ag = — 2k and in the third line ay. = — ¢ (k + ic). Inserting
the boundary conditions and filling in the different a’s then gives:

i (03 (1 S0 ) (1= i ) (ebias g emit0a) g

47 — i€

o (AT (k—ic) (1_ JF, (17 _i(k —ie) 1 i(k — ie)’eg(QAT—&-é)) L <1’ _i(k —ie) 1 i(k — ie) 7 696)>:|
g g g

g

1 . ik 1k ik ik

+ 3 {6”“5)’“ (1 — 2P (1,—2;1 - Z;eg‘§> —oF (1,—2; - Z;695)>

g g g g

o ei(A‘rch')k (1 S <1’ 7@; 1— Zk;eg(ZA‘rél)gAT> B <17 7%; 1 — Z]C;egé'))] +
g g g g

1 [(ei(ﬁ”“')(’““e)) <1 Py <1, _iktie) ik tie) 6g(2AT+5’)) LR (17 ikt | ik +ie) 695’>)
(k + ie) g g p .

Iy

This equation contains Hypergeometric functions evaluated at 1 when one takes the limit of regulators going
to 0. These expressions reduce to simple Gamma functions. This explains why the result in the end becomes
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quite short. One can find the intermediate results for the expansions of the regulators in Appendix[[} Inserting
the result back into Equation [304] gives the following for the statistical function

FRI,m *)O(k, T, 7—/7 E’) =

1 1 6295 ge_ﬂ?k—"_iATkF (% + 1) F (1 o %)
= |1 | k) —
2W{VE n(m) 2n<2f>}ﬂ)

dmk?
ge~ 5 THATRD (% + 1) r (1 - %) o—iATk  iATk (315)
47k? 4k 4k
1 : 1 : 292 cos(kAT)cosh( %’T)
=5 |:—’7E —In(m) — B} n (292 ﬂ - ksinh(%”)

The first thing one notes is that the term multiplying the delta function is what used to be the condensate
in the massless case. This condensate depends linearly on =. One sees that when calculating the entropy,
one only takes derivatives with respect to 7 and 7/, so this condensate does not contribute to the entropy.
The question is then, how one could observe this condensate, as it is multiplied by a delta function of zero
momentum. It cannot be seen in the energy momentum tensor because it is linear in & + £’. Taking two
derivatives will always kill the term. Also the Minkowski observer has a vanishing energy momentum tensor.
This follows from taking the massless limit of the D dimensional energy momentum tensor from Equation
Thus this condensate cannot be measured by measuring the entropy or the energy momentum tensor.
It can however be measured using an Unruh detector. An Unruh detector is a particle with different energy
levels that couples to the scalar field by a monopole interaction. One assumes that the detector ’ticks’ once
it undergoes an energy transition. To do this one adds a term of the following form to the Lagrangian:

Au = (px. x is the field that performs the measurement for the Unruh detector. One now calculates the
probability of this transition: (0g, E| m(\)@(r(\), E(A))(7'(A), €' (N) [0r, Eo). In the Heisenberg picture the
evolution of the monopole is given by: m(\) = eHodm(0)e=iHoA where Hy|E) = E|E), where X is the
proper time of the detector. Thus the transition amplitude is then given by, see Birrell and Davies [65]:

(Ort, Bl m(N)$(T(N), E(N)p (7' (A), €' (X)) |Ort, Eo) (316)
=i (E| m(0) | Eo) / AN ETEOX (0] (7(N), £(N) (7' (N), €' (N)) [0R)

=i (E|m(0) |Ep) /d)\ei(E_EO)’\ [—’yE—ln(m)—ln (219\/ 2e9(EN+E' V) /[cosh(gAE(N)) — cosh(gAT(N) — ige))} .

For a detector that is standing still with respect to Rindler coordinates, one would get a §(E — Ey) multiplied
by the whole expression, and because F > E; there would be no transition possible. One would still not be
able to measure the = dependence of the condensate. Taking a more complicated trajectory of the detector
would however yield a result with a possible transition. As an example trajectory, let one take a geodesic in
R2indler space. Tg find a geodesic in Rindler space, one would usually need to solve the geodesic equation:
dczt T# dz® dx

D —Uosaxn ‘v = 0. One can make its life easier by finding a constant of the motion. If one has a Killing

vector K, then £ = —K “% is a constant of the motion for a free particle. Taking the time like Killing
vector K = 0. This means that K* = (1,0,0,0) and K,, = (€29¢,0,0,0). Now, one determines the constant

of the motion for a free particle:

dz*
F=-K,—
" dA (317)
— 629£di'
dA
One knows that for a geodesic one also has d\? = —ds?, thus one obtains:
2 2
1 = e29¢ (dT) _ 29¢ (d£>
e\ ®
— E2e7298 _ o296 [ 25
e e o
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6 VON NEUMANN ENTROPY

Going to a new variable y = €29¢ and rearranging some terms:
dy
20VE2 —y

Integrating this is easy and the right hand side simply gives —é\/ E? — y. One solves to obtain an expression
for £(N):

+d\ = (319)

€0) = ol (B = (oA — 9CeP). (320)

where C¢ is the integration constant coming from the left-hand side of Equation @l One now determines
the constant by imposing the initial condition £(A = 0) = &. One finds that C = :I:é\/ E? — ¢29%. One is
free to choose E. A neat choice for E is E = ¢29%. This gives the following trajectory for the ¢ coordinate:

1
(O = i (55— 727, 1)
g
Now one solves for 7(A). One starts with the Equation Rewriting this equation yields:
9o d\
67762@ 5 = dr. (322)
97 A
This is a known integral and this has as a solution:
1
7(\) = —arctanh (ge 9°\) — C. (323)
g

One chooses the initial condition 7(A = 0) = 0 to set the constant C; = 0. Then the integral that one needs
to solve for the transition amplitude is given by:

(Or, B|m(A)S(T(A), E(N)S(r' (1), €' (A)) [Or1, Eo) = i (E|m(0) |Eo>/d>\€i(E_E°)A

112

n
2

1 <m2> 1 ( 12 ) - In (e?9% — g2)?) +In (62956 — 92>\2)

v — 21 o
BT 242 2

1
— 511’1

cosh [arctanh (eggog)\) — arctanh (egflg)\)} — cosh [; (log (62950 — g2)\2) — log (62951 — g2)\2))} ‘

(324)

One ignores everything that is not part of the spatially dependent condensate, because this example is to
show how an Unruh detector could measure the spatially dependent condensate. Thus one needs to solve the
integral, let one call it Typrun:

Ao In(e?9% — ¢g2\?) +In (62953 _ 92)\2)
IUnruh = - d\ 5
A g

(325)

This integral can be solved, and the result is given in Appendix [J] The answer is expressed in terms of the
Exponential integral function. This amplitude establishes that one can observe the difference between the
two Rindler states.

As the condensate does not contain any dependence on the temporal variables, one knows that the kK = 0,
part of the expression does not contribute to the entropy. Thus one can treat the k = 0 separately from the
k # 0 modes. For all other modes, the entropy can be calculated per mode k. To do this one calculates the
Gaussian invariant for the k& # 0 part of the expression. This is given by:

A ok, 7, 7)) =4 lim [Frim—o(k, 7,7)0: 0. Frim—o(k, 7, 7') — - Frim—o(k, 7, 7) 0L Fri,m—o (k, 7, 7)] -
’ T—T1/

(326)
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6 VON NEUMANN ENTROPY

It is not hard to see from Equations and that the Gaussian invariant is given by:

ARtm so(k) = —57= (327)

From this quantity one then again calculates the particle number expectation value, which is given by:

ARLm —o0(k) = Atk -1

— 9 1) (328)

This is a thermal distribution of particles with temperature T'= 5=. This is a nice result as one would have

also obtained this result by considering the naive Bogoliubov transformation of the annihilation and creation
operators:

) = (Onl 0 4) 0
— (OrI b (k)b(k) [0R)

— (0x ( | aviat g + a@)mq) ( [ ariathjan + &T(k)ﬁ,’;k,]) 0) (329)

- / dpBos B
0

This particle number is not the same as the statistical particle number that was calculated in for example

Equation [328] This number is of relevance when one studies how much energy is stored in some state. In

the case of a thermal state they are equal, because a thermal density matrix is written as p = fe_BH This

diagonalises simultaneously with the Hamiltonian and then one thus has n = n. As one can see in Equation

m this gives rise to a @ and is thus divergent at p = 0. There can be worked around this by starting
g

m Equation and using Equation This then gives:

S(p—k) = / dk (kg — BE'kBpy)
0

(330)
' +p) )
) [
Letting p go to k and inserting back into Equation then gives:
6(0)
e9s —1

This famous result was already derived by Unruh and is now called the Unruh effect [66]. This 6(0) is of
course infinite, but this can be renormalised by putting the theory in a finite sized box of size L. The way
this works is one rescales the creation and annihilation operator with a factor of v/L. Instead of a Dirac delta
distribution, one gets a Kronecker delta as the result of the commutator:

[a,a'] = O, (332)

where k = ? and k' = 2”T”/ Another way to obtain a finite result is by introducing a coarse-grained
number operator. This is necessary because af(k)a(k) is a composite operator and thus does not have a finite
expectation value. One defines the coarse grained number operator as:

N(k) = / AW (k, K)a" (k)a(k'), (333)
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6 VON NEUMANN ENTROPY

where W (k, k") is a window function satisfying [ dkW (k, k) = 1. This way the 6(0) from is renormalised
and one obtains:

Nren (k) = T2kz (334)

From this statistical particle number for k& # 0, Equation one obtains the entropy per mode:

SuNRILm —0 = (ARLm—0(k) + D)In(Ar1,m—0(k) + 1) — AR1,m—0(k)In(AR1,m—0(k))

() o () () 2) 0]

(335)

Thus in this section one concludes that the two different vacua that one constructed have a different entropy.
The vacuum that is invariant under the symmetries of Rindler space contains a thermal distribution of
particles while the vacuum that violates the Rindler symmetries appears to be empty. One can calculate the
entropy from this by integrating [335] over all different modes:

* dk
SuNRIm —0 = / % [(fir1,m—0(k) + D)In(AR1,m—0(k) + 1) — ARLm—o (k) In(AR1m—0(k))].  (336)

This integral is symmetric in k and one can thus change it to two times the integral from 0 to infinity. One
changes the integration variable to x = % where g = 2?”. Then, dz = feP*dk. This way one obtains:

SuNRLm —0 = % /00 dr { Y n(z) - In(x— 1) + ln(II)}

rz—1 rz—1

wﬂ/ [:c—l e } (337)
:wﬂ/ [lnyH lyn(y}
(

:wﬂ{/o dy[ln( )] [In(y)In(y + D] /d y+ }

Where in the last step one has partially integrated the second term. One sees that the first and the last term
are the same now and that one needs to introduce two cut-offs for the boundary terms to converge. Therefore
one introduces an IR cut-off § << 1 and a UV cut-off A >> 1. Furthermore, one realises that the integral
that has to be solved is the dilogarithm:

Liy(2) :—/O dt@ —/O_Zln(l;rt). (338)

With some manipulations on the integral corresponding to the dilogarithm, one then finds:
1
S’uN,RI,m —0 = ﬁ {—ln(A)ln(A + 1) + 111(5)111((5 + 1) -2 [ng(—A) - ng(—é)}} . (339)

One knows an asymptotic expansion of the dilogarithm as Li; — ffln (—=2) — %2 when |z|— oco. From
the definition of the dilogarithm in Equation [338| one also sees that the dilogarithm approaches 0 for small

arguments. Thus one can expand Equation [339) as:

1 2
SuNRLm -0 = — 4 —In*(A) = In(A) + — +1In(d) ¢ . (340)

w3 3
From this one sees that the entropy is both UV and IR divergent. It is common practice in literature to
look at this in the following way. One introduces a maximal momentum k.. One does this by setting
A = ePkmax — 1. From this one knows that Bkmax = In(A + 1) =~ In(A). Here the constant § is given by
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6 VON NEUMANN ENTROPY

8 = 2?” Moreover one introduces a minimal momentum ky, such that § = efkmin x~ Bk ... With these
maximal and minimal momenta one obtains:

kQ 1 Bkmin + Lz
S, m 0 A —max J ] 3 11 der t . 341
N,RIL,m —0 - { Bl + (Blemm)? + smaller order terms (341)

In this expressions one takes ky, .y to be roughly of order Planck mass mp = 4/ 5—2 and knin as approximately:

kmin ~ ﬁ:;M, where M the black hole mass. Now the entropy scales as m3, which is roughly the right answer.
One now gets the total entropy by multiplying this entropy density with the volume, which in this case is
just the length of the system. One can take this to be approximately the radius of the event horizon.
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7 DISCUSSION AND CONCLUSION

7 Discussion and conclusion

The aim of this thesis was to calculate the Von Neumann entropy in a near horizon analogue situation and
analyse how the back reaction influences this result. This aim appeared to be a bridge too far, but a lot of
work towards this aim has been carried out. In summary, the D-dimensional massless propagator was first
calculated to get used to the methodology in Section 2] Then in Section [3] the massless field in Rindler
space was quantised by solving the field equations. With these fields the massless Bogoliubov coefficients
were determined and the consistency checks showed that these were the correct Bogoliubov coefficients. By
defining a naive vacuum, the vacuum which vanishes by acting with all annihilation operators, the two-point
function and the corresponding spectral and statistical function were calculated for this vacuum state. This
naive vacuum violated the Rindler isometries, which became obvious when one calculated the massless limit
of massive propagator. The massive propagator was determined using the fact that in every maximally
symmetric space there exists a state in which the propagator only depends on the invariant distance. The
massless limit of the propagator of this state is invariant under the Rindler isometries and contains a spatially
dependent Bose condensate. Moving to Section [4] there was shown that the thus far considered states had
a vanishing energy momentum tensor and that back reaction was thus not applicable. In Section [5] there
is attempted to calculate the two-point function for the naive Rindler vacuum from the point of view of a
Minkowski observer. This calculation contained many divergences with nontrivial space time dependences.
Different ways of regulating the results did not lead to the same regular parts. One still needs to think
of a physical reason for regulating in a certain way. Lastly, in Section [ the Von Neumann entropy is
calculated for the naive vacuum that breaks Rindler isometries and for the Rindler invariant vacuum. The
naive Rindler vacuum appears to be empty, and has zero entropy. The Rindler invariant vacuum contains a
thermal distribution of particles with corresponding entropy.

In this thesis a couple of peculiarities have been found. First of all, the spatially dependent Bose con-
densate that was obtained in the Rindler invariant vacuum does not contribute to the energy momentum
tensor and neither to the entropy. This condensate breaks the Rindler isometries. This is a phenomenon
called symmetry non-inheritance. This phenomenon tells us that matter fields do not have to satisfy the
same symmetries as the space they live in. In the past couple of years constraints have been put on the
symmetry non-inheritance phenomenon, [67], [68], [69], [70] and a Kerr Black hole model with scalar hair has
been developed using this phenomenon [71]. This symmetry non-inheritance is possibly a way around the
Bekenstein no-hair theorem and could thus possibly be an interesting avenue for future research.

Secondly, it appears that the Rindler vacuum state is degenerate. There has been calculated that both
the naive Rindler vacuum and the Rindler invariant vacuum have a vanishing energy momentum tensor. This
raises the question how big the space is of all Rindler states with a vanishing energy momentum tensor. From
a first consideration, one can see from Equation @ that one fixed two complex parameters a(k) and S(k).
These two complex parameters are thus four real degrees of freedom, however they still need to satisfy one
constraint and one symmetry of the system. This symmetry is the symmetry that the phase of the mode
function does not affect the physics: gzNS(T, k) = e¢(r,k). From this one concludes that there is already
an infinite number of vacua that can be described by two real degrees of freedom. Moreover one has the
vacuum that is invariant under Rindler isometries. The Rindler invariant vacuum does not seem to contain
such a parametrisation, but to fully investigate this one would need to calculate the massive, quantised
fields. A first estimate would then be that the space of Rindler vacua can at least be parametrised by two
real parameters with one outlier that is not parametrised by the two parameters. An interesting follow up
question would then be: how could a mass decrease this set of vacua? In other words, is the set of vacua with

energy m? [%log (%) +vE — 1} smaller than the set of massless vacua. Of course, back reaction would

become applicable in this situation. The existence of a non-vanishing energy momentum tensor would induce
curvature in the system, effectively turning the system in some kind of curved Rindler space. Since the fields
would have to satisfy a different equation now, this would entirely change the set of vacua.

What has been done in this thesis is primarily a toy model for a near horizon observer. One related the

radial coordinate in Schwarzschild to the spatial Rindler coordinate. However, Schwarzschild also contains
the spherical coordinates. These coordinates should be incorporated in the toy model as well. Possibly, one
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7 DISCUSSION AND CONCLUSION

could analyse the situation the same way in the space of IR? x $2. One could take a metric in the form of
ds* = —e* (dr? — d&?) + r?(€)dQ>. (342)

In the introduction there was shown how the 2-dimensional Rindler and the radial and temporal part of the
Schwarzschild metric are equal in the limit where the observer is close to the horizon. This can be extended
to the angular coordinates. Applying the same transformation as in the introduction without all constants
this time, X2 =1 — QTm,T = 4mt, yields:

1
ds?* = 16m? <—X2dT2 + (1 4+4X2% 4 ..)dX?* + 1 (1+ X%+ ...)2 [d6* + sin2(9)d¢2]> . (343)
In the near horizon limit, the last part of this expression is exactly the 2-sphere with a Schwarzschild radius
radius. So one can try to solve the field equations for the metric given in with 72(¢) = 26;72”” This would
be a neat way to incorporate the angular dependence in a still somewhat easier metric than the Schwarzschild
metric.

Lastly, it is important to consider how the obtained results can eventually help solving the black hole
information paradox. In the Bogoliubov calculation from Section [5] a lot of infinities were found that
depended non-trivially on the spacetime coordinates. This could be interpreted as a Minkowski observer
seeing infinitely many infrared particles in the Rindler invariant vacuum. An interesting question is then
whether adding a mass in the theory would regulate all these infinities. For this one needs to solve and
quantise the massive equation of motion for Rindler space, and then calculate the Bogoliubov coefficients
between the massive Minkowski field and the massive Rindler field. Doing this teaches us whether there are
many highly energetic particles at the horizon. In other words, this could give insight in whether firewalls
exist. This calculation could be done for all states and maybe it is possible to conclude from these results
how the firewalls could depend on the states of the system.
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Appendices

A Flatness of Rindler space

To show that Rindler is a flat spacetime, let one first start with the Christoffel symbols:

1
Fﬁu = igpa [aﬂgau + al/gap - aag;w] . (344)

With the Rindler metric given by Equation all non-zero Christoffel symbols are given by:
ré, =g, 1"25 =g, I'l, =g (345)

As the Christoffel symbols are constant throughout space and time, one can calculate the Riemann tensor

as:
Rguu = FZ)\FI)/\(T - Fi)\rza‘ (346)

The only unique component in 2 dimensions is R3,,, which is easily calculated from the Christoffel symbols
and yields 0. This was expected as one only did a coordinate transformation from Minkowski space. This
means that Rindler space is flat.

B Equation of motion in Rindler coordinates

One wants to obtain the equation of motion that the fields have to satisfy in the Rindler coordinates. For this
one makes use of the equations that the describe the transition between Minkowski coordinates and Rindler
coordinates:

e9¢
x = ?cosh(gr) (347)
e9¢
t = —sinh(g7), (348)
g
and their inverse:
1
—— 2(,2 _ 12
€= gln( 222 —t )) (349)
1 t
T = —arctanh <) (350)
g x

With this transformation the infinitesimal distance elements are given by:

dt = e%sinh(gr)dé + €9 cosh(gr)dr (351)

dx = €% cosh(gr)dé + e sinh(g7)dr. (352)

Thus the line element transforms as:

ds® = —dt* + dxz?
= %96 (—sinh2 (g7)de? — cosh?(gr)dr? — 2cosh(gr)sinh(gr)dédr
+ cosh?(g7)de? + sinh?(g7)dr? + 2cosh(g7)sinh(g7)dédr)
= ¢ (—dr? +d¢?).

(353)
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To transform all derivatives in the equation of motion one needs to apply the chain rule: 9, = >
The derivative with respect to t is given by:

)

ot 0¢ Ot ot

1 -2t 11

:%l‘Q—tQ EJrgl_i
1 —t 1 =z

= §x2 — t25§ + 5.%‘2 — t287

= —e 9% sinh(gT)0¢ + e % cosh(g7)0, .

O =

o,

The derivative with respect to x is given by:

ag 0 0r 0
Oy = + —
83:85 oz 0T
1 2z IR
=————0c+-—550,
2922 —2 ¢ g —%
1 =z 1 —t
=—-———0, O
g 72— 2 §+g£2 2

= e % cosh(gr)0 — e 9sinh(gT)0;.

These two expressions lead to the following second derivatives:

97 = (—e 9 sinh(g7)d; + e % cosh(gr)d;) (—e “ sinh(g7)d¢ + e %cosh(g7)d-)
= e~ sinh?(g7)92 + e 29 cosh?(g7)02 — ge~29Ssinh? (g7) 0
+ ge~29%sinh(g7)cosh(g7)d, — e 29 sinh(g7)cosh(g7)9:0; — ge~ 29 cosh?(g7)0;
— e~ ?sinh(gr)cosh(g7)d: ¢ + ge~***sinh(g7)cosh(g7)0r,

92 = (e %cosh(g7)0¢ — e_ggsmh(gT)a ) (¢ %cosh(g)de — e~ %*sinh(g7)0r)
— e 2% cosh? (gr)0Z + e~ *%Ssinh’ (97)3 — ge 9 cosh® ()0
+ ge ™9 sinh(g7)cosh(g7)d, — e > sinh(gr)cosh(gT)ed- — ge > sinh* (g7) 0

— e~ 298sinh(gr)cosh(gT)0, 0 + ge 29 sinh(g7)cosh(g7)d- .
Thus now the partial derivatives in the equation of motion is given by:

—0F + 02 =e 2 (=02 4+ 7).

C Klein Gordon norm of Minkowski mode functions

oz’
zdtal

(354)

(355)

(356)

(357)

(358)

In the main text one saw the Klein Gordon norm of the different Minkowski mode functions were given by:

(fe> fr ke = = (fi, fi) ke = 2m6(k — k)
(9%, 90 ) ke = — (95> 91 ) kG = 210 (k — k')
(fr, fo)xa = (95, 9v )ka = (fr, 9v )ka = (fr, 93 ) kG =0

Here, one will carry out one of these products and all other ones can be done in a similar fashion.

—1 — —z i / —z i / _r i 7$
(frs fo )k = T € k(=) g, (e (t=2)) — F (t=2) g, (¢~ (E=2)) gy
! i(k—k' T —4m -
B i ke )t/ e FRIT dy = ——(ik' +ik)e " FTF§(k — k) = 2m(k — K
VA . TR k) (k — ') = 2wk — )
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D EVALUATION OF THE BOGOLIUBOV COEFFICIENTS INTEGRALS

Here one used the fact that

©dx
/w 5. ¢ 5(k), (364)

and that §(z — o) f(x) = f(x0)d(x — o). For the functions with a vanishing Klein Gordon norm one has:

—1

(frer 90 ) kG = Wi

/ efik(tfz)at (eik'(tJr:c)) o eik'(tfw)at (efik(ter))dx (365)
Zy

= 2\;%(Zk/ _|_ ik)ef’i(kfk;’)t/ ei(k+k’)$dx — \;%(ij + ik)efi(kfk’)td(k + k_/) — O (366)

The last step is made with the property of the delta function that §(x — x¢) f(x) = f(z0)d(x — x0).

D Evaluation of the Bogoliubov coefficients integrals

In the main text, one stumbled upon the following integral:
*® du _
A= / TR itk (367)

To solve this integral, one first remembers the definition for @ and rewrite it in terms of w,

1 1 1
i=t—x=—-e%(sinh(gr) — cosh(gr)) = —=e9E"T) = _Z¢—9u, (368)
g g g
Thus one needs to solve the following integral:
o0
du .
/_Oo %ezpuelgezp(—ug) (369)

One can now do a variable change from —ug to In(z). With this substitution one has

-1d
du= %2,
g x

The integral boundaries will change to oo till 0 as a result of this substitution. Thus one obtains:

1 0 1 —ip ; n(x
A=— (_d“’) o3l n(z) ik eap™ (570)
27T 0o g €T
1 o —ip i
N 7/ do o sl (371)
2mg Jo

Now one has to realise that the definition of the gamma function is given by:

I'(z) = / t*tetdt. (372)
0
To work towards this form of an integral, one first makes a substitution of z = ’;kz, which gives dz = %kdz.
This yields the following;:
L g (g N 2 le 2z (373)
2rg —ik J, —ik
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Im(z) \_Z

Re(z)

L J

Figure 6: The integration contour as described in the text.

Now one has to make use of contour integration to see that this integral equals the integral of the same
argument but with boundaries 0 and oo. This is because one can close a contour around the bottom half
corner of the complex z-plane. Here the contribution from the infinite quarter circle will vanish because of
the e™#. This is depicted in figure @ Since there are no poles in the contour, one has the following equation

for the contour integral:
0 o]
0= / — / + / + / . (374)
contour quartercircle —i00 0

Thus equation 373| can be rewritten in the form of the gamma function and thus the result one obtains for
our integral is:

1 g =ik /[ g \ o . —ip. 1 [ig\ ® . —ip
2ng —ik g (—zk‘) ( g ) 2mg (k;) ( g ) (375)

The only thing that one wants to get rid of now, is the i’ in the expression. One knows that i* = ¢’ () =

eillog()+arg(i)) — ¢=3  Using this in equation then yields

_ B o\ T i
A= 2mg (k) I( g ) (376)

The other integrals can be carried out in roughly the same way. Thus giving us the following results for the

Bogoliubov coefficients:

b .
pe2 g i ip

N PR 377

o =[P (@) 0(D) @)
pe g w_ip

= /= Yo (= 378

b= LoD, (378)
pes g owip

=/ —(3) " T(= 379

ne = [Lom (D) (379

pe g ow_ ip
=/ =)s I'(—).
i \/; 3y ()T (330)

E Killing vectors in Rindler

In Appendix [B] one saw that the partial derivatives were given by:
Op = —e % sinh(g7)0¢ + e 9 cosh(gT)0;. (381)
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F EQUALITY OF THE SPECTRAL FUNCTIONS FOR THE DIFFERENT STATES
AND EQUALITY OF THE STATISTICAL FUNCTIONS IN A CERTAIN LIMIT

dr = e % cosh(gr)d: — e 9 sinh(g7)0; . (382)

These directly translate to the Killing vectors in Rindler space, because in Minkowski space the Killing
vectors are given by: 0,9, and xd; + t0,. This means that the Rindler Killing vectors are given by:

K, = —e 9sinh(g7)0s + e 9 cosh(g7)0, (383)
Ky = e % cosh(gr)0¢ — e 9 sinh(g7)0, (384)
K3 =0, (385)

F Equality of the spectral functions for the different states and
equality of the statistical functions in a certain limit

The different spectral functions were given by,

iNG (1,67, €)= 7%‘ [0(AT)O(AT? — AL®) — O(—AT)O(AT? — AL?)] . (386)

(&
m

IAC(r, € 7,€') = — [0(AT — D) — H(AE — A7) + 6(AT + AZ) — 0(~A7 — AZ)]. (387)

To see that the spectral functions of the different states are equal, one can just look at the values the
combination of #-function take in different regions of the AT — A plane. Consider the Regions LILIILIV
in Figure [7l Considering the f-functions with quadratic arguments. One concludes that §(A7T)0(AT? — AE?2)
is non-zero only in region II and has a value +1 there and that -0(—A7)0(A7? — A&?) is non-zero only in
region IV and has a value -1 there. The f-functions of the massless case are given by:

o(A Ag) 1, in regions II and III (388)
T — =
0, in regions I and IV
O(AE — A7) 1, in regions I and IV (389)
— A7) =
0, in regions II and III
(AT + A€) 1, in regions I and II (390)
T =
0, in regions III and IV
o(—A Ag) 1, in regions IIT and TV (391)
AT — _
0, in regions I and II.
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Figure 7: The A — AT plane divided in four different regions.

So the specific combination that appears in the spectral function yields the following values for the spectral
function:

—i in region II

27
AS(T, &7 &) = in region IV (392)

3
0,in regions I and III

Thus one indeed has that the spectral functions in the different cases are equal and that the spectral function
is only non-zero inside the light cone.

The statistical functions also appear to be inequal, however one can take the limit where &, ¢, 7,7 are
small and in that limit the statistical functions are equal:

2
Fm %0(7—75;7-/’5/) _71 (gg

1 u?
=—41n<2 {1+295+29 €2+ 1+ 29€' +24%¢"
m g
-2 (1+g £+¢) 2(£+£’)2> <1+ Q;AT2>D v
= f%m (n [26% +2¢% - €2 — 266 — € — A7%]) + 6*()
= — I (A€ - A7) + ¢ (a).

€298 4 o208 _ 909(6+¢€ )cosh( (r— T/)):|) + (1)

This is indeed equal to the previously obtained spectral function.

G Calculation of the energy momentum tensor without neglecting
the imaginary part

In this Appendix one proves that the imaginary part in (le;ﬂ drops out in the limit when x — z’. First for
the naive Rindler vacuum and afterwards also for the Rindler invariant vacuum. Recalling from Equation
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that the Feynman propagator for the naive Rindler vacuum was given by:

IR (e, ) = A7) - o (4 [~ (A7 = i + A]) + 6200

+O(—AT) {—4177111 (12 [~(A7 + i6)? + AEY]) + ¢* (u)] (394)

= T (12 [~(Ar|—ie + AE%]) + 67 (s)

The first derivative to the primed coordinates yields

B AT T
AP _AZ 1
+ %9(—AT) [—26(AT — AE) — 26(AT + AE)]

210, (T(b(1,€)(r', €)]) O(AT) [-20(AT — AE) — 25(AT + Ag))]

+ %5(A7) [O(AT — AE) — O(AE — AT) + (AT + AE) — 0(—AT — AE)]

- ﬁ + To(ar) [5(AT — A8) + 6(A7 + Ag)] (305)

— T 0(~ A7) [F(AT — AE) + 6(AT + Ag)]

__Ar L im
COATZ AL 2
i

+ 5 0(-A8) [5(AT + Ag) — 6(AT — AE)],

O(AE) [0(AT — AE) — 0(AT + Af)]

210 (T[0(r, O €)= oy es — JO(AT) [20(A7 — A¢) — 25(A7 + A

+ Z.ZW@(—AT) [20(AT — AE) — 20(AT + AZ)]

AT i
" EroaE g ATIAT— A0 — AT+ AL (396)
+ %Te(_m) [B(AT — AL) = 6(AT + AL)]
___ A7 T O(AE) [S(AT — AE) + S(AT + AS))

TATZAE2 2
i
+ 59(—Ag) [0(AT — AE) + 6(AT + Af)].

For these calculations one used the expression for the Feynman propagator with the #-functions, as it is a bit
easier. This expression is obtained using the principle sheet of the logarithm. In addition to that, one wrote
down 27 times the propagator to avoid having to write % very often. Some of the complex terms cancel
already because of the property of the Dirac-0-function: é(x — x¢) f(z) = é(x — x0) f(z0). Moreover, one has
used this Dirac-d-function property to make taking second derivatives easier. This way one can choose the
0 functions which do not depend on the variable the derivative is taken to. Taking another derivative with
respect to the non-primed coordinates yields 4 options:

AT? — AE2 —2AT?
(Ar2 — Ag2)?
+ %To(ng) {W(AT +AE) — 6D (Ar — Ag)}

2 2 .
_ _(AA;:LAAﬁiP + %Ta(m) {5<1>(AT — AE) + 6D (AT + Ag)}

- %”em—m) [50 (A — Ag) + 50 (A7 + Ag)]

20, 0, (Td(r, (', € = + T0(A8) [80) (A7 - Ag) — 80 (A7 + A

(397)
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2AEAT i

2100 (T[p(r, &) (7', &)]) = (A7) [5<1>(AT — A8 — sV (Ar + Ag)}

(Ar? - A2 2 (398)
+ %9(—A7) [W(AT — A8 - sV (Ar + Ag)}
“ N —A 2 A 2 _ 2 .
210: 0 (T[o(7,€) (7', €)]) = Z-A:; £A£2)22A€ — %Q(AT) [—26(1)(AT — A¢) — 26 (AT + Af)}
oA 225 (Ar — Ag) — 250
+ K 62)( :—1 [ 222 gZ(AT. Ag) - 250 (A7 + Ag)| )
—AT" + - s
= Ao amp a0 VAT - g + V(AT + A9
- %re(—AT) [5<1>(AT — AE) + 6D (AT + Ag)}
, - “ 2AEAT i
20,0 (TI3(r. (', €)]) = (73— agoyp ~ 5 088 [0V(A7 = A+ (A7 + Ag)|
L W (Ar— &)
+ Z0(=Ag) [0 (87— 8 +50(ar + A¢)] o0)
2AEAT 2

= o agy 00 AT - a0 —a A+ A9

In all expression it is now quite clear that the imaginary part goes to zero as A7 — 0. Thus one indeed
obtains the result that was given in the main text for the energy momentum tensor, Equations

Now one looks at the Feynman propagator for the Rindler invariant vacuum.

1

lim A (r,€7,€) = —1n (42 [cosh(gA€) — cosh(g|A|—ige)]) + 6 (&€, ) (401)
m — T

Again one takes the result for the Feynman propagator where the principle sheet is used to obtain §-functions.

The first order derivatives to the primed coordinates, while not ignoring the imaginary part, are given by:

/o1 " n rery 9| Sinh(gAg)
2m0¢ lim, (Om (T, dm(r,€)) = 2|71 cosh(gA&) — cosh(gAT) (402)

—ir AL [O(AT)? + 0(—AT)? — 20(AT)0(—AT)] S(AT> — AE?),

g sinh(gAT)
2 cosh(gA&) — cosh(gAT)
+imAT [0(AT)? 4+ 0(—AT)? — 20(AT)0(—AT)] §(AT? — Ag?)  (403)
+im [0(AT)O(AT) — §(—AT)I(—AT) — 6(AT)O(—AT)
+ 6(=AT)O(AT)] O(AT? — AE?).

27'('8;. rrlLH—I}O <¢gm (7—7 f)gz)m (7'/7 5/)> =

Again one sees that the last term in the 7 derivative expression drops out because of the because of the
property of the Dirac-d-function: §(x — zg) f(z) = d(z — x0) f(x¢). The derivatives can again be simplified

., S@—a0)

such that one has to take fewer derivatives. This is done via §(f(z)) = =TFGor—» Where zg all zero crossings
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of the function f(x). Doing this gives the following expressions for the first derivatives:

20 lim (G (7, €)m (7',€)) = % {1 + Cosh<gzi$1(—gfsil<gm>]
_ f@; [0(A€)? + 0(—=A8)* — 20(AE)0(—AL)] (AT — AE)
- ;liz Pae) +0(-0cf - WAL AT +AY
g {_1 sinh(gA£) ]
2 cosh(gA€&) — cosh(gAT)
_ i;@:l [6(AT)? +0(=AT)? = 20(AT)0(-AT)] 5(AT — A)
ir Ar

2 |A7

[0(AT)? + 0(—AT)? — 20(AT)O(—AT)] S(AT + AE),

and

I 2 2 PN sinh(gAq—)
e "ILH_I}O O (7 8)om(r,69) = _2 cosh(gAg&) — cosh(gAT)
+ % @; [0(AT)? + 0(—AT)? — 20(AT)0(—AT)] §(AT — AE)
im AT 2 A2 VO Ar i
+ 2 TAr [0(AT)? + 0(—AT)? — 20(AT)0(—AT)] §(AT + AE) o
__9 sinh(gAT)
- 2 cosh(gA€) — cosh(gAT)
+ Z;@é [0(AE)? + 0(—A&)? — 20(AE)H(—AE)] 5(AT — A€)
- igﬁé [0(A6)* +0(=A8)* — 20(A)0(—AE)] S(AT + AE).

The second order derivatives are given by:

o . © o —G% (=1 + cosh(gA&)cosh(gAT)
27‘(8535 nllglo <¢m(7'7 £)¢m(7 a€ )> - T (COSh(gAf) _ COSh(gAT))2
* §@| [6(AT)? + 0(=A7)* — 20(AT)0(~A7)] 5 (AT — A)  (406)
i AT
2 |AT]

+ [0(AT)? + 0(—AT)? = 20(AT)0(—AT)] 61 (AT + AQ),
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ﬁ sinh(gA&)sinh(gAT)

2 (cosh(gA¢) — cosh(gAT))?

{_ sinh(gA¢) }
cosh(gA¢&) — cosh(gAT)

_ T RS Th(AE)? 4 B(— ALY — 20(AE)B(—AE)] 5V (AT — Ag)

_im A [0(A€)? + 0(—A€)? — 20(A)H(—AL)] 6D (AT + Ag)  (407)

{_1 sinh(gAg) }

2 cosh(gAg&) — cosh(gAT)
im AT 9 9 1)

T3 Ar [0(AT)? 4+ 0(—AT)? = 20(AT)0(—AT)] 6D (AT — A%)
i AT
2 |A7]

[0(AT)2 + 0(—AT)? — 20(AT)0(—AT)] V(AT + A€),

—g? (=1 + cosh(gA¢&)cosh(gAT)

210,07 n%,il—rgo (Om (7, E)om(7',£)) = "2 (cosh(gAg) — cosh(gAT))?

+ g@é [0(AE)% + 0(—A&)? — 20(AE)O(—AE)] 6 (AT — A€)
— G Rg A0 + 0(-07 — 20(A0(-A0)] 80 (A7 + A) (108)

~ —g% (=14 cosh(gA&)cosh(gAr)

2 (cosh(gA¢) — cosh(gAT))2
Z;@; [0(AT)? + 6(—AT)? — 20(AT)0(—A7)] 6 (AT — AE)
im AT
2 [A7]

+

[0(AT)? + 0(—AT)? — 20(AT)0(—AT)] 6V (AT + A€)

;o - © g sinh(gA&)sinh(gAT)

2m0e0y nlzlglo (Om (T, )om (7, ) = 2 (cosh(gA€) — cosh(gAT))2

- ’;@; [0(AT)% + 0(—AT)2 — 20(AT)O(~AT)] 6D (AT — A¢)  (409)
it AT
2 [A7|

[0(AT)? + 0(—AT)? = 20(AT)0(—AT)] W (AT + AY).

Here, one notes that all the complex terms in this expression drop out in the coincident limit, the limit where
t — t'. Thus one indeed obtains the result for the energy momentum tensor from the main text, Equations

247, 248, 229
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H Integral from the Bogoliubov calculation

In the main text one encountered the following integral:

ip ip
~ ~ o0 ]. 7Zp Zp iﬂ+€1 9 pT iﬂ+€2 9
0 ot ’,t’O:/d—F—F— ure
(Or| o(z, 1)o@, ) |0r) 0 p167r2gsinh(%) g g i + €] e —iu + €,
o (TEe) T (ke
1 + €5 —iu’ + €

EgF <;p> 5 [(iﬂJrel)%p +e's (iu+ 62) S pe o (—iu + 63)%} + (—iu+ 64)%:|

g = [ .y a2 ous .y =Le -/ /=2 -t =

p I 575 (i + )7 et (=it +eb) T fev (it +eh) T + (—iu + €))7

9 o' v pm —pm _ _
—&—]? 5 [1+€9 +es —|—1] + (@ — ?)
=L +1L+ I3+ 1+ (u— ).

(410)

where one has

The I is given by the first term, the term where one multiplies the two I'-functions. I3 is given by the third
line of Equation where one has I’ (_”’ ) §'9. Iy is given by the 4th line of Equation ﬁ,

r (i—p) 53" Lastly, I is given by the fifth line of Equation the term with the two §’s. One sees that

these terms have a scaling with respect to 6 as e =P When ¢ goes to zero this will start oscillating very

rapidly and thus the contribution coming from large p are expected to go to zero. One thus argues that only
the smaller values of p contribute in I5 and I3. Thus one expands the gamma function for the first couple of
orders. These terms scale as p~2, thus one stops expanding the gamma function at the second order:

(B)-me it D (L))

As will be seen later, terms of order p? and higher in this expansion do not contribute. Inserting this expansion
in the original integral yields the following integral:

* 1 9* igwm |1 7w - —ipopro —ip
h:A -(W)Pff%p G I R G RN
g9

» 1672gsinh

(412)
e (it €y) T A (—it +ey) v | e O,

Here the lower bound has been adjusted to d, to avoid divergent integrals in hope of renormalising In(¢)
terms later. This integral is still quite troublesome, therefore one first makes an approximation for the sinh
function as well for small p:

1 1
Sinh(pl) pT 1 pT 3
’ B+ (%)
_ 9 1
- N2
WH%(;) (413)
_ 9|, _L( Y
Copm 6\ g
_9 _lpr
pr 6y
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Later, one will see that inserting terms up to this order is more than enough. After inserting this, one obtains:

> 1 g 1pm 92 19VE 1 2 w2 . ;| =iz pr . =
Is = T e T 2 — (3 — |: 9 7 (— 5
3 ‘/(;P 167T2g |:p7T 6 g :| |: p2 + D + 6 TE + 9 (Z'U, + 61) +e ( u + 62)

(414)
fe v (i@ +eh) T + (=it +éy) T | e T,

Every term now has the form of an incomplete gamma function, which have d,, divergences. The divergences
are of order 5%, (% and In(d,). Solving the integrals and expanding for small §,, one gets:
P P

13:1

4
g— — ﬂ 1 2 _9421n(—a;) — 242
2 ;[ - <252 5, +4[3a1 2a7In(—a;) 2a,lln(§p)]>
igve (1 1 ) 2 (
* 67+a"_aiVE_ailn(_ai)_ailn(‘sp) to \BEtT S (—ve — In(—a;) — n(d,))
p

™
ivE 1 s w2\ 1
(=7 —In(—a;) —In(,)) — — <—ai> - @ (3’7% + 2) a?] :

(3

415)

_|_

|
S

One now realizes that in the limit that J to 0 the last two terms vanish. Thus the divergent structure contains
terms containing In(In(d)), In(d), In(d,) and multiplications of those divergences. In this expression the a;
are given by:

a; = —gln(é) - éln(iu’ +¢€))

as = ——1In(8) — —In(—iw’ + €5) + n

g g

az = —2In(8) — ‘In(iw +¢) — 2

3=y (9) ( 3) P
as = —gln((S) - éln(—iﬁ/ +éy). (416)

Similarly one can calculate the second line of Equation

e 1 ip pr ip —pr ip ip
12:/ ZgF( )69 {(zﬂ—l—el)g+67(m+62)9+67(—iﬂ+63)9+(—iﬂ+e4)9}
5p  16m2gsinh (%) p 9

* 1 [g lpr)|[ ¢ igw 1(,, = B P B
:/5p 167‘(29 |:p7_‘__:| |:_2_ D +6 37E+7 [(2U+61)g +eg(zu—|—€2)y

e s (—in+ 63)% + (—iu + 64)%} e’ (@)

1 - g° 1 + a; 4= 1 [3 2 _ 9,121 (—a ) 9 /21 (5, )]
= - =+ 2 al® — 2a;"“In ) — 2ai°In
1672 p T 261% op 4
igye (1 L[, , = '
— +a; — ajyg — ajln(—a}) — ajln(é,) | + — ( 37g + = ) (=& — In(—a}) — In(4,))
T (5p 6 2
s VE 1 s 9 w2\ 1
t35 (—ye — In(=aj) —In(dp)) + ra <_a;) 3642 (3%: + 2) el

(417)
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The a} in this expression are very similar to the previous a;, namely:
d Zlln(é’) + iln(iﬂ—i— €1)
== - 1
g g
, 1 , T T
ao = —In(é8") + —In(ia + €3) + —
2= (0") P ( ) P
ay = +31n(6’) + 3ln(—m +e3)— —
g g
a) = ZIn(8') + “In(—iti + e4) (418)
g g

The integral on the first line of Equation [{10] can be solved as:

ip L ip L
U+ €1 9 pm 1U + €2 9 —pm —U + €3
YTU / +€ i YTU / +€ 7 yag! /
” w' + e —u’ + € U’ + €3

ip ip
g —pm —iﬂ—|—€3 g —1iU + €4 g
167rZ / e <z’u/+eg) +(—z’ul+eg> ]

ol

i 1
I :/ dp
5 167rpsmh (%)

iwte \* e [ dite \
<*/ /) +ev </,>
n=0 " +61 —u +62
1 — j T . .
~ 167 " {F (0’ [_2n7r + “In (Zu/-i-q/)] 51)) +I (0» [—(QH — 1)E + ‘In (W)] 5p>
= g 9 \mta g g \—it +e
+T {0, _(2n+1)ﬁ+£1n LJFGB dp | +1°(0, —2nz—|—zln w 5, )1 -
9 9 \iU+e 9 g \-it'+¢

(419)

One has expanded this function already, so one can expand this function the same way again. This way one
obtains:

. . Y
us 1 1u+€1
1 oo 1 . 1 00 <—27L§ =+ Ehl (iﬁ’+e/1 ))
=t S [ i) - g3 y
. - Yy . - Y . - Y
_ _ ™ K 1U+€ _ s 1 —1u+e _ ™ 4 —1u+e
+ ( (2n—1)Z + gln(_iﬁ,+2€,2>) N ( (2n+1)Z + il ( WH;)) X ( T + g1n<_m,+€z))
Y ) )

Cim LS L m L [a=h)? a) _ )t e
= I — nE: n [y B ln(5p)] L Tomy [ b C( Y, b1> b Cl-y—1, b
ca(—b2)? c2)  (=by)Utt c2) | c3(—b3)? )
+ 5 C( Ys b2) by Cl-y—-1, by + ™ ¢l -y, bs
b e b (e () e
by ¢l-v—-1, bs + by ¢\ -v, by by ¢l-v—-1, iR

(420)
where
X 2
ot () -
g 1’ + €] g
. L 9
wm T in(dita) -
g g 1’ + € g
— — 2
3= gl (TRES) = T (423)
g g 1+ € g
) —1U + €4 2
=-In{ —— by = ——. 424
“ gn(—iU’wLei;)’ Ty (424)
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The Hurwitz zeta functions in Equation can again be expanded and they will yield terms as in Equation
[271] This is quite long, thus one refrains from doing it, until one is sure that the answer can be used. Lastly
the fourth line in Equation [410|is given by:

o 1 g (& 0 pr —pm
Li= [ dpg——e s (5] [14e 4™ 4]
: /5p pl&ﬂgsmh(%)p2 (5) ter e
P

_ 9 OodeOth(2g> AN
87'('2 5p p2 0 '

Unfortunately, one cannot use the same argument as before, that only the small values of p contribute,
because this time both § and ¢’ go to zero. Thus now one expands the coth function as:

-
=
coth [ E& :L

29 l—es

(425)

- (1 + e—%) e (426)

n=0

_ Z (6_ ngw + e_(n-i-l)z%r) .
n=0

With this expansion, I gives the following:

- g @ p(—nw_‘_lln(g) p(*<n+1)w+lln(£)
I487T2nz=0/5p p? {e T e
0o

g R o' —nm i o'
_8772;{5p+ g +gln(5) [9 +gln(5 "
—-nw 1 &' nmw i o' -nw 1 é
- +ln<))1n<—ln<)>—<+ln(>)ln5
< g g \9 g g \9 g g \¢ %)
1 —(n+L)m & —(n+1)mr i &
bt I () - P (S ) e
Op g g \¢ g g \9

e () (e (5)) - (R e e (5)) e

g ~=[2 —-@n+)m 2 (& —2n+ D71 2 (&
=2 T Gt PASR il 1 (i [ R Sk M AR Wy [ (il
WQZ[%Jr g +gn(5 g g \5)lm

8
: E g (5))m (5 - gm(5)) - (B g () (57 50 (5)
——— 4

(427)

Now one puts all delta divergences in a condensate and then one arrives at a result for the two-point function.
With all these results, one knows that the two-point function from the perspective of a Minkowski observer

78



I MASSIVE ENTROPY INTERMEDIATE INTEGRAL RESULT

is given by:

o0

(Or| B, (', ) 0g) = 62 () + lim = S = (428)

y—0 47

. 1 [er(=by)Y ¢ (=by)vtt c1 ca(—bg)Y 2 (—=by)vtt C2
im | BV, ) AT g A 2, 2 TR g, 2
yli,)% 167Ty |: bl C Y, b1 b1 C Y ’ b1 + b2 C Y b2 b2 C Y ’ b2
c3(—bs)Y c3 (=bg)¥tt c3)  ca(—ba)Y c4 (—bg)vt! ¢4
B AN VNP NP S N s PSP (RPOR B: A IO S 7Sl (PO I W 7ANNPE (SRPORS B
+ ™ ¢\ —v, by by ¢l-y—1, by + b ¢\ —v, by by ¢l -y-1, by
4 .
1 (3 0\ igm, ., L/, , = T™E
2 (242 ) = (1 — _ Z _2E
+ 1672 v [ = (4a1,r = (az,r( ’VE)) 6 3 + D) TE 6

L[ (3, I G ) - (32 T e 1f:(z +1)(1478)
2 gt )T MR T \ T ) T e | Ty | e

Here a;, and a;, are the same constants as in Equations and but without the In(§) and In(&').

I Massive entropy intermediate integral result

In this appendix the intermediate results of expanding the Hypergeometric functions in Equation are
shown. The result was given by:

_ % {%_126)2 |:(_1);(k—ie)1—\ (1 + é(k _ie)> r (1 _ é(,{ _i€)> <ei(lc—ie)AT +e—i(k—i6)Ar) (429)

_ o i(AT48) (k—ie) <1_ JF, <17 i(k — ie) 1 i(k — ie)’eg(2A‘r+5)> P <1’ _i(k — ie) 1- i(k — ie) ’ eg5)>:|
g g

1, ik ik ik ik
+ 13 {e““‘”’“ (1 — L <1, AR 1;696> . (1,2; 1- Z;696)>
9 9 g 9
. ’ k k ’ k k ’
ez(Arfﬁ )k (1 2 (1, 7%; 1— %;e*Q(ZA'rfS )gAT) — o F <1’ 7%; 1— %;egé >):| +

L ' |:(6i(A'r+5')(k+ie)) <1 P <1 _ ik tie) | ik +ie) ; 69(2A7—+5’)) R (17 ik +i€) - i(k + i€) ; 695'))
(k + ie) g

One first lets € — 0, this yields:
lim [ = 2 Heﬁ’“)(é’m) (2F1 (1,—““;1 - ““;69@'2“)) + oFy ( — ik 11— % 95’) - 1>
) ) g’ g’ /

_ olik)(6—AT) (2F1 <1, ,%; 1— Zk;e@g)ATﬁ) + oF) (1 _ik, :1— % g5> _ 1>

g g g’ g’ i

_ <€7i(5k+mk)> [ L Fy (Lik; 1— ik;eg(5+2AT)) — LR <1 ik - ﬁ 96> (430)
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Then one sends § to zero:

7]_ rk . ’ . T ’ 1 . k k ’
(shm lim [ = . {e—g’wr(—zk)(a —AT)—AT(ik) [ge =E 4 (ik) (6" = A7) 48" (ik)+AT(2ik) JF (1 W - L —gé )
—0e =0 4mk g’ g’

- ge EHRE - AT) 48 (1R)+Ar(2ik) | <1 ik, 1 ik;eg(ﬁl+2AT)>
g

7 k)

g R AT)E GR)HAT(20K) _ o EEATGR) (1’ ik . ﬁ ga>

g’ g
+ge(2k)(5 AT)F ( ik 4 1) T (1 _ Zk) + (Zk)(5 AT)+AT(2Zk)F ( ik + 1) T (1 _ lk)
g g g g

+ge's *AT(”“)] } :

_ g AT gy (1 _ik, - E,e (5’—2AT)> © ke B (iR —AT)

(431)
Lastly one sends ¢’ to zero:
ge FHATED ()T (1) gem TR (1) (1 )
lim lim lim I = | — —
5306 30 € 30 4rk? 4rk?
(432)
efiA'rk eiA'rk
4k 4k
This expression can now be simplified using that
) ) k
k k T,
e(E )i )T
g 9/ sinn (22
g
that M = cos(kx) and that M = cosh(kz). Using all this will then yield the result given in the
main text:
cos(kAT)cosh(Ex)
lim lim lim J = — g (433)

8’ —035 —0e —0 ksinh(%r)
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J ANSWER TO THE INTEGRAL INVOLVING THE UNRUH DETECTOR

J Answer to the integral involving the Unruh detector

The result to Equation is quite long and not of use in the main text and is therefore stated here.

IUnruh
oo In(e29% — g2X\?) +In (62956 - 92)\2)
= —/ dA
0 29
i iEe=m (9046950 —g) i(Eo — E) (9% — g)) i(Ey — E) (26950 + e960 — gA)
= ie g Ei exp | —
E —E), g g
i(By — <eg£6 _ g)\) i(Ey — E) (egfo + 2e980 — g)\)
+ Ei exp | —
g g
i(ngE)(eggoﬁ»eggé) i(EofE)(cf’gO«kg)\) i(En — E \ -+ e96o
+e g e 9 Ei| — ( 0 ) (g )
g
’ ! Al
i(EO—E)<eg£U+g)\> i(Ey — E) (g)\ + 6950) ,
+e 9 Ei| - — log ( 2980 _ 92)\2) — log (62950 — g2/\2> )
g
Ao

(434)

where one has Ay and \; as the boundary values for A. One will not give much more thought to these boundary
values and the numerical value for this amplitude, because experiments on this are still far away.

81



REFERENCES

References

[1] K. Schwarzschild. ‘On the Gravitational Field of a Mass Point According to Einstein’s Theory’. In:
Abh. Konigl. Preuss. Akad. Wissenschaften Jahre 1906,92, Berlin,1907 1916 (Jan. 1916), pp. 189-196.

[2] A. S. Eddington. ‘A Comparison of Whitehead’s and Einstein’s Formulae’. In: Nature 113.2832 (Feb.
1924), p. 192. poI: [10.1038/113192a0.

[3] J. R. Oppenheimer and H. Snyder. ‘On Continued Gravitational Contraction’. In: Phys. Rev. 56 (5
Sept. 1939), pp. 455-459. DOI: 10.1103/PhysRev .56 .455. URL: https://link.aps.org/doi/10.
1103/PhysRev.56.455,

[4] S. Chandrasekhar. ‘The Maximum Mass of Ideal White Dwarfs’. In: The Astrophysical Journal 74 (July
1931), p. 81. DOI: 10.1086/143324.

[6] Roy P. Kerr. ‘Gravitational Field of a Spinning Mass as an Example of Algebraically Special Metrics’.
In: Phys. Rev. Lett. 11 (5 Sept. 1963), pp. 237-238. DOI: [10.1103/PhysRevLett.11.237. URL: https:
//link.aps.org/doi/10.1103/PhysRevLett.11.237,

[6] E. T. Newman et al. ‘Metric of a Rotating, Charged Mass’. In: Journal of Mathematical Physics 6.6
(June 1965), pp. 918-919. por: [10.1063/1. 1704351l

[7] Roger Penrose. ‘Gravitational Collapse and Space-Time Singularities’. In: Phys. Rev. Lett. 14 (3 Jan.
1965), pp. 57-59. DOIL: [10.1103/PhysRevLett.14.57. URL: https://link.aps.org/doi/10.1103/
PhysRevLett.14.57.

[8] S.W. Hawking. ‘Properties of expanding universes’. PhD thesis. Cambridge U., 1966. DO1: [10.17863/
CAM.11283.

[9] M. Ryle, F. G. Smith and B. Elsmore. ‘A preliminary survey of the radio stars in the Northern Hemi-
sphere’. In: Monthly Notices of Royal Astronomical Society 110 (Jan. 1950), p. 508. DOIL: [10. 1093/
mnras/110.6.508.

[10] J. R. Shakeshaft et al. ‘A survey of radio sources between declinations —38° and +83°.” In: Memoirs
Of The Royal Astronomical Society 67 (Jan. 1955), p. 106.

[11] Martin J. Rees. ‘Black Hole Models for Active Galactic Nuclei’. In: Ann. Rev. Astron. Astrophys. 22
(1984), pp. 471-506. DOI: |10.1146/annurev.aa.22.090184.002351.

[12] Jacob D. Bekenstein. ‘Black Holes and Entropy’. In: Phys. Rev. D 7 (8 Apr. 1973), pp. 2333-2346. DOTI:
10.1103/PhysRevD.7.2333. URL: https://link.aps.org/doi/10.1103/PhysRevD.7.2333.

[13] R. Penrose and R. M. Floyd. ‘Extraction of Rotational Energy from a Black Hole’. In: Nature Physical
Science 229.6 (Feb. 1971), pp. 177-179. DOI: |10.1038/physci229177a0.

[14] C.W. Misner, K.S. Thorne and J.A. Wheeler. Gravitation. Gravitation dl. 1. W. H. Freeman, 1973.
ISBN: 9780716703341. URL: https://books.google.nl/books?id=3jJBnwEACAAJ.

[15] S. W. Hawking. ‘Particle creation by black holes’. In: Comm. Math. Phys. 43.3 (1975), pp. 199-220.
URL: https://projecteuclid.org:443/euclid.cmp/1103899181!|

[16] Tommaso De Lorenzo. ‘Black Holes as a Gateway to the Quantum: Classical and Semi-Classical Explor-
ations’. Other thesis. Jan. 2020. DOI: [10.13140/RG.2.2.18613.73449. arXiv: 2001.05403 [gr-qc]l

alentina Baccetti, Robert B. Mann an aniel R. Terno. ‘Horizon avoidance in spherically-symmetric

17] Valentina B i, Robert B. M d Daniel R. T ‘Hori id i hericall i

collapse’. In: (Mar. 2017). arXiv: |1703.09369 [gr-qc].
aura Mersini-Houghton. ‘Backreaction of Hawking radiation on a gravitationally collapsing star I:

18] L Mersini-Hough ‘Back i f Hawki diati itationall llapsi 1
Black holes?’ In: Physics Letters B 738 (2014), pp. 61-67. 1SSN: 0370-2693. DOI: https://doi.org/
10.1016/j.physletb.2014.09.018. URL: http://www.sciencedirect.com/science/article/pii/
S0370269314006686.

[19] Pisin Chen et al. ‘Pre-Hawking radiation cannot prevent the formation of apparent horizon’. In: Phys.
Rev. D 97.6 (2018), p. 064045. DOI: |10.1103/PhysRevD.97.064045. arXiv: 1710.01533 [gr-qcll
[20] William G Unruh and Robert M Wald. ‘Information loss’. In: Reports on Progress in Physics 80.9

(June 2017), p. 092002. DOI: 10.1088/1361-6633/aa778e. URL: https://doi.org/10.1088%2F1361-
6633%2Faa778el


https://doi.org/10.1038/113192a0
https://doi.org/10.1103/PhysRev.56.455
https://link.aps.org/doi/10.1103/PhysRev.56.455
https://link.aps.org/doi/10.1103/PhysRev.56.455
https://doi.org/10.1086/143324
https://doi.org/10.1103/PhysRevLett.11.237
https://link.aps.org/doi/10.1103/PhysRevLett.11.237
https://link.aps.org/doi/10.1103/PhysRevLett.11.237
https://doi.org/10.1063/1.1704351
https://doi.org/10.1103/PhysRevLett.14.57
https://link.aps.org/doi/10.1103/PhysRevLett.14.57
https://link.aps.org/doi/10.1103/PhysRevLett.14.57
https://doi.org/10.17863/CAM.11283
https://doi.org/10.17863/CAM.11283
https://doi.org/10.1093/mnras/110.6.508
https://doi.org/10.1093/mnras/110.6.508
https://doi.org/10.1146/annurev.aa.22.090184.002351
https://doi.org/10.1103/PhysRevD.7.2333
https://link.aps.org/doi/10.1103/PhysRevD.7.2333
https://doi.org/10.1038/physci229177a0
https://books.google.nl/books?id=3jJBnwEACAAJ
https://projecteuclid.org:443/euclid.cmp/1103899181
https://doi.org/10.13140/RG.2.2.18613.73449
https://arxiv.org/abs/2001.05403
https://arxiv.org/abs/1703.09369
https://doi.org/https://doi.org/10.1016/j.physletb.2014.09.018
https://doi.org/https://doi.org/10.1016/j.physletb.2014.09.018
http://www.sciencedirect.com/science/article/pii/S0370269314006686
http://www.sciencedirect.com/science/article/pii/S0370269314006686
https://doi.org/10.1103/PhysRevD.97.064045
https://arxiv.org/abs/1710.01533
https://doi.org/10.1088/1361-6633/aa778e
https://doi.org/10.1088%2F1361-6633%2Faa778e
https://doi.org/10.1088%2F1361-6633%2Faa778e

REFERENCES

Tim Maudlin. ‘(Information) Paradox Lost’. In: (May 2017). arXiv: 1705.03541 [physics.hist-ph].

JB Manchak and James Owen Weatherall. ‘(Information) Paradox Regained? A Brief Comment on
Maudlin on Black Hole Information Loss’. In: (Jan. 2018). DOI: [10.1007/510701-018-0170-3| arXiv:
1801.05923 [physics.hist-phl].

Ahmed Almbheiri et al. ‘Black Holes: Complementarity or Firewalls?’ In: JHEP 02 (2013), p. 062. DOIL:
10.1007/JHEP02(2013) 062. arXiv: [1207.3123 [hep-th].

Geoffrey Compere. ‘Are quantum corrections on horizon scale physically motivated?’ In: Int. J. Mod.
Phys. D 28.14 (2019), p. 1930019. poI: [10.1142/30218271819300192. arXiv: 1902.04504 [gr-qcl].

Leonard Susskind, Larus Thorlacius and John Uglum. ‘The Stretched horizon and black hole comple-
mentarity’. In: Phys. Rev. D 48 (1993), pp. 3743-3761. DOIL: 10 .1103/PhysRevD . 48 . 3743. arXiv:
hep-th/9306069.

Steven B. Giddings. ‘Black holes and massive remnants’. In: Phys. Rev. D 46 (1992), pp. 1347-1352.
DOI: |10.1103/PhysRevD.46.1347. arXiv: hep-th/9203059.

John Preskill. ‘Do black holes destroy information?’ In: International Symposium on Black holes, Mem-
branes, Wormholes and Superstrings. Jan. 1992, pp. 22-39. arXiv: hep-th/9209058.

H. Nikolic. ‘Gravitational crystal inside the black hole’. In: Mod. Phys. Lett. A 30.37 (2015), p. 1550201.
DOI: |10.1142/50217732315502016. arXiv: |15605.04088 [hep-th].

Gerard 't Hooft. ‘On the Quantum Structure of a Black Hole’. In: Nucl. Phys. B 256 (1985), pp. 727-
745. DOI: |10.1016/0550-3213(85)90418-3.

Samir D. Mathur. ‘The Information paradox: A Pedagogical introduction’. In: Class. Quant. Grav. 26
(2009). Ed. by A.M. Uranga, p. 224001. poI: |10.1088/0264-9381/26/22/224001. arXiv: 0909.1038
[hep-th]!l

Jacob D. Bekenstein and Amnon Meisels. ‘Einstein A and B coefficients for a black hole’. In: Phys.
Rev. D 15 (10 May 1977), pp. 2775-2781. DOIL: [10.1103/PhysRevD. 15.2775. URL: https://link.
aps.org/doi/10.1103/PhysRevD.15.2775|

Prakash Panangaden and Robert M. Wald. ‘Probability distribution for radiation from a black hole in
the presence of incoming radiation’. In: Phys. Rev. D 16 (4 Aug. 1977), pp. 929-932. DOI: [10.1103/
PhysRevD.16.929. URL: https://link.aps.org/doi/10.1103/PhysRevD.16.929.

Hikaru Kawai and Yuki Yokokura. ‘Black Hole as a Quantum Field Configuration’. In: (Feb. 2020).
arXiv: 2002.10331 [hep-th].

Geoff Penington et al. ‘Replica wormholes and the black hole interior’. In: (Nov. 2019). arXiv: 1911.
11977 [hep-thll

Samir D. Mathur. ‘The Fuzzball proposal for black holes: An Elementary review’. In: Fortsch. Phys.
53 (2005). Ed. by E. Kiritsis, pp. 793-827. DOI: [10.1002/prop.200410203. arXiv: hep-th/0502050.

Abhay Ashtekar, Victor Taveras and Madhavan Varadarajan. ‘Information is Not Lost in the Evapora-
tion of 2D Black Holes’. In: Phys. Rev. Lett. 100 (21 May 2008), p. 211302. DOI:|10.1103/PhysRevLett.
100.211302. URL: https://link.aps.org/doi/10.1103/PhysRevLlett.100.211302

Stephen W. Hawking, Malcolm J. Perry and Andrew Strominger. ‘Soft Hair on Black Holes’. In: Phys.
Rev. Lett. 116 (23 June 2016), p. 231301. DOI: [10. 1103 /PhysRevLett . 116 .231301. URL: https:
//link.aps.org/doi/10.1103/PhysRevLett.116.231301.

Gerard ‘t Hooft. ‘Discreteness of Black Hole Microstates’. In: (Sept. 2018). arXiv:|1809.05367 [gr-qcl.

Anna Karlsson. ‘A paradox regarding monogamy of entanglement’. In: (Nov. 2019). arXiv:|1911.09226
[hep-th]!l

Anna Karlsson. ‘Local, non-classical model of Bell correlations’. In: (July 2019). arXiv: [1907 . 11805
[quant-ph].

Robert D. Carlitz and Raymond S. Willey. ‘Lifetime of a black hole’. In: Phys. Rev. D 36 (8 Oct.
1987), pp. 2336-2341. DOI: 10.1103/PhysRevD.36.2336. URL: https://link.aps.org/doi/10.1103/
PhysRevD.36.2336.

II


https://arxiv.org/abs/1705.03541
https://doi.org/10.1007/s10701-018-0170-3
https://arxiv.org/abs/1801.05923
https://doi.org/10.1007/JHEP02(2013)062
https://arxiv.org/abs/1207.3123
https://doi.org/10.1142/S0218271819300192
https://arxiv.org/abs/1902.04504
https://doi.org/10.1103/PhysRevD.48.3743
https://arxiv.org/abs/hep-th/9306069
https://doi.org/10.1103/PhysRevD.46.1347
https://arxiv.org/abs/hep-th/9203059
https://arxiv.org/abs/hep-th/9209058
https://doi.org/10.1142/S0217732315502016
https://arxiv.org/abs/1505.04088
https://doi.org/10.1016/0550-3213(85)90418-3
https://doi.org/10.1088/0264-9381/26/22/224001
https://arxiv.org/abs/0909.1038
https://arxiv.org/abs/0909.1038
https://doi.org/10.1103/PhysRevD.15.2775
https://link.aps.org/doi/10.1103/PhysRevD.15.2775
https://link.aps.org/doi/10.1103/PhysRevD.15.2775
https://doi.org/10.1103/PhysRevD.16.929
https://doi.org/10.1103/PhysRevD.16.929
https://link.aps.org/doi/10.1103/PhysRevD.16.929
https://arxiv.org/abs/2002.10331
https://arxiv.org/abs/1911.11977
https://arxiv.org/abs/1911.11977
https://doi.org/10.1002/prop.200410203
https://arxiv.org/abs/hep-th/0502050
https://doi.org/10.1103/PhysRevLett.100.211302
https://doi.org/10.1103/PhysRevLett.100.211302
https://link.aps.org/doi/10.1103/PhysRevLett.100.211302
https://doi.org/10.1103/PhysRevLett.116.231301
https://link.aps.org/doi/10.1103/PhysRevLett.116.231301
https://link.aps.org/doi/10.1103/PhysRevLett.116.231301
https://arxiv.org/abs/1809.05367
https://arxiv.org/abs/1911.09226
https://arxiv.org/abs/1911.09226
https://arxiv.org/abs/1907.11805
https://arxiv.org/abs/1907.11805
https://doi.org/10.1103/PhysRevD.36.2336
https://link.aps.org/doi/10.1103/PhysRevD.36.2336
https://link.aps.org/doi/10.1103/PhysRevD.36.2336

REFERENCES

[42]

[60]

[61]

W. G. Unruh. ‘Decoherence without dissipation’. In: Philosophical Transactions of the Royal Society A:
Mathematical, Physical and Engineering Sciences 370.1975 (2012), pp. 4454-4459. DO1:|10.1098/rsta.
2012.0163| eprint: https://royalsocietypublishing.org/doi/pdf/10.1098/rsta.2012.0163.
URL: https://royalsocietypublishing.org/doi/abs/10.1098/rsta.2012.0163.

Gerard 't Hooft. ‘Dimensional reduction in quantum gravity’. In: Conf. Proc. C' 930308 (1993), pp. 284~
296. arXiv: gr-qc/9310026.

Leonard Susskind. ‘The world as a hologram’. In: Journal of Mathematical Physics 36.11 (1995),
pp. 6377-6396. DOT: 10 .1063/1.531249. eprint: https://doi.org/10.1063/1.531249. URL:
https://doi.org/10.1063/1.531249.

Mark Srednicki. ‘Entropy and area’. In: Phys. Rev. Lett. 71 (1993), pp. 666—669. DOI: (10 . 1103/
PhysRevLett.71.666. arXiv: hep-th/9303048.

Don N. Page. ‘Information in black hole radiation’. In: Phys. Rev. Lett. 71 (23 Dec. 1993), pp. 3743-3746.
DOI: |10.1103/PhysRevLett.71.3743. URL: https://link.aps.org/doi/10.1103/PhysRevLett.71.
3743.

Juan Martin Maldacena. ‘The Large N limit of superconformal field theories and supergravity’. In: Int.
J. Theor. Phys. 38 (1999), pp. 1113-1133. DOI: [10.1023/A:1026654312961. arXiv: hep-th/9711200.

Seth Lloyd. ‘Almost Certain Escape from Black Holes in Final State Projection Models’. In: Phys. Rewv.
Lett. 96 (6 Feb. 2006), p. 061302. DOI: 10.1103/PhysRevLett.96.061302. URL: https://link.aps.
org/doi/10.1103/PhysRevLlett.96.061302.

Hal M. Haggard and Carlo Rovelli. ‘Quantum-gravity effects outside the horizon spark black to white
hole tunneling’. In: Phys. Rev. D 92 (10 Nov. 2015), p. 104020. DOI: |10.1103/PhysRevD.92.104020.
URL: https://link.aps.org/doi/10.1103/PhysRevD.92.104020.

Alexander Y. Yosifov and Lachezar G. Filipov. ‘Nonlocal black hole evaporation and quantum metric
fluctuations via inhomogeneous vacuum density’. In: Adv. High Energy Phys. 2018 (2018), p. 3131728.
DOI: |10.11565/2018/3131728. arXiv: 1811.03594 [hep-th].

W. Rindler. ‘Kruskal Space and the Uniformly Accelerated Frame’. In: American Journal of Physics
34.12 (1966), pp. 1174-1178. DOI:|10.1119/1.1972547. eprint: https://doi.org/10.1119/1.1972547.
URL: https://doi.org/10.1119/1.1972547.

Hans Ohanian and Remo Ruffini. Gravitation and Spacetime. Nov. 1994. 1SBN: 0393965015. DOI: 10.
1017/CB09781139003391.

Igor Pena et al. ‘On a puzzle about bremsstrahlung as described by coaccelerated observers’. In: Phys.
Rev. D 72 (Oct. 2005). DOI: [10.1103/PhysRevD.72.084018.

Jacob D. Bekenstein. ‘Universal upper bound on the entropy-to-energy ratio for bounded systems’. In:
prd 23.2 (Jan. 1981), pp. 287-298. DOI: 10.1103/PhysRevD.23.287.

Guth J. v. Neumann. ‘Mathematische Grundlagen der Quantummechanik’. In: Monatshefte fiir Math-
ematik und Physik 40 (1933), A31-A32. DO1: 10.1007/BF01708937.

M. Srednicki. Quantum field theory. Cambridge University Press, Jan. 2007. 1SBN: 9780521864497.
Tomislav Prokopec Drazen Glavan. A pedestrian introduction to non-equilibrium QFT. Oct. 2019.

Scalar fields in Rindler spacetime and the near horizon black hole entropy. https://dspace.library.
uu.nl/handle/1874/393373. Accessed: 13-07-2020.

Jurjen F. Koksma, Tomislav Prokopec and Michael G. Schmidt. ‘Entropy and correlators in quantum
field theory’. In: Annals of Physics 325.6 (2010), pp. 1277-1303. 1sSN: 0003-4916. DOI: https://doi.
org/10.1016/j.a0p.2010.02.016L URL: http://www.sciencedirect.com/science/article/pii/
S0003491610000485.

Izrail Solomonovich Gradshteyn et al. Table of integrals, series, and products; 8th ed. Amsterdam:
Academic Press, Sept. 2014. DOI: 0123849330. URL: https://cds.cern.ch/record/1702455.

Marc Barroso Mancha, Tomislav Prokopec and Bogumila Swiezewska. ‘Field theoretic derivation of
bubble wall force’. In: (May 2020). arXiv: 2005.10875 [hep-th].

I11


https://doi.org/10.1098/rsta.2012.0163
https://doi.org/10.1098/rsta.2012.0163
https://royalsocietypublishing.org/doi/pdf/10.1098/rsta.2012.0163
https://royalsocietypublishing.org/doi/abs/10.1098/rsta.2012.0163
https://arxiv.org/abs/gr-qc/9310026
https://doi.org/10.1063/1.531249
https://doi.org/10.1063/1.531249
https://doi.org/10.1063/1.531249
https://doi.org/10.1103/PhysRevLett.71.666
https://doi.org/10.1103/PhysRevLett.71.666
https://arxiv.org/abs/hep-th/9303048
https://doi.org/10.1103/PhysRevLett.71.3743
https://link.aps.org/doi/10.1103/PhysRevLett.71.3743
https://link.aps.org/doi/10.1103/PhysRevLett.71.3743
https://doi.org/10.1023/A:1026654312961
https://arxiv.org/abs/hep-th/9711200
https://doi.org/10.1103/PhysRevLett.96.061302
https://link.aps.org/doi/10.1103/PhysRevLett.96.061302
https://link.aps.org/doi/10.1103/PhysRevLett.96.061302
https://doi.org/10.1103/PhysRevD.92.104020
https://link.aps.org/doi/10.1103/PhysRevD.92.104020
https://doi.org/10.1155/2018/3131728
https://arxiv.org/abs/1811.03594
https://doi.org/10.1119/1.1972547
https://doi.org/10.1119/1.1972547
https://doi.org/10.1119/1.1972547
https://doi.org/10.1017/CBO9781139003391
https://doi.org/10.1017/CBO9781139003391
https://doi.org/10.1103/PhysRevD.72.084018
https://doi.org/10.1103/PhysRevD.23.287
https://doi.org/10.1007/BF01708937
https://dspace.library.uu.nl/handle/1874/393373
https://dspace.library.uu.nl/handle/1874/393373
https://doi.org/https://doi.org/10.1016/j.aop.2010.02.016
https://doi.org/https://doi.org/10.1016/j.aop.2010.02.016
http://www.sciencedirect.com/science/article/pii/S0003491610000485
http://www.sciencedirect.com/science/article/pii/S0003491610000485
https://doi.org/0123849330
https://cds.cern.ch/record/1702455
https://arxiv.org/abs/2005.10875

REFERENCES

[62]
[63]

[64]

T.S. Bunch and P.C.W. Davies. ‘Quantum Field Theory in de Sitter Space: Renormalization by Point
Splitting’. In: Proc. Roy. Soc. Lond. A 360 (1978), pp. 117-134. DOI: |10.1098/rspa.1978.0060.

Sean M. Carroll. Spacetime and Geometry: An Introduction to General Relativity. Cambridge University
Press, 2019. por: 110.1017/9781108770385.

Bruce Allen and Theodore Jacobson. ‘Vector two-point functions in maximally symmetric spaces’. In:
Comm. Math. Phys. 103.4 (1986), pp. 669—692. URL: https://projecteuclid.org:443/euclid.cmp/
1104114862.

N.D. Birrell and P.C.W. Davies. Quantum Fields in Curved Space. Cambridge Monographs on Math-
ematical Physics. Cambridge, UK: Cambridge Univ. Press, Feb. 1984. 1sBN: 9780521278584. DOI: [10.
1017/CB09780511622632.

W. G. Unruh. ‘Notes on black-hole evaporation’. In: Phys. Rev. D 14 (4 Aug. 1976), pp. 870-892. DOL:
10.1103/PhysRevD.14.870. URL: https://1ink.aps.org/doi/10.1103/PhysRevD.14.870

J. Bicak, M. Scholtz and P. Tod. ‘On asymptotically flat solutions of Einstein’s equations periodic
in time II. Spacetimes with scalar-field sources’. In: Class. Quant. Grav. 27 (2010), p. 175011. por:
10.1088/0264-9381/27/17/175011, arXiv: 1008.0248 [gr-qc].

Jiri Bicak, Martin Scholtz and Paul Tod. ‘On asymptotically flat solutions of Einstein’s equations
periodic in time I. Vacuum and electrovacuum solutions’. In: Class. Quant. Grav. 27 (2010), p. 055007.
DOI: |10.1088/0264-9381/27/5/055007. arXiv: [1003.3402 [gr-qc]l

Ivica Smolié¢. ‘Symmetry inheritance of scalar fields’. In: Class. Quant. Grav. 32.14 (2015), p. 145010.
DOI: |10.1088/0264-9381/32/14/145010. arXiv: [15601.04967 [gr-qc].

Alexander A. H. Graham and Rahul Jha. ‘Stationary Black Holes with Time-Dependent Scalar Fields’.
In: Phys. Rev. D 90.4 (2014), p. 041501. DOI: |10 . 1103 /PhysRevD . 90 . 041501, arXiv: 1407 . 6573
[gr-qcll

Carlos A. R. Herdeiro and Eugen Radu. ‘Kerr black holes with scalar hair’. In: Phys. Rev. Lett. 112
(2014), p. 221101. poI: 10.1103/PhysRevLett.112.221101. arXiv: 1403.2757 [gr-qc].

v


https://doi.org/10.1098/rspa.1978.0060
https://doi.org/10.1017/9781108770385
https://projecteuclid.org:443/euclid.cmp/1104114862
https://projecteuclid.org:443/euclid.cmp/1104114862
https://doi.org/10.1017/CBO9780511622632
https://doi.org/10.1017/CBO9780511622632
https://doi.org/10.1103/PhysRevD.14.870
https://link.aps.org/doi/10.1103/PhysRevD.14.870
https://doi.org/10.1088/0264-9381/27/17/175011
https://arxiv.org/abs/1008.0248
https://doi.org/10.1088/0264-9381/27/5/055007
https://arxiv.org/abs/1003.3402
https://doi.org/10.1088/0264-9381/32/14/145010
https://arxiv.org/abs/1501.04967
https://doi.org/10.1103/PhysRevD.90.041501
https://arxiv.org/abs/1407.6573
https://arxiv.org/abs/1407.6573
https://doi.org/10.1103/PhysRevLett.112.221101
https://arxiv.org/abs/1403.2757

	Introduction
	Calculations in Minkowski
	Calculations in Rindler space
	Quantum back reaction
	Bogoliubov calculations
	Von Neumann entropy
	Discussion and conclusion
	Flatness of Rindler space
	Equation of motion in Rindler coordinates
	Klein Gordon norm of Minkowski mode functions
	Evaluation of the Bogoliubov coefficients integrals
	Killing vectors in Rindler
	Equality of the spectral functions for the different states and equality of the statistical functions in a certain limit
	Calculation of the energy momentum tensor without neglecting the imaginary part
	Integral from the Bogoliubov calculation
	Massive entropy intermediate integral result
	Answer to the integral involving the Unruh detector
	References

