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Abstract

Regional sea-level projections are of interest, because they can strongly deviate from the global mean
sea-level change. In a previous study, dynamical downscaling was found to give more realistic simula-
tions in the Northwestern European Shelf (NWES) region than coarse-resolution global climate models
(GCMs) of the Coupled Model Intercomparison Project Phase 5 (CMIP5). Dynamical downscaling
uses high-resolution regional climate models (RCMs) to refine the GCM results. Here we investi-
gate the performance of dynamically downscaling sea-level projections in the NWES region with the
regional ocean model (ROM) ROMS. The simulations are performed over the period from 1980 to
2098, on a 1/4◦ by 1/4◦ horizontal grid resolution. ROMS is forced at the lateral boundaries with the
CMIP5 GCM HadGEM2-ES ocean component. The ROMS surface boundary is forced by the dynam-
ically downscaled HadGEM2-ES atmosphere component with the regional atmosphere model (RAM)
RCA4 from the EURO-CORDEX database. The downscaled sea-level projections are compared to
the HadGEM2-ES data and the results from (Hermans, Tinker, et al., 2020), where HadGEM2-ES
was dynamically downscaled with the ROM NEMO AMM7 (with a horizontal grid resolution of 1/15◦

by 1/9◦).

We find that dynamical downscaling with ROMS leads to a reduced sea-level rise in the North Sea
for the end of the twenty-first century compared to HadGEM2-ES (13 cm for the Belgian, Dutch and
Danish coast). The results from ROMS on the shelf compare well with the higher-resolution NEMO
results. Only a difference of 0.77 cm is found before the Belgian, Dutch and Danish coast. Our
results show that with using the relatively low resolution ROM ROMS comparable improvements as
with the higher resolution ROM NEMO can be obtained for the GCM sea-level projections in the
coastal regions of Belgium, the Netherlands and Denmark. Allowing dynamical downscaled sea-level
projections for the coastal area of Belgium, The Netherlands and Denmark with a relatively low
resolution ROM reduces computational time.
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Chapter 1

Introduction

Since the industrial revolution the emissions of greenhouse gasses have increased, which influences
the current climate. The sea level is one of the many climate variables that is influenced by climate
change. The the sea level change is of interest for societies living in coastal areas, as an increase in
sea level can for example increase the chance of flooding (Oppenheimer et al., 2019). Therefore it is
important to observe the sea level and understand what is driving the changes. Already hundreds of
years tide gauges measure the sea level along the coast. However not along all coastal areas is the
density of data always sufficient. Since 1993 altimetry data is a new source of sea-level information.
This highly increases the worldwide data coverage. Beside observing current sea level, projections are
made to provide policy makers with information for the future. This information about future sea level
is important to have enough adaptation time for possible changes in the protection of communities
against the ocean.

For these policy makers it is important they have information about the sea level in their region,
because this can deviate from the global mean value. Projections of the relative sea-level change
(SLC) (sea level measured above the local solid surface (Gregory et al., 2019)) show deviations up
to 30% above or 50% below the global mean (Church et al., 2013) (Figure 1.1). These deviations
can be caused by dynamical processes, movements of the sea floor and changes in the gravity due to
water redistribution (melt of land ice or changes in the terrestrial water storage) in the climate system
(Church et al., 2013). In this study we focus on dynamical downscaling of the sea-level projections
made with Global Climate Models (GCMs), included in the Coupled Model Intercomparison Project
phase 5 (CMIP5), for the Northwestern European Shelf (NWES) region (Section 1.1). Dynamical
downscaling allows to make regional simulations on a higher resolution model compared to the coarse
grid size of the GCMs. With GCMs not all contributions as summed up above can be simulated,
but only the effects included in the stereodynamic SLC (Gregory et al., 2019). Previous studies have
shown the influence of dynamical downscaling (Mathis et al., 2013; Hermans, Tinker, et al., 2020; Liu
et al., 2016; Zhang et al., 2017) (Section 1.2).

Figure 1.1: The percentage of the deviation of the ensemble mean regional relative sea-level change
between 1986–2005 and 2081–2100 compared to the global mean value. This figure shows the results
for RCP4.5 (Section 2.5.1), but to first order is representative for all RCPs (Church et al., 2013) This
is figure a from Figure 13.21 of (Church et al., 2013).

1.1 The Northwestern European Shelf region

The area of interest for this research is the Northwestern European Shelf (NWES) region. The NWES
region is an area with a highly populated coast and is economically dependent on its coastal area.
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The solid black line in Figure 1.2 gives the 200 m isobath and indicates the shelf area. It can be seen
that the shelf has a steep slope towards the deeper surrounding ocean. The grey arrows indicate the
general circulation on the shelf, with water entering the shelf in the south flowing trough The English
Channel, The Irish Sea and along the Irish west coast. In the northeast, water enters trough the area
around the Orkney Islands, Shetland Islands and through the Norwegian Trench.

Figure 1.2: The bathymetry of the NWES and the deeper surrounding ocean. The solid black line gives
the 200 m isobath delimiting the NWES (colorbar within the map). Grey arrows schematically show
the general shelf sea circulation. The abbreviations show the: Armorican Shelf (AS), Bay of Biscay
(BB), Celtic Sea (CS), Dogger Bank (DB), East Anglia (EA), English Channel (EC), German Bight
(GB), Goban Spur (GS), Irish Sea (IS), Kattegat (Ka), North Sea (NS), Norwegian Trench (NT),
Oyster Ground (OG), Outer Hebrides (OH), Orkney Islands (OI), Porcupine Bank (PB), Rockall
Trough (RT), Skagerrak (Sk), Southern Bight (SB), St. George’s Channel (SGC), Shetland Islands
(SI), Silver Pit (SP), Fair Isle Current (a), European Slope Current (b), East Anglia Plume (c), Frisian
Front (d), Rhine (1), Ems (2), Weser (3), and Elbe (4) (Ricker & Stanev, 2020).

The main geostrophic current in the area is the Atlantic Current, entering in the southwestern part
of the region. The Atlantic Current flows along the shelf and transforms into the Norwegian current
leaving the domain in the North east following along the Norwegian coastline northward. The Atlantic
Current current enters the shelf on different sides. The largest inflow of the Atlantic current into
the North Sea is via the deeper bathymetry of the Norwegian Trench south of Norway (Winther &
Johannessen, 2006). Around 50% of the North Atlantic Current that enters the North Sea is mixed
with fresher water before it leaves as the Norwegian Coastal Current (Winther & Johannessen, 2006).
The Norwegian Coastal current flows from the Skagerrak along the Norwegian coast into the deeper
ocean. The mixing of the Atlantic water occurs for a large amount in the inner part of the Skagerrak,
but also with river outflow along the coastlines (Winther & Johannessen, 2006). The Skagerrak
connects the North Sea via the Kattegat to the fresher water of Baltic Sea. The Baltic Sea freshwater
input is considerably large compared to river run-off into the North Sea (Quante et al., 2016).

1.2 Previous studies on dynamical downscaling sea-level pro-
jections

For dynmical downscaling a regional ocean model (ROM) is used and forced with GCM data. The
CMIP5 GCMs can be forced with different representative concentration pathways (RCPs), furher
discussed in Section 2.5.1. The method of dynamcial downscaling has been used already in several
studies to make projections of different climate parameters, however for regional sea-level projections
the number of studies is limited. Dynamical downscaling to make regional sea-level projections for
the NWES region has only been done by (Mathis et al., 2013) and (Hermans, Tinker, et al., 2020).
In other geographical regions dynamical downscaled projections have been made by (Liu et al., 2016)
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and (Zhang et al., 2017).

Mathis et al. (2013) presents North Sea mean sea-level projections from 1951-2100. Here the HAM-
SOM ROM is used for dynamical downscaling the CMIP3 generation ECHAM5/MPIOM GCM. The
simulations are done on a quasi-orthogonal spherical grid with a horizontal grid size of ∼ 3 km. There
is a maximum depth of 700 m devided in 30 depth levels. On the lateral boundaries MPIOM GCM
data is used and on the atmospheric boundary downscaled ECHAM5 data with the regional atmo-
spheric circulation model REMO is used. They found that the North Sea mean sea-level had a 0.1-0.2
m offset compared to the total global mean sea-level. This shows the importance of making regional
sea-level projections for the North Sea.

Hermans, Tinker, et al. (2020) shows the influence of dynamical downscaling for sea-level change
projections of the twenty-first century on the NWES. The projected ocean dynamic sea-level change
is determined by the difference in the time mean between 1980-2005 and 2074-2099 for a RCP8.5
scenario. For the sea-level projections the regional shelf seas model NEMO AMM7 (1/15◦ latitude by
1/9◦ longitude) is used to dynamical downscale the CMIP5 GCMs HadGEM2-ES and MPI-ESM-LR.
The atmospheric component of the GCMs is dynamically downscaled with the regional atmospheric
model RCA4 and is used on the atmospheric boundary. On the lateral boundaries the ocean compo-
nent of the GCMs is used. This study has shown that the dynamical downscaled sea-level projections
for the twenty-first century differ from a few centimeters (MPI-ESM-LR) up to 15.5 cm (HadGEM2-
ES) compared with the GCM projections on the shelf.

In the North Pacific dynamical downscaling using the Regional Ocean Modelling system ROMS (0.25◦

by 0.25◦ resolution) has been preformed by (Liu et al., 2016). For the boundary conditions three dif-
ferent CMIP5 GCMs are used: MIROC-ESM, CSIRO-Mk3.6.0 and GFDL-CM3. The dynamical
downscaled projections compared to the GCMs all have a difference of less than 10 cm along the
Honshu coast for the RPC8.5 scenario. Meaning that the regional sea level along the Honshu coast
can be determined with the CMIP5 output considering a 10 cm (extra) uncertainty. However for some
islands in the domain larger differences between downscaled output and CMIP5 models are found.

Zhang et al. (2017) uses the near-global ocean model OGCM (1/10◦) to dynamical downscale a en-
semble of 17 CMIP5 GCMs to make dynamically downscaled sea-level projections for Australia. They
define the dynamical sea level as the regional sea-level change deviation from the global mean. The
dynamical sea-level signal along the Australian coast is relatively low (within ± 6 cm). They found
for the RCP8.5 scenario that the difference between the GCM and dynamical downscaled results are
within ± 3 cm for the coast. When combining the global mean sea level with different contributions,
they find the main source of the regional variations of the total sea level is the dynamical sea level.
The regional deviations can be determined to the first order by the dynamical sea level under the
RCP8.5 scenario.

The dynamical downscaling set-up of (Mathis et al., 2013), (Hermans, Tinker, et al., 2020) and (Liu
et al., 2016) have been validated by comparing historical simulations to observations. For the NWES
have the validation results of (Mathis et al., 2013) and (Hermans, Tinker, et al., 2020) shown that
dynamical downscaling increases the agreement with observations compared to GCM output. Mathis
et al. (2013) has shown this for the sea surface salinity (SSS), sea surface temperature (SST) and
the means surface flow. For (Hermans, Tinker, et al., 2020) the increased agreement between the
dynamical downscaled simulations and the observations compared to the GCMs is found for the SSS,
SST, mean dynamic typography (MDT), annual- and seasonal sea-level variability.

1.3 Research questions

The studies of (Mathis et al., 2013) and (Hermans, Tinker, et al., 2020) discussed in Section 1.2 show
the importance of dynamical downscaling the sea-level projections on the NWES region. Compared
to the observations have both studies shown an improvement of the simulations when dynamically
downscaled. We also have seen in both studies that the dynamical downscaled sea-level projections
of the twenty-first century show differences with the the GCM projections. From all four studies
discussed in Section 2.5.2, (Liu et al., 2016) uses a relative coarse grid size of the ROM. Focusing on
the NWES only higher resolution ROMs have been used. For this research we will use a relatively
low resolution grid and simple dynamical downscaling set-up for the ROM ROMS to investigate
the influence of this on the sea-level projections. This allows us to investigate the influence of the
resolution of the ROM and complexity of the dynamical downscaling set-up. Because the set-up
requires less computational power than higher resolution models, the results can be of interest for
future dynamical downscaling projects. Especially because projections will in general be made of an
ensemble of climate models, meaning that the dynamical downscaling procedure has to be applied
to multiple models. So a faster dynamical downscaling set-up can make an important difference in
simulation time for dynamical downscaling an ensemble of GCMs. Here we will use one GCM model
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to test the influence of dynamical downscaling with the relative low resolution and simple dynamical
downscaling set-up for the ROM ROMS.

Our model set-up will be validated by comparing the simulations to observations. Additionally, the
influence of dynamical downscaling with the new set-up will be compared to the GCM simulation.
Finally, using similar forcing as is done in one of the simulations by (Hermans, Tinker, et al., 2020)
allows to compare the results of ROMS and NEMO AMM7 (a higher resolution ROM and a more
complex dynamical downscaling set-up). We chose to use the GCM HadGEM2-ES as the forcing
for the ROMS model, because the influence of dynamical downscaling of HadGEM2-ES on sea-level
projections is large (Hermans, Tinker, et al., 2020).

The research question below captures the goal of our dynamical downscaling set-up. Three sub-
questions will be used as a framework to answer the main question:

• What is the influence of dynamical downscaling a GCM (HadGEM2-ES) with the ROM ROMS
in the NWES region on the twenty-first century sea-level projections ?

1. How do the historical dynamical downscaled simulations with ROMS compare with obser-
vations?

2. Which differences and similarities are seen in the dynamical downscaled sea-level simula-
tions compared to the HadGEM2-ES simulations?

3. Which differences and similarities are seen in the dynamical downscaled sea-level simula-
tions with ROMS compared to previous downscaled simulations using NEMO AMM7?

1.4 Report outline

In the remainder of this report we, will discuss: the theory of the different components that in-
fluence the sterodynamic SLC and how the sterodynamic SLC can be determined from (dynamical
downscaled) GCM simulations (Chapter 2). Our regional ocean modelling set-up do we introduce in
Chapter 3. In Chapter 4 the results of the dynamical downscaled simulation with the ROMS model
are shown. A summary of the performance of the ROMS simulations compared to observations,
HadGEM2-ES and NEMO, to anwser our research questions, will be given in Chapter 5. Finally, we
will conclude if there is a future for dynamical downscaling with ROMS and which improvements or
further investigations have to be done for this (Chapter 6).
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Chapter 2

Theory of sterodynamic sea-level
change

In this chapter we discuss the processes influencing the stereodynamic sea level. The stereodynamic
SLC consist of (Gregory et al., 2019):

stereodynamic SLC = steric SLC (global thermosteric SLC + local steric SLC)

+ manometric SLC + IB-effect (2.1)

All the different components will be discussed below: steric SLC (Section 2.1), manometric SLC
(Section 2.2) and the IB-effect (Section 2.3). The influence of the spatial and temporal variability on
sea-level will be discussed in Section 2.4. Finally, modelling the components of the sterodynamic SLC
will be discussed (Section 2.5).

2.1 Steric sea-level change

Steric SLC is caused by changes in the ocean water density. If the water mass is assumed to be
constant and the density changes it results in a change in sea level. A higher (lower) density causes
contraction (expansion) of the water, so the sea-level falls (rises). These changes in density can be
either caused by a change in temperature (thermosteric) or a change in salinity (halosteric) of the
ocean water. The ocean temperature and salinity can for example be influenced by: river run-off,
precipitation, evaporation or ocean circulation. Sea-level change due to temperature and salinity are
respectively known as thermosteric SLC and halosteric SLC. The steric SLC is given by the depth
integral of the density change and equals the sum of the thermosteric and halosteric SLC:

∆Rρ =
1

ρ∗

∫ η

F

∆ρdz = ∆Rθ + ∆Rs (2.2)

Here ∆Rρ is the steric SLC, ρ∗ the constant ocean density for the vertical and time mean density, ∆ρ
the change in the ocean density, F the sea floor height, η the mean sea level, ∆Rθ the thermosteric
SLC and ∆Rs the halosteric SLC (Gregory et al., 2019).

On shelf regions the steric effects are small compared to the deep ocean (Landerer et al., 2007b). This
is explained by the integral in Equation 2.2, as the difference between the mean sea level η and the
sea floor height F is relatively small.

2.1.1 Global thermosteric sea-level change

Since the late nineteenth century the global mean temperature has increased (Hartmann et al., 2013).
If the emissions of greenhouse gasses are not reduced it is expected that the temperature will keep
increasing over the twenty-first century (Collins et al., 2013). In at least the past 1500 years the global
mean temperature rise has been the main cause of SLC, which includes ice mass loss and thermal
expansion (Oppenheimer et al., 2019).

Temperature having such a large influence on the ocean is explained by the large heat storage in the
ocean. Over the past decades more than 90% of the energy increase on Earth has been stored in
the ocean (Oppenheimer et al., 2019). Most of the energy has been stored in the upper part of the
ocean (0 - 700 m) which accounts for 64% of the heat change between 1971-2010. In comparison, the
atmosphere only accounts for 1% of the heat change between 1971-2010 (Rhein et al., 2013).
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The deep ocean is a large source of uncertainty. Especially below 2000 m the number of observations
is scarce (Rhein et al., 2013). Also in climate models the deep ocean can cause uncertainty as the
time to reach a quasi-equilibrium is thousands of years and often longer than the spin-up time of the
models (Melet & Meyssignac, 2015). This long time to reach an equilibrium for the deep ocean makes
that the adjustment to climate forcing is very slow. Even if the forcing would stay equal, the sea-level
rise will still continue for centuries to millennia (Rhein et al., 2013).

The thermal expansion of the ocean is proportional to the heat uptake. However this proportionality
is depending on the heat distribution of the ocean, because at higher temperature or under higher
pressure the thermal expansion per degree Celsius is larger (Church et al., 2013). Together with local
high or low heat uptake compared to the mean this causes regional variation in themosteric SLC
(van de Wal et al., 2019).

Thermal expansion together with glacier melt has been the dominant contributors of the global sea-
level rise in the twentieth century (Church et al., 2013). Projections shown in Figure 3.2 for RCP2.6
and RCP8.5 forcing show that also in the future thermosteric expansion is expected to be one of the
primary drivers of GMSL rise (Abram et al., 2019).

Figure 2.1: The observed and modelled historical changes in the ocean and cryosphere since 1950, and
projected future changes under low (RCP2.6) and high (RCP8.5) greenhouse gas emissions scenarios.
From the SPM1 figure of (Abram et al., 2019) we show the sea-level changes with likely ranges for:
(m) Global mean sea level change. Where the hashed shading reflects low confidence in sea-level
projections beyond 2100 and bars at 2300 reflect expert elicitation on the range of possible sea-level
change. (d) Global ocean heat content change (0–2000 m depth). An approximate steric sea-level
equivalent is shown with the right axis by multiplying the ocean heat content by the global-mean
thermal expansion coefficient (ε ≈ 0.125 m per 1024 Joules) for observed warming since 1970. (e,f)
Greenland and Antarctic ice sheet mass loss. (g) Glacier mass loss.

2.1.2 Local steric sea-level change

Although the halosteric effect in general is small compared to the thermosteric effect, regionally it
can have large influence (Church et al., 2013). As both the temperature and salinity influence the
density, the thermosteric effect can be compensated or amplified by the halosteric effect. The Arctic is
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one of these areas where thermosteric and halosteric effects compensate each other. Due to increased
precipitation, river runoff, melting of sea ice and melt water from the Greenland ice sheet the salinity
is lowered and causes halosteric expansion. At the other hand the melt of sea ice lowers the water
temperature and causes thermosteric contraction (Yin et al., 2010).

The local steric effect is influenced by ocean circulations which brings water with different temper-
atures and salinity to new locations. The Atlantic Mederional Overturining Circulation (AMOC) is
one of the largest ocean circulations. The AMOC weakens due to the global temperature rise and will
affect local steric effects (Li et al., 2016). The wind can influence the ocean circulations and therefore
also the local steric sea level. It has been observed that the last half of the twentieth century, the fluc-
tuations of spatial steric patterns in space and time are part of modes of ocean-atmospheric systems,
like the El Niño-Southern Oscillation (ENSO), North Atlantic Oscillation (NAO) and Pacific Decadal
Oscillation (PDO) (Church et al., 2013).

For the NWES region alongshore winds have influence on the sea level. When the winds are directed
northward (going) alongshore winds cause Ekman transport driving surface water towards the coast.
The water than subsides at the coast, leading to a deeper thermocline which increases the sea level
(Vermeersen et al., 2018). Gerkema & Duran-Matute (2017) has correlated the annual wind energy
for eight wind directions (measured at Vlieland) with the annual mean sea level (measured in Den
Helder). They found a high positive correlation with the southwesterly and westerly wind directions,
while very negative in easterly direction.

Figure 2.2: The correlation coefficient (R) (based on a 20-year record), giving the correlation between
the annual mean sea level (measured in Den Helder) the annual wind energy (measured at Vlieland)
for eighth different directions: northerly (N), northeasterly (NE), easterly (E), southeasterly (SE),
southerly (S), southwesterly (SW), westerly (W), and northwesterly (NW). This is the direction from
which the wind blows. (Gerkema & Duran-Matute, 2017)

A source of freshwater into the oceans are rivers. Besides a lower salinity the river inflow will in
general also have a different temperature compared to the ocean. This makes that river inflow can
both affect the thermosteric and the halosteric effect. One of the largest rivers in Europe, the Rhine,
enters the North Sea at Rotterdam. It has its headwaters in the European Alps, so changes in the
European Alps will also influence the runoff into the North Sea (Stahl et al., 2016). In (Hock et
al., 2019) findings of studies researching the river runoff (of the European Alps) of past decades and
projected changes are discussed: Over the past decades the winter runoff of the European Alps has
increased due to increased precipitation falling as rain because of increased warming. The summer
runoff has decreased for the European Alps. These trends are region dependent and also for future
projections the changes depend on the regional circumstances. For most snow/glacier-fed regions,
including the European Alps, it is projected that the winter run off will increase. On the other hand
the projections for the summer runoff show a decline. For the annual mean run off of the European
Alps it is projected that the peak water (the turning point from the increased runoff to the decline in
runoff due to shrinking glaciers) is before or around halfway the twenty-first century. For regions with
larger ice cover and larger glaciers the peak water will in general be reached later. These changes in
the runoff can influence the local steric sea level, however it needs to be taken into account that the
river run-off in the North Sea is considerably small compared to the Baltic Sea inflow Quante et al.
(2016).
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Sterlini et al. (2017) has used a reanalysis data set, based on the Forecasting Ocean Assimilation
Model 7 km Atlantic Margin Model, to calculate the thermosteric and halosteric effect in the North
Sea. The local steric sea-level trend anomalies in Figure 2.3 show that the thermosteric and halosteric
anomaly sometimes have opposite signs, for example in the southeastern part of the North Sea. This
will cause the local thermosteric and halosteric effect to partly cancel each other out. On the other
hand along the Norwegian coast both the local themosteric and halosteric linear trend is positive. So
along the Norwegian coast the thermosteric and halosteric effect do amplify each other.

Figure 2.3: Local (left) thermosteric and (right) halosteric regional linear sea-level trend anomalies,
1993–2013 (mm/yr). Data beyond the 600 m depth contour are not plotted (Sterlini et al., 2017).

2.2 Manometric SLC

The manometric SLC is the change of mass per unit area with a zero global mean (Gregory et al.,
2019). The change in manometric SLC is influenced by the local steric SLC. As discussed in Section
2.1 is the steric effect on the shelf small compared to the deeper oceans. If this cannot be compensated
by for example geostrophic flow it will cause mass from the deeper ocean to flow onto the shelf area
(Landerer et al., 2007b; Yin et al., 2010).

2.3 Inverse barometric effect

Atmospheric pressure can influence the height of the sea surface. For the GMSL change the influence
of the atmospheric pressure can be neglected as the ocean is nearly incompressible. A uniform change
of 1 hPa in the atmosphere will cause the GMSL to rise with 0.16 mm (Gregory et al., 2019). However
due to regional deviations from the global mean sea level pressure water is moved around. If we look
at timescales of a few days or longer, hydrostatic pressure can be assumed. Further is the spatial
and temporal variation of of the gravitational acceleration and surface sea-water density about 1%,
therefore (for most peruses of sea-level studies) these can be replaced by constants (Gregory et al.,
2019). The time-dependent hydrostatic depression of the sea surface height (SSH) by atmospheric
pressure variations is defined as the inverted barometer (IB) by (Gregory et al., 2019), often also
referred to as the inverse barometer effect (IB-effect). The depression of the SSH by IB is given by
(Equation 2.3):

B̃ =
p̃a

′

gρ∗
(2.3)

Here B̃ is the depression of the SSH by the IB-effect, p̃a
′

is the deviation of the sea-level pressure for
the global mean, g the gravitational acceleration and ρ∗ a constant surface sea-water density (Gregory
et al., 2019).

By a regional increase (decreas) in the sea-level pressure of 1 hPa the regional SSH will go down (up)
with 10 mm (Equation 2.3) (Stammer & Hüttemann, 2008). Church et al. (2013) shows that the
IB-effect over the twenty-first century is small for low- and mid latitudes (Figure 2.4. For the NWES
in Figure 2.4 a sea-level fall of 50 mm is projected.
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Figure 2.4: From Figure 13.17 (Church et al., 2013) we show panel b: Projected ensemble mean
sea level change due to changes in atmospheric pressure loading over the period from 1986–2005 to
2081–2100 for RCP8.5.

2.4 Variability in sea level in space and time

The climate is a very variable system on all different lengths of timescale. There are changes on a small
time scale, the weather tomorrow will be different than today, and on really large time scales as also
glacial periods cause variability. Besides variability over time, climate variability can also cause large
spatial differences. Over decadal periods, the rates of regional SLC due to climate variability and the
global average rate of SLC can differ more than 100% (Church et al., 2013). Variability can be caused
by either internal or external sources. Internal variability is induced by the system itself. Examples
of internal variability are ENSO or changes in circulation systems (Church et al., 2013). External
variability can be caused for example by changes in radiative forcing, volcanic eruptions or human
activity. The largest differences in sea level are between glacial and interglacial periods. During the
last glacial maximum the sea level has been around 120 meter below present day (Fairbanks, 1989).
The current moment of iteration between glacial and interglacial periods is called Quanternary and
started 2 to 3 Ma ago (Berger & Yin, 2012). The main forcing behind the variation between glacial
and interglacial is astronomical (Berger & Yin, 2012). Since the last 1 Ma the glacial cycle has a
period of 100 ky (Muller & MacDonald, 1997). The time frame for climate projections is centuries,
which means that the variability with the timescale of glacial periods can be neglected. However, past
records can give information about sea level in comparable climate circumstances that might be faced
in the future. In the warm intervals of the middle Pliocene, Marine Isotope Stage 11 and The Last In-
terglacial Period the temperature was a few degrees higher than pre-industrial and the GMSL was up
to multiple meters above present day (Church et al., 2013). On the other hand, sea-level projections
in general use mean values over a time period which at least cancels out weather fluctuations (Gregory
et al., 2019). For sea-level projections, variability of seasonal, interannual, decadal and multi-decadal
timescale are of most interest.

In climate models external forcing of volcanic eruptions, changes in solar irradiance and anthropogenic
increases in greenhouse gasses and aerosols are taken into account. Besides external variability also
internal variability is simulated in the models, by climate modes such as ENSO, PDO and NAO
that are into account (Section 2.4.1). For sea-level projections made with climate models the natural
variability can be determined from simulations. Which only includes the variability of the sea-level
components included in the GCMs. In the study of (Lyu et al., 2014) they used a 200 year time series,
of a linearly de-trended pre-industrial control run, as reference period to determine the noise from.
It needs to be taken into account that internal variability in climate models can be statistically the
same as observations, but does not occur at the same time (Goosse, 2015).

2.4.1 Sea-level variability on the NWES

Variability is an important concept for sea-level projections. It can complicate the determination of
possible trends in projections (Gerkema & Duran-Matute, 2017; Frederikse & Gerkema, 2018). In
Section 2.4.1 the sea-level variability taking place on the NWES is discussed. Time of emergence
(ToE) of sea level gives a measure when a trend can be distinguished from variability in sea-level data
and is discussed in Section 2.4.2.

The sea level on the NWES is strongly affected by atmospheric changes, as the water depth is shallow
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and the atmospheric variability is large (Dangendorf, Rybski, et al., 2014). The NAO is major source
of interannual variability in the atmospheric circulation and associated with surface westerlies over the
North Atlantic onto Europe (Hurrell, 1995). In winter the NAO is the strongest and the interannual
variability the greatest (Wakelin et al., 2003). The strength of the NAO is given by the NAO index
which is traditionally defined by the mean sea level pressure difference between Iceland and the Azores
(Rogers, 1984). Wakelin et al. (2003) and Tsimplis et al. (2005) use the date set of (Jones et al., 1997)
where the NAO index is defined by the difference between the normalized sea level pressure over
Gibraltar and southwest Iceland to be able to extend the data in time. The correlation between the
mean-winter NWES tide+surge model elevation and the NAO index has a clear spatial pattern: in the
northeast it is larger than 0.8 (Figure 2.5), while the correlation in the south east is smaller than -0.7.
This corresponds with the fact that a positive NAO index induces low (high) atmospheric pressure
in the north (south) which leads to increase (decrease) of sea level due to the hydrostatic changes
(Wakelin et al., 2003).

Figure 2.5: Correlation coefficient between the winter-mean NAO index and the winter-mean tide +
surge model elevation (Wakelin et al., 2003).

Figure 2.6 shows the correlation between the NAO index and the simulated winter-mean sea level
for when (a) wind and atmospheric pressure variations are included as forcing and (b) only wind is
included as forcing. It can be seen that sensitivity of the North Sea is wind dominated. The southeast
and north of the NWES are pressure dominated (Tsimplis et al., 2005). Further, the NAO index is
also positively correlated with air temperature, wind speed, relative humidity and precipitation for
the north side of the NWES (Mathis et al., 2013).

Figure 2.6: Sensitivity of the sea-level elevation to the winter-mean NAO index in mm/(unit NAO
index). (a) The winter-mean tide+surge model elevations and (b) the winter-mean tide+surge model
elevations corrected for hydrostatic pressure (IB-effect correction) (Tsimplis et al., 2005).

It is of interest if the relation between the NAO and the sea level of the NWES will change under
changing climate conditions. Wakelin et al. (2003) found that the correlation between the mean-winter
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tide+surge model elevation and the NAO index increased for 1980-2000 compared to 1959-1979. Sim-
ulations with 7 GCMs under enhanced carbon dioxide by (Tsimplis et al., 2005) have shown that there
is no consistent change in the relation between the NAO index and sea level between the different
models. Atmospheric pressure patterns of other circulations will interfere with each other and the
NAO causing a non-stationary relation between sea level and the NAO (Vermeersen et al., 2018).
Jevrejeva et al. (2005) and Papadopoulos & Tsimplis (2006) show that also the Arctic Oscillation
(AO) winter-mean index has a large influence on the sea level of the NWES. The AO index itself is
also highly correlated with the NAO index (Jevrejeva et al., 2005).

There is also variability on longer timescales, which influences the sea level on the NWES. Frederikse
& Gerkema (2018) show that the NAO, East Atlantic Pattern and Scandinavia Pattern all cause multi-
decadal variability. Also for this low-frequency variability the winter- and autumn-mean variability is
larger than the summer- and spring-mean variability (Frederikse & Gerkema, 2018).

The timescales of variability caused by different sources differs. Dangendorf, Calafat, et al. (2014)
shows that the sea-level variability as response to local sea-level pressure and wind acts on a intra-
and interannual time scale. For the region from the Belgium coast up to the Danish coastline the
variability is mainly dominated by wind. This is in agreement with (Tsimplis et al., 2005) (Figure
2.6b). Spatially is the interannual variability in the North Sea well correlated. Especially from the
Belgium, Dutch, Danish and Norwegian coast and slightly weaker with the eastern English coast.
However the correlation of most places in the North Sea with the English Channel is weak (Wahl et
al., 2013). On decadal scale the variability is more similar for different stations around the North Sea.
The variability due to the sea-level pressure and wind becomes negligible on decadal time scale. The
main source therefore are probably longshore winds causing a displacement of the thermocline leading
to coastally trapped waves (Dangendorf, Calafat, et al., 2014).

2.4.2 Time of emergence

The ToE is a measure to indicate a trend in observations or simulations. The definition of the ToE
given in the Special Report on the Ocean and Cryosphere in a Changing Climate (SROCC) glossary
is: ’Time when a specific anthropogenic signal related to climate change is statistically detected to
emerge from the background noise of natural climate variability in a reference period, for a specific
region’ (Hawkins & Sutton, 2012) (Figure 2.7). The exact definition of the ToE and how the variability
of the reference period is determined differs for different studies. Lyu et al. (2014) investigated the
ToE for sea level and for example defined the ToE as the time when the ratio of the climate signal
and natural variability exceeds a specific threshold and never falls below that threshold. With extra
criterion: the ToE has to last for a minimum of two decades. They found that the moment when
the ToE is reached is depends on which sea-level change contributions are taken into account. When
only dynamical sea-level contributions are considered only a small fraction of the ocean will emerge
above the natural variability in 2080 under a high emission scenario. While taking all the sea-level
contributions into account nearly all of the ocean will reach the ToE before 2080 (Lyu et al., 2014).

Figure 2.7: Figure (b) Variability, Time of Emergence and Extremes of Figure 1.1 from Abram et
al. (2019). It shows the evolution of a dynamical system in time, revealing both natural (unforced)
variability and a response to a new (e.g., anthropogenic) forcing. Further extremes near or beyond
the range of variability are indicated. (Abram et al., 2019).

It is important for the ToE that the reference period is long enough to make sure that low frequency
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variability is not considered as a trend. This could happen if only variability on a short time scale
(e.g. interannual and shorter) is subtracted from a signal. Variability on the longer time scale (e.g.
decadal time scale) can be mistakenly considered as a trend. The importance to take the right length
scale of data to determine the ToE is indicated by (Frederikse & Gerkema, 2018) where they found
that multi-decadal seasonal sea-level variability is of the same order of magnitude as the long term
trend in mean sea level.

Hermans, Tinker, et al. (2020) showed how dynamical downscaling can be used to determine the ToE
on the NWES for the sterodynamic SLC. They found that dynamical downscaling can cause a delay in
the ToE of the sterodynamic SLC of up to 12 years. This occurred for simulations where the difference
between the dynamical downscaled simulations and the GCM for the ODSLC over the twenty-first
century was less than 2.5 cm. So although the difference at the end of the century is small the effect
on dynamical downscaling can be large due to the difference in sea-level variability and timing of the
SLC for the ROM and the GCM. Further they found that the ToE of the German Bright was late
compared to the rest of the North Sea due to high local internal variability.

2.5 Modelling sterodynamic SLC

The sterodynamic SLC can be determined from simulations with the GCMs. We discuss the GCMs
included in CMIP5 and the simulations that can be used to determine the different components in-
cluded in the sterodyanmic SLC (Section 2.5.1). In Section 2.5.2 we explain how the GCM simulations
can be dynamically downscaled.

2.5.1 CMIP5 global climate models

There are a lot of different GCMs we will focus on the GCMs included in the Coupled Model In-
tercomparison Project phase 5 (CMIP5). The GCMs used in CMIP5 are nearly all Earth System
Models, which expand the Atmosphere-Ocean General Circulation models (AOGCMs) by including a
representation of the biochemical cycles. The AOGCMs describe the dynamics of the physics in the
climate system (atmosphere, ocean, land and sea ice) (Flato et al., 2013). The GCMs are used to
simulate climate parameters and make projections of these parameters based on increasing greenhouse
gas. There are a lot of different GCMs which are designed and run by different institutions. These
models are constantly under development and for each new CMIP phase improved versions are used.
At the moment of writing all output of CMIP5 (Taylor et al., 2012) and part of the output of the new
phase, CMIP phase 6 (CMIP6) (Eyring et al., 2016) is available.

Climate models need a set of input values consisting of forcing data and initial data. To make sure the
output of the different models is comparable the same forcing needs to be used. There are multiple
sets of forcing input which are linked to scenarios that can describe what might happen in the future.
For CMIP5 Representative Concentration Pathways (RCPs) are used to force the simulations. The
RCPs are based on land use and emissions of greenhouse gasses and air pollution’s (O’Neill et al.,
2016). The four different RCPs, cover 1850 until 2100 resulting in a radiative forcing of 2.6, 4.5, 6.0
and 8.5 W/m2 in 2100 with extensions until 2300 (van Vuuren et al., 2011). From 1850 until 2005
historical forcing is used for all four scenarios, meaning that from 2005 onward the forcing will deviate
depending on the scenario used (Figure 2.8).

There can be multiple realisations for different ensembles with the same scenario. Before the models
are able to generate data about the future, there is a spin-up time, a control run and a historical run.
For the spin-up and control run pre-industrial forcing is used. The spin-up data will not be saved, the
control run is used to provide initial states for the runs (Figure 2.8) (ENES PORTAL, 2019). Besides
forcing data the models also need initial conditions to make the simulation. The model branches of
the pre-industrial control run at different points (Figure 2.8) (called realization). The realization (the
initial state), initialisation and physics are grouped in ensembles. These ensembles are indicated with
rip-nomenclature r#i#p#, where the ’#’ numbers behind the r, i and p indicate respectively the
realization, initialisation and physics.
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Figure 2.8: Schematic overview of the different type of GCM runs. On top the spin-up and the
control run, which provides different realizations, used as initial state for the other simulations. In the
middle and bottom the runs for two different realizations, showing the historical run and the results
for RCP2.6 and RCP8.5. (ENES PORTAL, 2019).

Simulations with a GCM for an ensemble of different initial conditions gives an indication of the
uncertainty due to the internal variability of the model. Where the physics ensemble is used to
systematically estimate the uncertainty in the simulation. Both these ensemble runs give information
about an individual GCM. Multi-model ensemble runs, where all models from the different institutions
included in the CMIP are run, indicates the uncertainty of the simulation. Selection criteria can be
used to weight some models more than others. The weights will be based on the expected ability of
the model to perform better compared to other models (Knutti et al., 2010). In general an multi-
model ensemble run is preferred for presenting projections on which decisions are based, because the
simulations are not dependent on the performance of a single model.

As said before not all contribution to SLC are included in the GCMs. The contributions to the
sterodynamic SLC (Chapter 2) can be determined from the output of the GCMs, however it has to
be calculated from multiple variables (Gregory et al., 2019). The first GCM variable is the sea level
measured above the geoid saved as ’zos’. This is equal to the sum of the local steric sea level and the
manometric sea level. The second variable is the global thermometric SLC saved as ’zostoga’. The
global thermometric SLC is determined separately, because the GCMs conserve, due to the Boussinesq
approximation, volume rather than mass. Zostoga is determined from the change in the spatial mean
density. Finally, the atmospheric pressure variable can be used to calculate the IB-effect. So the
sterodynamic SLC determined form the GCM is (Equation 2.4):

stereodynamic SLC = zos (local steric SLC + manometric SLC)

+ zostoga (global thermosteric SLC) + IB-effect (2.4)

If only the variable ’zos’, the local steric SLC + manometric SLC, is considered including the IB-effect
this is defined as the ocean dynamic sea-level (ODSL) (Gregory et al., 2019) change (Equation 2.5):

ocean dynamic SLC (ODSLC) = zos (local steric SLC + manometric SLC) + IB-effect (2.5)

As the information of the various variables is calculated over the entire globe the resolution is relatively
coarse, due to computational restrictions. The coarse resolution makes GCMs less well suited for (sea-
level) projections of certain (coastal) regions, because processes at a scale smaller than the resolution
cannot be captured.
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2.5.2 Dynamical downscaling

To obtain information on a higher resolution regional climate models (RCMs) can be used. Compared
to GCMs, RCMs typically operate on a finer horizontal grid size with more depth levels, so they have
a higher resolution. The RCMs only cover a limited region, which requires less computational power
compared to the GCMs. The RCMs can be used to dynamically downscale the GCM results to obtain
higher resolution results. There are separate RCMs for the ocean (ROM) and the atmosphere (RAM).
For dynamical downscaling sea-level projections a ROM is used. The ROM has open boundaries and
needs boundary conditions on the lateral boundaries and the surface boundary. Figure 2.9 shows the
set-up of dynamical downscaling a GCM with a ROM. As shown in the figure, on the lateral boundary
ocean variables are needed and on the surface boundary atmosphere information is required. On the
surface boundary it is possible to use atmospheric data that is previously dynamically downscaled with
a RAM. For the different ocean and atmosphere variables it is important to use the same ensemble
(rip-nomenclature). When the output of the GCM is used only on the boundaries of the RCM it
is called ”one-way nesting”. It is also possible to use ”two-way nesting” where the RCM provides
feedback to the GCM.

Figure 2.9: Dynamical downscaling (”one-way nesting” approach) GCM output with a ROM. GCM
output is prescribed on the lateral and surface boundaries. (Images of Google Earth Pro are used to
make this figure.)

For making sea-level projections with a 3D ROM, in general the variables SSH, temperature, salinity,
u- and v-velocity components of the GCM ocean component need to be prescribed. For the SSH
the variable ’zos’ of the GCM can be used. This gives the dynamical downscaled projections of the
local steric SLC + manometric SLC, which we will refer to as the ocean dyanmic sea-level change
minus IB-effect (ODSLCmIB). Offline the global thermometric SLC (zostaga) and the IB-effect can
be added. The effect of prescribing the sum of ’zos’ and ’zostoga’, as SSH boundary conditions to a
ROM, on the dynamical downscaling results has not yet been studied. In this study we will focus at
the ODSLCmIB.
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Chapter 3

Regional ocean modeling

We dynamical downscale a single CMIP5 GCM HadGEM2-ES with the ROM ROMS. We introduce
these models in Section 3.1, followed by the boundary conditions of the dynamical downscaling set-up
where the forcing of the ROMS model is described in more detail (Section 3.2). Further we discuss
the mass conservation correction (Section 3.3) and the data dynamically downscaled with the ROM
NEMO from the previous study (Hermans, Tinker, et al., 2020) (Section 3.4).

3.1 Downscaling HadGEM2-ES with ROMS

HadGEM2-ES is one of the CMIP5 GCMs. The model uses a 360 day calendar (12 months consisting
of 30 days) and has a regular horizontal grid. The resolution of the ocean component is 1◦by 1◦(∼ 100
km) for the NWES region (Met Office, 2020). Due to the coarse horizontal resolution the land mask
as seen in (Figure 3.1b) misses some of the characteristics of the NWES land mask: The channel
between England and French does not exist, Ireland and England are presented as one piece of land
and there is no connection between the North Sea and the Baltic Sea as the area between Norway and
Denmark is filled with land. Further shows Figure 3.1b also that the bathymetry is influenced by the
low horizontal resolution, specifically around the shelf area. Here steep changes in the bathymetry
can not be resolved. So is the Norwegian Trench not represented in the HadGEM2-ES bathymetry.
The HadGEM2-ES ocean component has 40 vertical depth levels. On the shelf the maximum depth
is approximately 200 meter. There are only 17 levels are above 200 meter depth. The HadGEM2-ES
simulation data used in this research are forced with the RCP8.5 and from the ensemble r1i1p1.

The ROMS model is used to dynamical downscale the simulations of the HadGEM2-ES model. For
this study a ROMS set-up available at the NIOZ has been used and adapted to perform dynamical
downscaling. ROMS is based on the equations described in Appendix A. ROMS is a complex model
and has many options. For this research the settings of the model are used as tested for previous
simulations in the NWES region (Hermans, Le Bars, et al., 2020), but with a 1/4◦ by 1/4◦ horizontal
resolution and adjusted where needed. The main adjustments are: the domain of the simulation (Sec-
tion 3.2.1) and the type of calendar, which is set to a 360 day calendar (the same calendar type as the
HadGEM2-ES forcing). In the settings used tides are not considered. The domain of the simulation
is 39.8◦ N by 62◦ N and 20◦ E by 10◦ W which allows to solve the exchange between the deeper
ocean and the shelf internally in the ROMS model, but excludes the the Skagerrak and Kattegat
from the domain. The ROMS model has a curvlinear grid of 1/4◦ by 1/4◦ (∼ 20 km). There are
30 terrain-following s-levels in depth. Unlike the HadGEM2-ES model, where a maximum of 17 of
the 40 depth levels cover the shelf, the shelf of the ROMS model will be covered by 30 depth levels.
This allows the ROMS model to solve processes on the shelf such as vertical mixing processes and
the bottom boundary layer better compared to HadGEM2-ES. Further does the higher resolution of
ROMS capture the topography better, as can be seen in Figure 3.1a. For example is the Norwegian
Trench present in the ROMS bathymetry. The bathymetry data in the ROMS model is derived form
ETOPO1 (Amante & Eakins, 2009). The bathymetry is smoothed to reduce the slope steepness be-
tween the shelf and the deep ocean to reduce possible numerical errors, causing the shelf to become
slightly smaller than originally. The model is run in parallel on the NIOZ Laplace High Performance
Cluster for the period 1972-2098. From what the first 8 years are used as spin-up and not used in the
results. We chose this period to be able to compare the ROMS sea-level projections with the sea-level
projections of NEMO for the twenty-first century. The run ends 2098 instead of 2099, because the
forcing used ends in 2099 which does not allow the ROMS model to run until 2099.

The data of both models will be presented on their native grids, to maintain the characteristics of the
models. Differences are calculated and presented on the ROMS grid. For regridding the HadGEM2-
ES data bilinear interpolation is used. The data cells that were originally land are filled with nearest
neighbor interpolation.
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Figure 3.1: The land mask (in grey) and bathymetry (with the 200 m isobath in white) of (a) the
ROMS model and (b) the HadGEM2-ES model.

3.2 Boundary conditions of the dynamical downscaling set-up

In the ROMS model different types of boundary conditions can be selected for the different ocean
variables. For the free surface we impose the Champman implicit (Chapman, 1985), for the 2D mo-
mentum components the Flather (Flather, 1976) and for the 3D momentum components, temperature
and salinity the mixed-radiation nudging (Orlanski, 1976) (Marchesiello et al., 2001) boundary con-
ditions. Nudging causes the variables to slowly run to the forcing data, to make sure the values
in the ROMS model will not go to far of the GCM data. By (Marchesiello et al., 2001) it is ad-
vised to use a weak outgoing nudging, to prevent for substantial drifts while avoiding problems due
to over-specification, and a stronger in going nudging, while making sure it does not cause a data
shock. We use a 1 year timescale for the outgoing nudging and a 1 day timescale for the in going
nudging. For the temperature and salinity a 10 point relaxation-zone is used. The 3D momentum
components are only nudged at the boundaries. To dampen potential instabilities in the model a 10
point sponge is used where the viscosity and diffusivity linearly increase towards the boundary. This
linearly increasing viscosity lets possible flow decay close to the boundaries, while the high diffusivity
close to the boundary decreases differences in temperature and salinity between grid cells. To apply
the atmosphere forcing bulk fluxes are used based on (Fairall et al., 1996).

To dynamical downscale the HadGEM2-ES data the HadGEM2-ES ocean component is prescribed on
the lateral boundaries of the ROMS model. On the ROMS surface boundary, dynamical downscaled
HadGEM2-ES atmosphere data is prescribed. The forcing data for the surface- and lateral boundaries
are prescribed in a ”one-way nesting” approach and respectively introduced in Section 3.2.1 and 3.2.2.
In the dynamical downscaling set-up a climatological river inflow is prescribed (Section 3.2.3). Here
we will also discuss the Baltic Sea inflow in the ROMS model in more depth.

3.2.1 Atmospheric forcing

On the surface boundary of the ROMS model the atmosphere HadGEM2-ES data dynamical down-
scaled with the RAM Rossby Centre regional atmospheric model (RCA4) (Rossby Centre, 2020) from
the Coordinated Downscaling Experiment - European Domain (EURO-CORDEX) simulations is used
(EURO-CORDEX, 2020). Besides an increased spatial resolution, the frequency of the available Eu-
rocordex data is also higher compared to the frequency of the available HadGEM2-ES atmosphere
component. The higher resolution and frequency of the forcing data is expected to benefit the simu-
lations. We want to prescribe the atmospheric forcing on a 6 hour frequency, because we assume it
captures the influence of the daily cycle on the variables sufficiently. A lower frequency causes a less
realistic simulation by possible not resolving a day and night cycle in the atmospheric data, which
may influence the results. On the other hand a higher frequency will take more computational time.
For the the annual results we will be looking at, it is not expected using a higher frequency makes a
significant difference.

The downscaled atmosphere data are on an irregular 0.11◦ by 0.11◦ grid with rotated poles. Since
ROMS is not able to regrid the complex gird of the Eurocordex data, we directly regrid the atmosphere
data onto the ROMS grid using bilinear interpolation and rotate the wind to the North and East
directions of the curvilinear ROMS grid. The domain that the Eurocordex data does not cover the
entire domain as used in the set-up of (Hermans, Le Bars, et al., 2020), therefore the southern boundary
is shifted slightly northward from 36◦N to 39.8◦N.

The variables prescribed on the surface boundary of ROMS are listed in Table 3.1, with the HadGEM2-
ES variables that are used. Some of the variables needed unit conversion and the net solar shortwave
radiation is calculated form the surface downwelling and upwelling shortwave radiation. The Euro-
cordex wind data is downloaded on a 6 hour frequency, the other variables are downloaded on a 3 hour
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frequency (6 hour frequency was not available). All variables except the radiation has been prescribed
every 6 hour. As can be seen in Table 3.2 the moment of prescribing the data is not the same for all
variables as the moment of prescribing was inherited from the Eurocordex data. For solar radiation
a daily average was derived. The radiation is prescribed to ROMS on a daily frequency, because an
idealized daily radiation cycle is used. The longwave radiation is internally calculated as a function of
air temperature, sea surface temperature, relative humidity and cloud fraction (Wiki ROMS, 2020).

HadGEM2-ES variable HadGEM2-ES unit ROMS unit ROMS variable
Eastward Near Surface Wind (uas) m/s m/s surface u-wind component (at 10 m)
Northward Near Surface Wind (vas) m/s m/s surface v-wind component (at 10 m)

Total Cloud Fraction (clt) % 0 - 1 cloud fraction
Sea Level Pressure (psl) Pa mbar surface air pressure

Near-Surface Air Temperature (tas) K C surface air temperature (at 2 m)
Near-Surface Relative Humidity (hurs) % % surface air relative humidity (at 2 m)

Surface Downwelling Shortwave Radiation (rsds) W m-2
W m-2 solar shortwave radiation flux

Surface Upwelling Shortwave Radiation (rsus) W m-2
Precipitation (pr) kg m-2 s-1 kg m-2 s-1 rain fall rate

Table 3.1: Atmospheric variables HadGEM2-ES with the units used to provide the ROMS forcing
variables needed in the correct units. The abbreviations of the HadGEM2-ES variables, as they can
be found in the data bases, are given inside the parenthesis. For the surface wind components, surface
air temperature and surface air relative humidity the height at which they are prescribed are given in
parenthesis.

ROMS atmosphere frocing variable Moment of prescribing forcing variable on a day
surface u-wind component 00:00, 06:00, 12:00, 18:00
surface v-wind component 00:00, 06:00, 12:00, 18:00

cloud fraction 01:30, 07:30, 13:30, 19:30
surface air pressure 00:00, 06:00, 12:00, 18:00

surface air temperature 00:00, 06:00, 12:00, 18:00
surface air relative humidity 00:00, 06:00, 12:00, 18:00

solar shortwave radiation flux 12:00
rain fall rate 01:30, 07:30, 13:30, 19:30

Table 3.2: Atmospheric forcing variables ROMS with the time the the forcing is prescribed.

3.2.2 Ocean forcing

For the lateral boundaries the monthly HadGEM2-ES ocean component is used. The ocean data
is used to generate initial conditions, boundary conditions and climatology data sets. The intital
conditions are needed to start the simulation, the boundary conditions are given in files with the
variables for the northern, southern, western and eastern boundary and the climatology files are used
for nudging. These three data sets are generated with the python toolbox model2roms (Kristiansen,
2020) available on GitHub, which also regrids the data on to the ROMS grid.

Table 3.3 shows the forcing variables with the units needed for the ROMS model and the corresponding
HadGEM2-ES variables that are used. Only for the potential temperature a unit conversion is needed.
The vertically integrated momentum components are calculated in the model2roms toolbox using the
3D momentum components. All variables are prescribed at 00:00 on the 16th of the month.

HadGEM2-ES variable HadGEM2-ES unit ROMS unit ROMS variable
sea-surface height above geoid (zos) m m free-surface

sea water x velocity (uo) m s-1 m s-1 3D u-momentum component
sea water y velocity (vo) m s-1 m s-1 3D v-momentum component

m s-1 vertically integrated u-momentum component
m s-1 vertically integrated v-momentum component

sea water potential temperature (thetao) K C 3D potential temperature
sea water salinity (so) PSU PSU 3D salinity

Table 3.3: Ocean variables HadGEM2-ES with the units used to provide the ROMS forcing variables
needed in the correct units. The abbreviations of the HadGEM2-ES variables, as they can be found
in the data bases, are given inside the parenthesis.

The zos value from HadGEM2-ES is corrected for the global area-weighted mean zos of HadGEM2-ES.
The gobal mean zos field should be zero by definition, however due to model drift it can occur that
the global mean zos field is non-zero.
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3.2.3 River- and Baltic Sea inflow

For the river run-off we use a climatology based on the river discharge data set from (Dai, 2017). The
climatology data varies during the year, but is the same for every year. So there will be no interannual
variability due to freshwater inflow from rivers. The water inflow is assumed to be purely freshwater.
The Baltic Sea is closed off in the HadGEM2-ES model while open in the ROMS model. Due to
the closure of the Baltic Sea in the HadGEM2-ES model is the interchange between the water off
the Baltic Sea and the North Sea not taken into account. In this simulation we choose to use the
regridded data from HadGEM2-ES and not prescribe any in-/outflow at boundary. This means that
also in the downscaled simulations the in-/outflow with the Baltic Sea is not considered, even though
the ROMS land mask suggests that they are connected. Although a prescribed in-/outflow of the
Baltic Sea would make the simulation more realistic, it would also make the dynamical downscaling
set-up more complex.

3.3 Mass conservation correction

Both the ROMS and HadGEM2-ES model use the Boussinesq approximation, which implies that
volume is conserved. This causes that if the spatial mean density changes the mass in the system
changes as well, which causes a physical spurious change. As this can cause a change in mass while
there is a zero mass flux on the lateral boundaries. This will not occur in the real ocean (Griffies
& Greatbatch, 2012). The GCMs have closed boundaries and therefore a spatial uniform time
dependent correction for the global mean ocean expansion or extraction can be used (Greatbatch,
1994). For the CMIP5 GCMs ’zostoga’, the global mean thermosteric SLC, can be used as the
correction for the spurious bottom pressure change. Therefore we will present the manometric SLC
simulations including ’zostoga’.

ROMS only simulates a limited region (the NWES region) of the total region HadGEM2-ES simulates.
Because we use the ”one-way nesting” approach, an spurious change in mass in the ROMS model
will not cause an decrease in mass in the HadGEM2-ES model. Meaning the total mass of the
ocean will increase, which is physically impossible. Further differences in the mass in ROMS model
and the mass of the NWES region in HadGEM2-ES can come from boundary conditions of the
dynamical downscaling set-up. Discrepancies in the in- and outflow of on the lateral boundaries, due
to regridding of the HadGEM2-ES data on the ROMS grid and different atmospheric, river inflow
and bathematry representations can also add to discrepancies in the mass flow across the lateral
boundaries.

To compare the ODSLCmIB results of HadGEM2-ES and ROMS a correction for the differences in
regional mean ODSLCmIB due to the Boussinesq approximation and the dynamical downscaling set-
up has to be made. The correction as represented in (Hermans, Tinker, et al., 2020) is used. Here the
spatial mean manometric SLC of the RCM is replaced by the regional mean manometric SLC of the
GCM:

∆η∗ROMS(x, y, t) = ∆ηROMS(x, y, t)−∆ηPb

ROMS + ∆ηPb

HadGEM2−ES(t) (3.1)

Where ∆η∗ROMS and ∆ηROMS , are respectively the corrected and uncorrected ODSCmIB of the

ROMS model depending on time and space. ∆ηPb

ROMS and ∆ηPb

HadGEM2−ES are the area-weighted
mean ODSLCmIB due to bottom pressure changes in the NWES region for ROMS and HadGEM2-ES,
respectively.

3.4 Dynmical downscaling set-up with NEMO from (Her-
mans, Tinker, et al., 2020)

The simulations with ROMS will be compared with dynamical downscaled simulation results from
a previous study (Hermans, Tinker, et al., 2020). Here the ROM AMM7 (Coastal ocean version 6)
configuration of the primitive-equation modelling framework Nucleus for European Modelling of the
Ocean (NEMO) V3.6 (Madec & the NEMO team, 2016) is used from now on referred to as NEMO.
The NEMO set-up uses the same forcing data for the lateral- and surface boundaries as the ROMS
set-up: the HadGEM2-ES ocean component for the lateral boundaries and for the surface boundary
the HadGEM2-ES atmosphere component dynamically downscaled with RCA4. However the forcing
data is not in the exact same way prescribed. The atmosphere data is prescribed at a different
frequency and direct fluxes are used instead of a bulk formula. Also for the lateral boundaries there
is a difference in how the ocean data is prescribed. Other differences are there in the river and Baltic
Sea forcing used. The river inflow is prescribed with the Total Runoff Integration Pathways (TRIP)
river routing model. Unlike the ROMS model, for NEMO a Baltic Sea in-/outflow is prescribed using
a climatology for the temperature, salinity and barotropic currents. The resolution of the NEMO sim-
ulation is higher than the ROMS simulation, with a horizontal resolution of 1/15◦ latitude and 1/9◦

longitude (∼ 7 km). Also the vertical resolution of NEMO is higher with 50 depth levels compared
to the 30 depth levels in ROMS. The domain of the NEMO simulation is 40 ◦ N by 65 ◦ N and 20 ◦
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W by 13 ◦ E, because it reaches further east it allows to capture the Skagerrak and Kattegat. Fur-
ther does the NEMO model take tides into account while these are not considered in the ROMS model.

Like the HadGEM2-ES and ROMS data will the NEMO data be presented on the native grid, to
maintain the characteristics of the model. Also here differences are calculated and presented on the
ROMS grid, for regridding bilinear interpolation is used and near neighbor interpolation is used to fill
cells that were originally land.

Figure 3.2: The land mask (in grey) and bathymetry (with the 200 m isobath in white) of (a) the
ROMS model and (b) the NEMO model.

The NEMO simulations run from 1972 (with first 8 years of spin-up) until 2099 therefore is the
time-mean SLC computed as the difference between 1980-2005 and 2074-2099. It is assumed that a
one year difference in the period at the end of the century will not have significant influence on the
results. (Hermans, Tinker, et al., 2020) presents the ODSLC, so they have added the IB-effect to the
simulations. The influence of the IB-effect on the centennial scale is small (Section 2.3). In the study
of (Hermans, Tinker, et al., 2020) they found that the difference due to the IB-effect for different mod-
els was less than 0.5 cm. So we do expect that the the comparison of the ODSLC of the NEMO model
(IB-effect included) and the ODSLCmIB of ROMS (IB effect not included), will be valid. The MDT,
local steric SLC and manometric SLC results of NEMO are not correct for the IB-effect. Further
is the mass conservation correction applied to the ROMS data the same as is used for the NEMO data.
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Chapter 4

Dynamical downscaled simulations
with the ROMS model

In this chapter we first compare the historical part of the ROMS simulation with observations to
verify the model (Section 4.1), which allows us to answer our first research question. In Section 4.2
we compare the twenty-first century projections of ROMS with HadGEM2-ES and NEMO, allowing
us to respond to our second and third research question.

4.1 Model verification

To verify the ROMS set-up we compare the simulations to observations (presented on their native
grid). We also compare the HadGEM2-ES data to the observations to show the influence of dynam-
ical downscaling the HadGEM2-ES data with ROMS. For the MDT (Section 4.1.1) also the NEMO
simulations are included for the comparison to the observations. In Section 4.1.2 we will look into
the interannual variability simulated by the HadGEM2-ES and ROMS model and compare the sim-
ulations to the AVISO satellite observations. Finally, the depth averaged temperature and salinity
of HadGEM2-ES and ROMS will be compared to reanalysis data (Section 4.1.3). For all simulations
we calculate (on the ROMS grid) the spatial correlation (r) and root mean square error (RMSE)
compared to the observations to determine how well the simulations perform.

4.1.1 Mean dynamic topography in observations versus model

The mean dynamic topography (MDT) (a measure for mean surface circulations) of the simulations
is computed by taking the time mean of the annual mean sea level for the period 1993-2012. We
compare our simulations to the MDT CNES CLS18 (Rio et al., 2014) data set, which covers the
period 1993-2012. The data set has a global coverage of 1/8◦ by 1/8◦ of the mean sea surface
above the latest GOCO05S geoid model. The MDT CNES CLS18 data is based on the complete
GOCE mission, 10.5 years of GRACE data and 25 years of altimetry and in-situ data (AVIOS+, 2018).

The HadGEM2-ES, NEMO and ROMS MDT anomaly (w.r.t the regional mean) (Figure 4.1a,b,c) all
reproduce the negative anomaly in the north-east and positive anomaly in the south-west as in the
MDT CNES CLS18 data (Figure 4.1d). This MDT anomaly gradient is perpendicular to the North
Atlantic current. The North Atlantic current flows along the shelf break and is a slope current, driven
by the horizontal density gradient and the topography (Huthnance, 1984). The spatial correlation of
the models versus the observations show an increase of 0.1 between HadGEM2-ES and ROMS. NEMO
has a slightly higher spatial correlation compared to ROMS, meaning the MDT anomaly of NEMO
correlates the best with the observations. However, the difference between the spatial correlation
for ROMS and NEMO is relatively small (0.02) compared to the increase in spatial correlation for
ROMS compared to HadGEM2-ES (0.1). Besides the larger spatial correlation, NEMO also has a
smaller RMSE, although also this difference is small (1 cm).

The NEMO model captures the MDT anomaly gradient perpendicular to the Norwegian Coastal
Current and the inflow of the North Atlantic Current through the Norwegian Trench (Figure 4.1b).
In the satellite data (Figure 4.1d) this high anomaly by the Norwegian coast is not as clear as it is
in NEMO, this can be because of land contamination which makes the accuracy of the satellite data
lower near the coast. The ROMS simulations (Figure 4.1c) show the MDT gradient perpendicular
to the North Atlantic Current through the Norwegian Trench. However the positive MDT anomaly
along the Norwegian coast is barely visible. This means that the Norwegian Coastal Current is not
sufficiently captured in ROMS. This may be caused by the in- and outflow of the Baltic Sea not being
sufficiently included in the simulation. This can be due to the not prescribed Baltic Sea inflow, but
also the domain not capturing the Skaggerrak and Kattegat and the lower resolution of the ROMS
model compared to NEMO may have influenced this. In the ROMS grid the Norwegian Trench is
only covered by ∼ 4 grid cells, while in NEMO this is ∼ 10 grid cells. In the HadGEM2-ES model
(Figure 4.1a) the horizontal grid size is too coarse to capture the bathymetry of the Norwegian Trench
sufficiently to simulate the anomaly gradient. For the HadGEM2-ES simulation in the North Sea, a
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checkerboard like pattern is shown, possibly due to the low resolution causing numerical instabilities
in the horizontal diffusivity (Hermans, Tinker, et al., 2020).

Figure 4.1: The MDT anomaly (w.r.t the regional mean) for the period 1993-2012 of (a) HadGEM2-
ES, (b) NEMO, (c) ROMS with in the bottom right the spatial correlation (r) and the root-mean
square error (RMSE) of the simulations compared with the (d) MDT CNES CLS18.

4.1.2 Interannual variability in observations versus model

To investigate the performance of the interannual variability of the ROMS and HadGEM2-ES models,
a level-4 gridded Ssalto/Duacs satellite product is used (AVISO+, 2018) containing the monthly
sea-level anomaly for the period of 1993-2019. The sea-level anomalies are the SSH measured by
satellites from which the MDT is subtracted. Furthermore, the data set has been corrected for tides
and the IB-effect. In the satellite data, SSH fluctuations due to changes in water storage for example
on land or in the atmosphere is included (barystatic sea-level change) (Gregory et al., 2019). We as-
sume that the barystatic sea-level variability on the annual time scale is small (Frederikse et al., 2016).

We compare the standard deviation of the detrended annual mean ODSLmIB for the period 1993-
2019 of HadGEM2-ES and ROMS simulations (Figure 4.2a,b) with the Ssalto/Duacs observational
satellite product from AVISO (Figure 4.2c) to investigate the interannual variability in the simulations.
Compared to the observations the variability of both simulations is relatively high over the entire
domain, but especially in the deeper ocean. Where the spatial average over the entire domain for
AVISO is 2 cm, for the simulations the spatial average is 3.7 and 3.3 cm for respectively HadGEM2-
ES and ROMS. The relative high variability of the simulations is also seen in Figure 4.3, where
the standard deviations of HadGEM2-ES (Figure 4.3a) and ROMS (Figure 4.3b) are compared to
the standard deviations of the AVISO satellite observations. Here we see that especially the higher
simulation values compare poorly with the AVISO data. Mainly these higher standard deviation values
for HadGEM2-ES are slightly decreased in ROMS, which are found in the deep ocean. The RMSE of
HadGEM2-ES (1.6 cm) decreases slightly after dynamical downscaling with ROMS (1.4 cm). In the
study of (Hermans, Tinker, et al., 2020) they also found that dynamical downscaling with the model
NEMO cannot completely compensate for the to high variability in the HadGEM2-ES model. Despite
the relative high variability in the simulations, we can still see some of the characteristics in the
observations back in the simulations. Some of these characteristics that are seen in the observations
(Figure 4.2c) are the high variability along the Danish and Dutch coast and the low variability in
the Norwegian Trench area. Both the high variability along the Danish and Dutch coast and the
lower variability in the Norwegian Trench are also seen in Figure 4.2b for the ROMS simulations.
Despite the coarse grid size, the higher variability along the Dutch and Danish coast is also seen in
the HadGEM2-ES simulations. Further do we see a relative high variability around the ROMS shelf
compared to HadGEM2-ES and the AVISO data, this can be caused by the smaller ROMS shelf due
to smoothing (Section 3.1). Over the full domain, the spatial correlation with the observations is 0.1
higher for the HadGEM2-ES model compared to ROMS.

Figure 4.2: The standard deviation for the period 1993-2019 of the detrended annual mean ODSLmIB
for (a) HadGEM2-ES and (b) ROMS with in the right bottom the spatial correlation (r) and RMSE
of the simulations compared with the (c) AVISO satellite observations.
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Figure 4.3: (a) the standard deviation (std) of HadGEM2-ES for 1993-2019 versus the std of Aviso
data and (b) the standard deviation (std) of ROMS for 1993-2019 versus the std of AVISO data

Richter et al. (2017) has shown that due to the difference in timing of internal variability in the
climate models and the observations, the best correlation of the simulations with the observations
can differ from the observational period. To investigate if there is another time window for which the
interannual variability matches better with the observations we use a sliding time window of 27 years
(starting in 1980-2006 and adding a year to the start and end date each time) of the HadGEM2-ES
and ROMS simulations to calculate the spatial correlation (Figure 4.4a) and RMSE (Figure 4.4b) of
the simulations versus the observations. The differences in the RMSE over time do not show a clear
peak (Figure 4.4b). For the spatial correlation (Figure 4.4a) we see some more clear peaks, however
there is not a clear time window where both HadGEM2-ES and ROMS perform significantly better.
The RMSE of ROMS is always lower compared to HadGEM2-ES. However the spatial correlation of
ROMS is initially lower than HadGEM2-ES, but becomes higher than HadGEM2-ES after the time
window 2005-2031. In the period 2014-2040, when ROMS has the largest spatial correlation value
(0.65), we find that the characteristics of the high variability along the Dutch and Danish coast are
present for both HadGEM2-ES and ROMS. There is also still a low variability along the Norwegian
coast in the ROMS simulations of 2014-2040. For ROMS the variability around the shelf has become
lower, however for both ROMS and HadGEM2-ES also the variability in the deep ocean has changed.
The differences in Figure 4.4a are possibly mainly caused by differences in the deeper ocean, because
on the shelf of the simulations for the periods 1993-2019 and 2014-2040, where the spatial correlations
are respectively 0.50 and 0.65 for ROMS, show the same characteristics and no clear differences.

Figure 4.4: For a 27 year sliding time window of HadGEM2-ES and ROMS the (a) spatial correlation
(r) and (b) RMSE compared to the AVISO satellite observations.

To determine how the ROMS and HadGEM2-ES simulations compare to AVISO on the continental
shelf (the area below the 200 m isobath connected from French to Denmark in Figure 3.1a) we
calculate only for this area the spatial correlation and RMSE. This increases the spatial correlation for
the period 1993-2019 from 0.50 and 0.60 to 0.65 and 0.68 for respectively ROMS and HadGEM2-ES
(Figure 4.5a). The RMSE decreases respectively from 1.4 cm and 1.6 cm to 0.51 cm and 0.46 cm
for ROMS and HadGEM2-ES. A clear peak in the spatial correlation is seen for 1990-2016 for both
HadGEM2-ES and ROMS (Figure 4.5a). The RMSE is very variable (Figure 4.5b) and therefore we
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will use the spatial correlation to determine the best period simulating the interannual variability
of the AVISO data. For the period of 1990-2016 HadGEM2-ES had the largest spatial correlation
(0.79), ROMS has only a slightly smaller spatial correlation of 0.75, with a respective RMSE of 0.51
cm and 0.50 cm for HadGEM2-ES and ROMS. The results on the shelf for the years 1990-2016 are
very similar to the other periods. Therefore it is not clear which characteristic on the shelf increases
the spatial correlation off the simulations with the observations. However the analysis for the shelf
area has shown that large variability in the deep ocean indeed has a major influence on spatial
correlation of the entire domain.

We would have expected the spatial correlation to increase after dynamical downscaling, because we
expect the processes in the domain, especially the shelf, to be better captured in ROMS compared
to HadGEM2-ES. Further did (Hermans, Tinker, et al., 2020) find an increase in spatial correlation
and decrease in RMSE for the interannual variability after dynamical downscaling HadGEM2-ES with
NEMO. This could mean that ROMS possibly has a too low resolution, however also the observational
data used to compare differs. Hermans, Tinker, et al. (2020) used tide gauge data, meaning they only
considered data points of the simulations close to the coast to compare to the tide gauge observations.
In the satellite data we used land contamination can have influenced the data points close to the
coast, this is the area where we specifically expect ROMS to perform better and therefore can have
influenced our results.

Figure 4.5: For a 27 year sliding time window of region below the 200 m isobath for HadGEM2-ES
and ROMS the (a) spatial correlation r and (b) RMSE compared to the AVISO satellite observations.

4.1.3 Temperature and salinity in observations versus model

The temperature and salinity are directly related to the sea level as a result of their effect on the
density of the ocean water, causing local steric SLC. The temperature and salinity simulations
are compared to the reanalysis data set NORTHWESTSHELF REANALYSIS PHY 004 009 (E.U.
Copernicus Marine Service Information, 2020). For this reanalysis data set, the model NEMO,
with a 7 km horizontal resolution and including tides, and the 3DVar NEMOVAR system for
data assimulation are used. The forcing on the lateral boundary is given by GloSea5 and on the
atmospheric boundary by the ERA-Interim atmospheric reanalysis (E.U. Copernicus Marine Service
Information, 2020). Temperature and salinity are 3D variables, we consider the depth (weighted)
averaged values for the time-mean over 1993-2012. We only consider the ROMS and HadGEM2-ES
model here, because in the study of (Hermans, Tinker, et al., 2020) there is no similar analysis done
for NEMO.

Figure 4.6 shows that the simulations of the temperature anomaly (w.r.t. the regional mean) in
the models and the reanalysis data compare relatively well, with spatial correlation values of 0.85
(HadGEM2-ES) and 0.83 (ROMS). The slightly lower spatial correlation value for ROMS is probably
caused by the reduced performance of ROMS in the Norwegian Trench. In the Norwegian Trench
the spatial mean positive anomaly of ROMS is 1.74 ◦C (with the highest anomaly between Norway
and Denmark) compared to 0.33 ◦C in HadGEM2-ES, while the reanalysis data shows a negative
anomaly (spatial mean -0.21 ◦C). Also the difference in the RMSE is small (0.05), showing that the
temperature simulations of HadGEM2-ES and ROMS perform relatively similar in comparison to the
reanalysis data. Further we find that the spatial correlation on the shelf does not change too much
from the full domain with respectively 0.83 and 0.82 for ROMS and HadGEM2-ES. Also the RMSE
decreases for both models to 0.32 ◦C. So also when we focus on the shelf area with in the domain,
dynamical downscaling only improves the spatial correlation of the simulations with 0.01.
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Figure 4.6: The depth averaged temperature anomaly (1993-2012) (w.r.t. the regional mean) of (a)
HadGEM2-ES, (b) ROMS and (c) the reanalysis data set.

For the salinity both models simulate low anomalies (w.r.t. the regional mean) on the shelf area and
high anomalies in the deeper ocean (Figure 4.7a,b). This is also seen for the reanalysis data (Figure
4.7c), however in the reanalysis there is an inflow of more saline water trough the English Channel
compared to the rest of the shelf which is not seen in HadGEM2-ES or ROMS. In the reanalysis
relative fresh water (dark blue) is found along the Dutch, Danish, Norwegian and the English coast
(mainly in the Irish Sea). In the HadGEM2-ES model half of the North Sea shows relative fresh
water. The ROMS simulation shows a large improvement compared to HadGEM2-ES and the relative
fresh water is simulated only slightly further into the North Sea compared to the reanalysis data.
Also, HadGEM2-ES barely captures the inflow of the Norwegian Trench, in ROMS this is better
simulated although the fresher water along the Norwegian coast is underestimated compared to the
reanalysis data. The most surprising is the high anomaly between Norway and Denmark in the
ROMS simulation, because this is not seen in the HadGEM2-ES simulations and we do not expect a
salt water inflow from the Baltic Sea. This may be caused by the combination of the more realistic
bathymetry in ROMS allowing more saline water from the deep ocean to enter the Norwegian Trench,
but no prescribed Baltic Sea (fresher water) inflow at the boundary. Also the resolution of ROMS,
the simulation domain not reaching far enough eastward to capture the Skaggerrak and Kattegat
and the interpolation of HadGEM2-ES data eastward on the ROMS grid with a possible different
depth can have influenced this. The Norwegian Trench in the reanalysis data has a spatial mean
value of -0.35 PSU, both the ROMS and HadGEM2-ES are quite far off with respectively a spatial
mean of 0.16 PSU and -0.79 PSU. Overall the spatial correlation is only slightly increased (0.03) in
the dynamical downscaled simulation and the RMSE slightly decreased (0.11 PSU). To investigate
the performance of the models on the shelf we calculated the spatial correlation and RMSE only
for the shelf area. The spatial correlation on the shelf for ROMS is 0.70 (RMSE = 0.33 PSU) and
HadGEM2-ES is 0.55 (RMSE = 0.44 PSU). Showing that dynamical downscaling has improved the
salinity simulations on the shelf.

Figure 4.7: The depth averaged salinity anomaly (1993-2012) (w.r.t. the regional mean) of (a)
HadGEM2-ES, (b) ROMS and (c) the reanalysis data set.

4.2 Model projections

First we determine the influence of dynamical downscaling with ROMS compared to the HadGEM2-
ES simulations for twenty-first century sea-level projections, which gives us information to answer our
second research question (Section 4.2.1). Then, we show the HadGEM2-ES and ROMS twenty-first
century temperature and salinity projections (Section 4.2.2). Finally, in Section 4.2.3 we investigate
the differences between the twenty-first century sea-level projection of the ROMS simulations com-
pared to another set of high resolution simulations with the NEMO model, which allows us to answer
our third research question.
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4.2.1 Sea-level projections in HadGEM2-ES versus ROMS

The ocean dynamic sea-level change minus IB-effect (ODSLCmIB) over the twenty-first century for
HadGEM2-ES and ROMS is computed by taking the difference between the time-mean ODSLCmIB
for 1980-2005 and 2074-2098. Both models show an increase in ODSLmIB over the twenty-first
century. Over the entire domain the ODSLCmIB spatial mean of HadGEM2-ES (Figure 4.8a)
is 4.3 cm higher compared to ROMS (Figure 4.8b). In Figure 4.8c the differences between the
ODSLCmIB simulated with ROMS and HadGEM2-ES are shown. On the shelf the ODSLCmIB
is locally up to 21 cm smaller in ROMS compared to HadGEM2-ES. This value is found in the
north-east of the shelf close to the Norwegian Trench. In the south, the projected changes of
HadGEM2-ES are up to 3.4 cm lower compared to ROMS. The differences around Ireland and
England may be influenced by the interpolation of the HadGEM2-ES data due to the difference
in land mask. We compute a spatial mean (referred to as the coastal spatial mean) over an area
spanning from the the Belgian, Dutch and Danish coast, out to the 50 m isobath, and closing in
the English Channel at 1◦ west. This area is of interest, because it is close to high populated
areas and expected not to be influenced too much by the deeper ocean. For the ODSLCmIB
we find that the coastal spatial mean is 13 cm smaller for ROMS compared to HadGEM2-ES.
This value is in the same order of magnitude as found for NEMO compared to HadGEM2-ES in
(Hermans, Tinker, et al., 2020), where they found that the ODSLC over the twenty-first century in the
North Sea is up to 15.5 cm larger along the southeastern coast for HadGEM2-ES compared to NEMO.

In the local steric SLC the largest changes are seen in the deeper ocean (Figure 4.8d,e), because
of the deeper water column (Section 2.1). If the higher SSH in the deep ocean compared to the
shelf is not balanced by other forces it will be redistributed and flow onto the shelf (Landerer et al.,
2007a) (Figure 4.8g,h). The coastal spatial mean for local steric SLC is 2.8 cm smaller for ROMS
compared to HadGEM2-ES (Figure 4.8f), while ROMS projects a 9.9 cm smaller manometric SLC for
the coastal spatial mean compared to HadGEM2-ES (Figure 4.8i). So the ROMS coastal spatial mean
of 13 cm smaller compared to HadGEM2-ES for the ODSLCmIB is mainly caused by the manometric
SLC. The Norwegian Trench is not captured in the bathymetry of HadGEM2-ES, this causes a up to
30 cm higher projection of the ODSLCmIB in the Norwegian Trench compared to ROMS where the
Norwegian Trench is captured in the bathymetry. The deeper bathymetry for ROMS in the Norwegian
Trench causes higher local steric SLC leading to differences up to 17 cm. The manometric SLC shows
differences up to 30 cm lower for ROMS compared to HadGEM2-ES.

Figure 4.8: The ODSLCmIB, local steric SLC and manomatric SLC (including ’zostoga’ (Section 3.3))
between 1980-2005 and 2074-2098 for (a,d,g) HadGEM2-ES, (b,e,h) ROMS and (c,f,i) the difference
between ROMS and HadGEM2-ES.

29



4.2.2 Temperature and Salinity in projections HadGEM2-ES versus
ROMS

For the change over the twenty-first century in the depth (weighted) averaged temperature and
salinity the time-mean of the period 1980-2005 and 2074-2098 are compared. The change in temper-
ature and salinity cause the local (thermo- and halo-) steric SLC and therefore are interesting to show.

The temperature simulations of both HadGEM2-ES and ROMS (Figure 4.9a,b) project the largest
temperature changes on the shelf. The spatial mean changes, in the area deeper than the 200 m
isobath (excluding the Norwegian Trench), over the twenty-first century are 1.15 ◦C (HadGEM2-ES)
and 1.01 ◦C (ROMS) compared to changes up to 4.50 ◦C on the HadGEM2-ES shelf. The differences
between the HadGEM2-ES and ROMS simulation (Figure 4.9c) are relatively small in the deep ocean
with a spatial mean of the area outside the 200 m isobath (excluding the Norwegian Trench) of 0.14
◦C larger for HadGEM2-ES. The spatial mean on the shelf is 0.40 ◦C lower in the ROMS simulation.
Also the coastal spatial mean of ROMS shows a lower increase temperature of 0.96 ◦C compared to
HadGEM2-ES. The increase of temperature in the Norwegian Trench for ROMS is lower (up to -3.54
◦C) in the east and higher (up to 1.31 ◦C) in the north west compared to HadGEM2-ES.

Figure 4.9: The depth averaged temperature change between 1980-2005 and 2074-2098 of (a)
HadGEM2-ES, (b) ROMS and (c) the difference between ROMS and HadGEM2-ES.

The changes in salinity in the deep ocean are really small for both models (Figure 4.10a,b). In the area
deeper than the 200 m isobath (excluding the Norwegian Trench) the spatial mean of the changes in
salinity over the twenty-first century are only -0.097 PSU and -0.036 PSU for respectively HadGEM2-
ES and ROMS, compared to changes up to -3.98 PSU on the HadGEM2-ES shelf. The simulations of
both models also differ the most on the shelf (Figure 4.10c). There the ROMS simulations are up to
2.23 PSU larger compared to HadGEM2-ES. In the area around England and Ireland ROMS simulates
a up to 1.08 PSU higher decay in salinity compared to HadGEM2-ES, however the difference may be
partly caused by the interpolation of the HadGEM2-ES data. For the coastal spatial mean area we see
the opposite, where ROMS projects a 1.08 PSU lower decay of the salinity for the twenty-first century
compared to HadGEM2-ES. In the Norwegian Trench ROMS is up to 3.03 PSU larger compared to
HadGEM2-ES, meaning also here the decay in salinity in ROMS is lower than in HadGEM2-ES. We
see that ROMS mainly causes a higher salinity in the North Sea, probably due to the opening of the
English Channel and the Norwegian Trench being better captured in the bathymetry. Like we saw in
the SLC projections also in temperature and salinity simulations the difference in the size of the shelf
area of ROMS and HadGEM2-ES is seen.

Figure 4.10: The depth averaged salinity change between 1980-2005 and 2074-2098 of (a) HadGEM2-
ES, (b) ROMS and (c) the difference between ROMS and HadGEM2-ES. To be able to make both
the changes in the deep ocean and on the shelf visible we used a non-linear color scheme.

For both temperature and salinity the largest decrease in density is projected on the shelf, which will
cause local steric SLC. However a relative small decrease in density in the deep ocean can still cause
a large local steric sea-level rise (Section 2.1). In the deep ocean there is for both HadGEM2-ES
and ROMS an increased salinity in the south and decreased salinity in the north, which will cause
respectively local halosteric sea-level fall and rise. The temperature increased in the entire domain
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for both HadGEM2-ES and ROMS, causing local thermosteric sea-level rise. In the north of the deep
ocean the halosteric and thermosteric will amplify each other, while in the south they will compensate
each other. In the projections of the local steric SLC (Figure 4.8d,e) we saw a sea-level rise in the full
domain. This means that the temperature increase dominates over the salinity increase in the south.
In (Hermans, Tinker, et al., 2020) the thermo- and halosteric SLC is calculated for HadGEM2-ES.
They found the results we expect from our temperature, salinity and local steric SLC projections:
halosteric sea-level rise in the north and halosteric sea-level fall in the south partly compensating
the thermosteric sea-level rise over the entire domain. Further does the halo- and thermosteric SLC
show how large the local steric SLC is in each part of the domain due to respectively salinity and
temperature. This shows that the thermosteric SLC is larger than the halosteric SLC in the deep
ocean, while it is the opposite in on the shelf. Hermans, Tinker, et al. (2020) also determined the
thermo- and halosteric SLC for NEMO and a similar pattern is seen in the deep ocean, except a small
region with thermometric sea-level fall in the north of the deep ocean. Comparing the HadGEM2-ES
and NEMO results has shown thermosteric SLC causes a few centimeters difference on the shelf, while
halosteric SLC causes changes up to 15 cm on the shelf.

4.2.3 Sea-level projections in NEMO versus ROMS

The ODSLC and ODSLCmIB projections for the twenty-first century for respectively NEMO and
ROMS are calculated as the difference between the time-mean for 1980-2005 and respectively
2074-2099 and 2074-2098 (Section 3.4). We assume that the ODSLC (NEMO) and ODSLCmIB
(ROMS) over the twenty-first century are comparable (Section 3.4). For both simulations sea-level
rise is projected on the shelf (Figure 4.11a,b). A sea-level fall is only seen in the deeper ocean of
the NEMO simulations. This also causes the largest difference of 33 cm between ROMS and NEMO
(Figure 4.11c). This can be caused by the northern boundary being more northward compared to
ROMS, causing it to capture a cold or saline inflow from the north into the domain. Over the entire
domain the ROMS simulations are 2.6 cm higher compared to NEMO, largely caused by the sea-level
fall in the deep ocean for NEMO. On the shelf, ROMS projects only a 0.1 cm higher sea-level rise
compared to NEMO. The simulations for ROMS are slightly higher in the south (up to 5 cm), while
the NEMO simulations are slightly higher in the north (up to 5.7 cm). The coastal spatial mean
for the ROMS simulation is only 0.77 cm smaller compared to NEMO. It is expected that this
difference will be even smaller for lower RCP scenarios, because the projections itself will than be lower.

The largest local steric SLC for NEMO (Figure 4.11d) is found in the deep ocean similar to the
ROMS projections (Figure 4.11e). In the NEMO projections of the local steric SLC there is a smaller
sea-level rise at the location of the sea-level fall we saw in Figure 4.11a, probably caused by a colder
and/or more saline inflow. If we compare the ROMS and NEMO local steric SLC simulations we find
that the differences on the shelf are small (Figure 4.11f) with a coastal spatial mean value of 0.23
cm larger for ROMS. South and west around the shelf of ROMS we see larger differences due to a
larger area of the NEMO shelf. Here the simulations of ROMS show up to 24 cm larger sea-level rise
compared to NEMO. Also in the Norwegian Trench there are large differences. The ROMS simulation
is up to 45 cm lower compared to NEMO, which may be caused by a combination of differences in
the bathymetry, simulation domain, resolution (in the Norwegian Trench) and the prescribed Baltic
Sea inflow at the boundary.

In the manometric SLC there is an opposite pattern compared to the local steric SLC (Figure 4.11g,h).
Also for the manometric SLC we see large differences between ROMS and NEMO (Figure 4.11i) outside
of the ROMS shelf and inside the Norwegian Trench. Outside of the ROMS shelf the ROMS simulations
are up to 17 cm smaller compared to NEMO and the NEMO simulations in the Norwegian Trench
can be up to 33 cm smaller compared to ROMS. For the coastal spatial mean the ROMS simulation
is only 0.01 cm smaller compared to NEMO.
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Figure 4.11: The ODLSC(mIB), local steric SLC and manomatric SLC (including ’zostoga’ (Section
3.3)) for (a,d,g) NEMO between 1980-2005 and 2074-2099, (b,e,h) ROMS between 1980-2005 and 2074-
2098 and (c,f,i) the difference between ROMS and NEMO (assumed that the difference in ODSLC
(NEMO) and ODSLCmIB (ROMS) give the difference in ODSLCmIB (Section 3.4)).
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Chapter 5

Summary

Research question 1: How do the historical dynamical downscaling simulations with
ROMS compare with observations?

In Section 4.1 we have presented the historical simulations of the ROMS model and compared to the
observations. Further we have also compared the HadGEM2-ES results to the observations to see the
influence of dynamical downscaling. For the MDT we also compared the NEMO results with the ob-
servations, to investigate how ROMS compared to the high resolution model. The ROMS simulations
for the MDT correlate well with the observations (r=0.89). The relative high increase in spatial cor-
relation for ROMS compared to HadGEM2-ES (0.1) and relative small increase in spatial correlation
of NEMO compared to ROMS (0.02), shows that the ROMS simulations might be comparable to
NEMO. However the Norwegian coastal current was not well captured in the ROMS simulation. The
not prescribed Baltic Sea inflow, the ROMS simulation domain not capturing the Skaggerrak and
Kattegat and the lower resolution compared to NEMO (in the Norwegian Trensch) are possible causes.

For the temperature simulations of ROMS and HadGEM2-ES the correlation with the observations
where high respectively 0.83 and 0.85. On the shelf ROMS only performed slightly better with a
spatial correlation on the shelf of respectively 0.83 and 0.82 for ROMS and HadGEM2-ES. The
salinity showed an increase in spatial correlation with the observations for the ROMS simulation
(r=0.66) compared to HadGEM2-ES (r=0.63), which was even stronger for the spatial correlation on
the shelf with 0.70 and 0.55 for respectively ROMS and HadGEM2-ES. In both the temperature and
salinity simulations of ROMS we saw that the area of the Norwegian Trench was not simulated well,
with most surprisingly high salinity and temperature anomalies found directly by the entrance of the
Baltic Sea. Besides the not prescribed Baltic Sea inflow, the possible to low resolution of ROMS
and the domain not reaching far enough eastward to capture the Skaggerrak and Kattegat, also the
interpolation of HadGEM2-ES data to the east onto the ROMS grid with possible different depths
can have influenced the depth averaged results.

Another part of the validation of the model was the interannual variability of the simulations compared
to satellite observations. We found that the variability in the ROMS simulation is relatively high
compared to the observations, which is also observed by the HadGEM2-ES model. So ROMS is not
able to completely compensate for the to high variability in the HadGEM2-ES model. Finding a
time window which clearly fits the observations the best for the entire domain is difficult, because
of the difference in timing in internal variability in the climate models and observations (Richter
et al., 2017). For the entire domain it is not possible to find a time window which clearly fits the
observations. However on the shelf the spatial correlation shows a clear time window for which the
ROMS and HadGEM2-ES simulation both correlate the best with the observations. For the time
window (1990-2016) where the simulations fit the observations the best, the spatial correlation was
the highest for HadGEM2-ES (r=0.79) compared to ROMS (r=0.75), with a respective RMSE of
0.51 and 0.50 for HadGEM2-ES and ROMS. ROMS is expected to solve the processes better in the
domain and therefore, especially on the shelf, correlate better with the observations, like we saw for
the MDT, temperature and salinity results. There could be different reasons why we did not see the
improvement of dynamical downscaling for the interannual variability: the resolution of ROMS can be
to low, the satellite data close to the coast can be influenced by land contamination and the smaller
shelf of ROMS can have influenced the variability.

Research question 2: Which differences and similarities are seen in the dynamical down-
scaled sea-level simulations compared to the HadGEM2-ES simulations?

The largest ODSLCmIB differences on the shelf are found in the North Sea, the HadGEM2-ES
simulations where up to 21 cm larger compared to ROMS. The ODSLCmIB coastal spatial mean was
13 cm smaller for ROMS than HadGEM2-ES. For the local steric and manometric SLC the coastal
spatial mean was respectively 2.8 cm and 9.9 cm smaller for ROMS compared to HadGEM2-ES.
This means that close to the Belgium, Dutch and Danish coast the large difference is mainly caused
by local steric SLC in the deep ocean or changes outside of the 50 m isobath, that translate into
differences in manometric SLC on the shallower parts of the shelf. Also the closed English Channel of
the HadGEM2-ES land mask may have influenced the high coastal spatial mean for the manometric
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SLC, because the water cannot flow through the channel and spread further over the shelf. Further
do we see the differences in the bathymetry back in the projections. Especially the difference in shelf
size and and the Norwegian Trench cause large differences.

In the HadGEM2-ES projections of the temperature and salinity we find that the North Sea becomes
really warm and fresh compared to ROMS, probably because the coarse grid size causes that the
English Channel is closed blocking circulation through the Channel. In ROMS the increase of tem-
perature and decrease of salinity over the twenty-first century are respectively 0.96 ◦C and 1.08 PSU
lower compared to HadGEM2-ES. Further we found small changes in the deep ocean, however because
of the large depth of the water column these small changes can still cause relative large steric sea-level
change. For both HadGEM2-ES and ROMS we found temperature increase in the entire domain,
which will cause local steric sea-level rise. The salinity showed an increase in the south and a decrease
in the north, causing respectivaly local steric sea-level fall and rise. In combination with the local
steric SLC projections, projecting sea-level rise for the entire domain, we know that the thermosteric
sea-level rise in the south is larger than the halosteric sea-level fall.

Research question 3: Which differences and similarities are seen in the dynamical down-
scaled sea-level simulations with ROMS compared to the previous downscaled simula-
tions using NEMO AMM7?

In the sea-level projections of NEMO and ROMS we see small differences on the shelf. In the coastal
area below the 50 m isobath the mean projected ODSLCmIB is only 0.77 cm smaller for ROMS
compared to NEMO and the difference is expected to be even smaller for lower RCP scenarios. The
largest differences between ROMS and NEMO on the self are 5 cm (higher for ROMS) in the south
of the shelf and 5.7 cm (higher for HadGEM2-ES) in the north of the shelf close to the Norwegian
Trench. In the south these difference are most likely influenced by the smaller shelf of ROMS. In the
Norwegian Trench we also found large differences, which as discussed earlier can be caused by the
bathymetry, larger domain, higher resolution (in the Norwegian Trench) and the prescribed Baltic Sea
inflow. The differences in the Norwegian Trench for NEMO and ROMS are larger than HadGEM2-ES
and ROMS, while the bathymetry is more comparable we assume that the bathymetry is not the main
cause. Further do we see a large difference in the north of the deep ocean, however this apparently
does not really influence the shelf projections. This fall in the deep ocean for NEMO can be due to
the difference in model domain, which makes that it captures a cold or more saline inflow. Further
did (Hermans, Tinker, et al., 2020) find a similar themo- and halosteric SLC pattern for NEMO as
we expect from the ROMS temperature change, salinity change and local steric SLC simulations.
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Chapter 6

Conclusion & Recommendations

We have shown that dynamical downscaling with ROMS mainly improves HadGEM2-ES historical
simulations of the MDT and depth averaged salinity on the NWES. For the temperature and
interannual sea-level variability the differences between ROMS and HadGEM2-ES where less distinct.
For the twenty-first century SLC, depth averaged temperature and salinity change we found large dif-
ferences between the ROMS and HadGEM2-ES simulations especially in the North Sea. We suppose
that dyanmical downscaling with ROMS has improved the HadGEM2-ES projections, because ROMS
is expected to better solve the processes on the shelf, has a more realistic bathymetry and land mask
and dynamical downscaling with ROMS has improved some of the historical simulations. Compared
to NEMO we have shown that ROMS did relatively well for the historical MDT simulations. The
increase in spatial correlation with the observations of NEMO compared to ROMS is only small. Also
in the projections the simulations compared relatively well on the shelf, especially on the coastal area
of Belgium, The Netherlands and Denmark the difference was only 0.77 cm and expected to be even
smaller for lower RCP scenarios. This makes the ROMS model more suitable than large scale climate
models to be used for projections in the coastal region. However, the small shelf size of ROMS, the
Baltic Sea inflow, relative low resolution (in the Norwegian Trench) and possibly the different location
of the lateral boundaries compared to NEMO did influence the projections. The shelf representation
and the interaction between the Skagerrak and Kattegat cannot be made more realistic using the
same grid size, but the Baltic Sea inflow can be improved. The relatively small size of the shelf
makes that the ROMS simulations cannot be used close to the edges of the shelf. Therefore adding a
more realistic Baltic Sea inflow is advised to determine if this improves the simulations of the ROMS
model for the North Sea, specifically for the coastal areas. When the addition of a realistic Baltic
Sea inflow not further decreases the difference with the NEMO simulations, we still can conclude
that ROMS performs well in the coastal area of Belgium, The Netherlands and Denmark, meaning
computational time for dynamically downscaling sea-level projections can be reduced.

To add a Baltic Sea inflow to ROMS, the climatology as used in (Hermans, Tinker, et al., 2020) would
be an option. An other option could be calculating the in- and outflow based the salinity changes in
the North Sea and the Baltic Sea. For historical simulations observational salinity data of the Baltic
Sea can be used, while for simulating projections the salinity data of the Baltic Sea needs to come
from salinity projections made of the Baltic Sea. For further analysis of the interannual variability
it is suggested to use tide gauge data to find if this compares better to dynamically downscaled
simulations than to coarse climate models. Also it would be of interest to investigate the sensitivity
of the simulations for the atmospheric forcing. When the atmosphere forcing can be prescribed on
a lower frequency, would this lower the computational power. Further is of interest if the sea-level
projections are influenced by the RAM used to dynamical downscale the GCM atmosphere component.
Furthermore, it is advised to look into the new CMIP6 simulations. Possibly these models can be used
to drive downscaling simulations as we did with ROMS. Also ROMS has the option to be used on a
higher resolution, which will increase the computational time but might improve the representation
of small-scale processes. This would also allow for a comparison of ROMS simulation where only
the grid size divers, meaning no internal differences of the ROMs can influence the results. These
possible future simulations and analysis can be used to gain further knowledge about the influence of
using ROMS on a relative low resolution to dynamical downscale GCM data for which we have found
promising results.
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Appendix A

Equations ROMS

The ROMS is described by the following equations of motion (Wiki ROMS, 2015):

∂u

∂t
+ ~v · ∇u− fv = −∂φ

∂x
− ∂

∂z
(u′w′ − ν ∂u

∂z
) + Fu +Du (A.1)

∂v

∂t
+ ~v · ∇v + fu = −∂φ

∂y
− ∂

∂z
(v′w′ − ν ∂v

∂z
) + Fv +Dv (A.2)

where u and v are the horizontal velocities, w is the vertical velocity, f is the Coriolis force, ν is the
kinematic viscosity, ψ is the dynamic pressure ( pρ0 ), Fu and Fv are the forcing terms and Du and
Dv are the diffusive terms. The primes present the fluctuations around the mean and the overbar
represents the time average.

From the equations it can be seen that the Boussinesq approximation and Reynolds averaging are used.
The Boussinesq approximation can be made as the density changes in the ocean are small (Cushman-
Roisin & Beckers, 2011). Resulting from the Boussinesq approximation the density perturbations can
be neglected in the horizontal momentum equations. The vertical momentum equation is reduced to
the hydrostatic approximation (Equation A.3). Here the density perturbations cannot be neglected.

∂ψ

∂z
= −ρg

ρ0
(A.3)

further the Boussinesq approximation implies incompressibility of the fluid:

∂u

∂x
+
∂v

∂y
+
∂w

∂z
= 0 (A.4)

this means that there is conservation of volume instead of conservation of mass
(Cushman-Roisin & Beckers, 2011).
The following advection-diffusion equation is used to calculate the changes in the scalar concentration
field of for example temperature and salinity:

∂C

∂t
+ ~v · ∇C = − ∂

∂z
(C ′w′ − νθ

∂C

∂z
) + Fc +Dc (A.5)

where C can be any scalar field, vθ is the diffusivity, Fc and DC are respectively the forcing and
diffusive term. The primes present the fluctuations around the mean and the overbar represents the
time average.
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Mintenbeck, K., Alegŕıa, A., Nicolai, M., Okem, A., Petzold, J., Rama, B., Weyer, N. M. (eds.)]. In
press. Retrieved from https://www.ipcc.ch/site/assets/uploads/sites/3/2019/11/06 SROCC

Ch02 FINAL.pdf

Hurrell, J. W. (1995). Decadal trends in the north atlantic oscillation: Regional temperatures
and precipitation. Science, 269 (5224), 676–679. Retrieved from http://www.jstor.org/stable/

2888966

Huthnance, J. M. (1984). Slope Currents and “JEBAR”. Journal of Physical Oceanography , 14 (4),
795–810. doi: 10.1175/1520-0485(1984)014¡0795:SCA¿2.0.CO;2

Jevrejeva, S., Moore, J., Woodworth, P., & Grinsted, A. (2005). Influence of large-scale atmospheric
circulation on European sea level: results based on the wavelet transform method. Tellus A:
Dynamic Meteorology and Oceanography , 57 (2), 183–193. doi: 10.3402/tellusa.v57i2.14609

Jones, P. D., Jonsson, T., & Wheeler, D. A. (1997). Monthly values of the North Atlantic Oscillation
Index from 1821 to 2000 [data set]. PANGAEA. doi: 10.1594/PANGAEA.56559

Knutti, R., Abramowitz, G., Collins, M., Eyring, V., Gleckler, P. J., Hewitson, B., & Mearns, L.
(2010). Good Practice Guidance Paper on Assessing and Combining Multi Model Climate Pro-
jections. In: Meeting Report of the Intergovernmental Panel on Climate Change Expert Meeting
on Assessing and Combining Multi Model Climate Projections. [Stocker, T.F., Qin, D., Plat-
tner, G. -K.,Tignor, M., Midgley, P.M. (eds.)]. IPCC Working Group I Technical Support Unit,
University of Bern, Bern, Switzerland. Retrieved from https://wg1.ipcc.ch/docs/IPCC EM MME

GoodPracticeGuidancePaper.pdf

Kristiansen, T. (2020). model2roms. Retrieved from https://github.com/trondkr/model2roms

(Accessed at 11-03-2020)

Landerer, F. W., Jungclaus, J. H., & Marotzke, J. (2007a). Ocean bottom pressure changes lead
to a decreasing length-of-day in a warming climate. Geophysical Research Letters, 34 (6). doi:
10.1029/2006GL029106

Landerer, F. W., Jungclaus, J. H., & Marotzke, J. (2007b). Regional Dynamic and Steric Sea Level
Change in Response to the IPCC-A1B Scenario. Journal of Physical Oceanography , 37 (2), 296–312.
Retrieved from https://doi.org/10.1175/JPO3013.1 doi: 10.1175/JPO3013.1

Li, J., Tan, W., Chen, M., Zuo, J., & Yang, Y. (2016). The regional patterns of the global dynamic
and steric sea level variation in twenty-first century projections. Global and Planetary Change, 146 ,
133–139. doi: 10.1016/j.gloplacha.2016.10.005

Liu, Z. J., Minobe, S., Sasaki, Y. N., & Terada, M. (2016). Dynamical downscaling of future sea level
change in the western North Pacific using ROMS. Journal of Oceanography , 72 (6), 905–922. doi:
10.1007/s10872-016-0390-0

Lyu, K., Zhang, X., Church, J. A., Slangen, A. B. A., & Hu, J. (2014). Time of emergence for regional
sea-level change. Nature Climate Change, 4 (11), 1006–1010. doi: 10.1038/nclimate2397

Madec, G., & the NEMO team. (2016). NEMO ocean engine.

Marchesiello, P., McWilliams, J. C., & Shchepetkin, A. (2001). Open boundary conditions for long-
term integration of regional ocean models. Ocean Modelling , 3 , 1-20. Retrieved from https://

marine.rutgers.edu/po/Papers/obc oc.pdf

Mathis, M., Mayer, B., & Pohlmann, T. (2013). An uncoupled dynamical downscaling for the North
Sea: Method and evaluation. Ocean Modelling , 72 , 153–166. doi: 10.1016/j.ocemod.2013.09.004

Melet, A., & Meyssignac, B. (2015). Explaining the Spread in Global Mean Thermosteric Sea Level
Rise in CMIP5 Climate Models*. , 28 (24), 9918–9940. doi: 10.1175/JCLI-D-15-0200.1

Met Office. (2020). HadGEM2 family: Met Office climate prediction model. Retrieved from
https://www.metoffice.gov.uk/research/approach/modelling-systems/unified-model/

climate-models/hadgem2 (Accessed at 04-08-2020)

Muller, R., & MacDonald, G. (1997). Glacial Cycles and Astronomical Forcing. Science, 277 (5323).
Retrieved from https://www.jstor.org/stable/2893568

O’Neill, B. C., Tebaldi, C., Van Vuuren, D. P., Eyring, V., Friedlingstein, P., Hurtt, G., Knutti, R.,
Kriegler, E., Lamarque, J. F., Lowe, J., Meehl, G. A., Moss, R., Riahi, K., & Sanderson, B. M.
(2016). The Scenario Model Intercomparison Project (ScenarioMIP) for CMIP6. Geoscientific
Model Development , 9 (9), 3461–3482. doi: 10.5194/gmd-9-3461-2016

Oppenheimer, M., Glavovic, B. C., Hinkel, J., van de Wal, R., Magnan, A. K., Abd-Elgawad, A., Cai,
R., Cifuentes-Jara, M., DeConto, R. M., Ghosh, T., Hay, J., Isla, F., Marzeion, B., Meyssignac,
B., & Sebesvari, Z. (2019). Sea Level Rise and Implications for Low-Lying Islands, Coasts and
Communities. In: IPCC Special Report on the Ocean and Cryosphere in a Changing Climate.
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