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Abstract

The topic of extreme weather in the mid-latitudes remains a subject of discussion. The re-
sponse of Rossby waves (and the jetstream that tracks them) to a warming climate is very
uncertain, while this large scale flow is known to be the driver for synoptic weather. A com-
prehensive theory on Rossby wave growth and breaking is hard to determine due to its non-
linear nature. This study advocates for the use of vertical velocity relative to isentropic sur-
faces to describe the conversion of available potential energy into kinetic energy. It is found
that large areas of baroclinic energy conversion(BEC) can be found in the mid-latitudes in the
middle as well as the upper troposphere. Intense regions of (BEC) can be found along the
meridionalmoving jetstream in the vicinity of relative vorticityminima andmaxima,mean-
ing this could play an important role in amplifying Rossby waves. In an Eulerian frame it is
found that regions of BEC coincide with jetstreaks. Results from the Lagrangian framework
suggest that BECmight be the energy source of the formation or strengthening of jetstreaks.
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1
Introduction

1.1. Background
In the mid-latitudes winds are predominantly westerly. Red skies at night, sailor’s delight¹ is
a nice example of a very old saying originating from the new testament emphasizing this is
some very old wisdom. Thesewinds grow stronger with height reachingmaximumvelocities
in the upper troposphere. This large scale flow steers the synoptic weather patterns along
the so called storm track. These weather patterns in turn steer the jetstream in ameandering
pattern (Nakamura and Huang). These jetstream meanders usually move eastward and can
be viewedas theRossbywaves. The eastwardpropagationof thesewaves cause a varyingpat-
tern of weather in the mid-latitudes, eastward moving cyclones make place for anticyclones
and vice versa.

However, not all Rossby waves² share the same behaviour. Large amplified Rossby waves
can bring extreme weather in various forms (Kornhuber et al. (2020)). The case in which the
streamlines of large Rossbywaves overturn is referred to as Rossbywave breaking (RWB) and
can in particular be responsible for extreme weather in the mid-latitudes. Rossby waves can
break in a cyclonic tendency (CWB) as well as in an anticyclonic manner (AWB). Cut off lows
(COL’s) are low pressure systemswhich are often the product of cyclonic Rossbywave break-
ing and can bring extremeprecipitation (Ndarana andWaugh (2010)). Furthermore,multiple
studies found that anticyclonic Rossby wave breaking plays a pronounced role in the onset of
blocking anticyclones³ (e.g. Weijenborg et al. (2012) and Pelly and Hoskins (2003)). Blocking
highs are synopticweather patterns that occurwhen aRossbywave persists in the sameplace
relative to the earth and diverges or blocks the westerly mid-latitude jet. Blocking anticy-
clones can be accompanied with extreme weather, for example, droughts and hot weather in
summer, while in winter they can cause severe cold air outbreaks (e.g. Schaller et al. (2018)).
Since blocking anticyclones are very slowly moving, they can bring persistent weather for
the duration of a coupleweeks. In 2018 this has lead for example to the second driest summer
in the Netherlands since the start of the measurements. Financial losses are projected to be
hundreds of millions, and the effect on the forestry and agriculture can be clearly seen from
space.

However, themechanismbehind blocking onset is still topic of debate, and thus blockings
are still hard to predictmore than 10 days in advance (e.g. Lee et al. (2019a)). Multiple studies
try to tackle the formation of blockings fromdifferent perspectives, but clear and unambigu-

¹Red skies are the result of scattered blue light by trapped particles in a stable airmass. The sun sets in the west, so a
red sky at night implies that the stable air mass (and thus goodweather) are to the west of the observer (the sailor).
Since winds are predominantly westerly, this means that fine weather is moving towards the sailor (thus ‘sailors
delight’).
²Also known as ‘Planetary waves’
³Also called ‘blocking highs’ or evenmore simple a ‘block’
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2 1. Introduction

ous conclusions are more the exception than the rule.

Davini et al. (2014) showed that in theAtlantic sector suddenstratosphericwarmings (SSW’s),
are followed by an increased blocking frequency, however the same signal is not found in the
Pacific area, so questions about the exact coupling between the stratosphere and troposphere
remain unanswered. Lee et al. (2019a) also found a relation between blocking patterns and
changes in the strength of the stratospheric polar vortex, however, compared to Davini et al.
(2014) they found the cause and effect to be reversed, meaning, the blocking is a precursor to
a weaken stratospheric polar vortex.

Studies from tropospheric perspectives focus on moist as well as on dry atmospheric dy-
namics. A study from Yamazaki Dr. and Itoh 2013 found that blocking anticyclones actively
select and absorb synoptic vortices with the same anticyclonic tendency. Other research also
focuses on diabatic effects in advance to the onset of a blocking anticyclone, for example,
Pfahl et al. (2015) point out the importance of latent heating in the warm conveyor belt as
an first order mechanism for the formation and maintenance of the block. They found that
latent heat release transports air from lower levels with lower potential vorticity (PV) values
into the ridge. This is in line with the findings of Joos and Wernli (2012) which describe this
process in a different way, but with the same implications, namely that PV gets destroyed
above the the level of maximum heating and increases below the level of maximum heating,
and is therefore of great importance.

Despite the uncertainty on the mechanisms behind blocking events, the literature agrees
on the fact that blocking anticyclones can have severe weather impacts, such as the drought
of 2018 in western Europe. Therefore a good understanding of blocking and the underlying
theory (which probably involve Rossbywaves) is desirable,mainly for predictions of extreme
weather in the near future as temperatures will continue to rise under the influence of an-
thropogenic climate change. While there is an increase in dry summers observed over the
past decades, climate models are modelling a persistent decrease in atmospheric blocking
(Woollings et al. 2018). The logical consequence is that there is very low confidence in the
future predictions on blocking anticyclones by the IPCC (technical summary, TS.5.4.8).

Looking at extra-tropical cyclones, Papritz andSpengler (2015) see available potential en-
ergy as primary source for cyclogenesis. They approach the problem by looking at the slope
tendency of the isentropic surfaces. This study proposes a balance between the adiabatic tilt-
ing of isentropic surfaces to the horizontal necessary for baroclinic instability and diabatic
effects which have an opposite effect and thus restore the background gradient. The study
points out that isentropic slopes are a measure for baroclinicty in the mid-latitudes. This is
in line with previous work from van Delden and Neggers (2003) which emphasizes the im-
portance of baroclinic energy conversion in cyclogenesis at upper levels. Baroclinic energy
conversion (BEC) is the process in which available potential energy (APE) is lost by lowering
the center of mass of the atmosphere, this energy is released as kinetic energy (KE). The low-
ering of the center of mass of the atmosphere is driven by baroclinic instability.

The author hypothesises that baroclinic energy conversion is not solely reserved as a di-
agnostic tool for the explanation of (upper level) cyclogenesis. The author expects that the
process is a measure for baroclinicity which is just as important to the onset of blocking an-
ticyclones. Or to put it more broadly, the expectation is that large areas of baroclinic energy
conversion are (partly) responsible for accelerating (formation jetstreaks) and thereby steer-
ing the jetstream. In this way, baroclinic energy conversion is responsible for the amplifica-
tion of Rossby waves, which on its turn can have the consequence of extreme weather by the
formation of intense extra-tropical cyclones and blocking highs.

1.2. Objective
This study continues on previous work from van Delden and Neggers (2003). Within this
study the role of baroclinic energy conversion with respect to Rossby wave amplification is



1.3. Outline 3

examined in a new quantitative way. The research will focus on identifying regions where
APE can be converted into EKE, andwill try to answer the question whether this process does
indeed steer and accelerate the jet stream. The sub-questions that are related to this object
are:

1. How can the description of baroclinic energy conversion be extended from a qualitative
picture into a quantitative one?

2. Howdoes baroclinic energy conversion contribute to Rossbywave amplification (RWB)?

3. What is the role of diabatic processes within baroclinic energy conversion?

4. Canbaroclinic energyconversionshineanew lighton theongoingdebateof futureweather
events under the influence of anthropogenic climate change?

1.3. Outline
This thesis will continue with the conceptual explanation of baroclinic energy conversion in
chapter 2. Chapter 3 will be concerned with the methodology in which the process of BEC as
explained in chapter 2 is described in the real atmosphere using era-5 reanalysis data. Then,
chapter 4will give an introduction to the case study inwhich themethodof chapter 3 is tested.
The results and the discussion of their meaning are presented in chapter 5. After the results,
chapter 6 discusses the implications of BECwith respect to a warming climate. Chapter 7 will
give conclusions of this study and further recommendations.





2
Baroclinic energy conversion and

jetstreak formation

This chapter is written to inform the reader on the theory of baroclinic energy conversion. In
this chapter it is shown under which conditions the center of mass of the atmosphere can be
lowered, in favour of kinetic energy. Section 2.1 will introduce the reader with multiple ver-
tical coordinate systems, and its advantages. This knowledge is necessary to understand the
principles of unstable up- and downgliding. The process is described in a conceptualmanner
with help of a thought experiment in section 2.2. Subsequently, section 2.3 will continue on
the thought experiment of section 2.2 by describing not only when baroclinic energy conver-
sion is possible, but also when this process proceeds most efficient.

2.1. Motivation coordinate system
In every three dimensional problem, the choice of the right coordinate system can improve
the interpretation of the problem. The most intuitive coordinate system is one in which the
vertical axis is measured in the same units of the horizontal axis. In most spatial problems
this is in meters, however this is not always the most appropriate way to tackle the problem.
The hydrostatic balance (see equation 2.1) gives a distinct balance between gravity and verti-
cal pressure forces and is a good approximation to the vertical dependence of pressure in the
atmosphere.

𝜕𝑝
𝜕𝑧 = −𝜌𝑔 (2.1)

So a clear relation between height and pressure in the vertical column exists. For this rea-
son, instead of height, pressure could also be used as a vertical coordinate. In atmospheric
dynamics pressure often has given preference over height, as the momentum balance is far
more convenient in pressure coordinates.

For now, let’s stick to an absolute height frame. Following Newton’s second law, the rate
of change inmomentumcan be described by the net forces acting on an air parcel. When scale
analysis is done and only the largest forces are included, the momentum equation in height
coordinates looks like equation 2.2.

𝐷V
𝐷𝑇 + 𝑓 k × V = −

1
𝜌 ∇𝑝 (2.2)

The first term on the l.h.s is the acceleration of the air parcel (or change in momentum),
the second term on the l.h.s represents the Coriolis acceleration. The term on the r.h.s is the
pressure gradient force. When air parcels do not accelerate from their position there is a bal-
ance between the Coriolis acceleration and the pressure gradient force. The resulting velocity

5



6 2. Baroclinic energy conversion and jetstreak formation

field is known to be the geostrophic wind. In height coordinates, this is where problems start
to arise, because the velocity field can only be determined when the density field is known.
Or in other words, a given horizontal pressure gradient field gives various velocity fields de-
pendent on density.
Pressure as a vertical coordinate has advantage that density drops out of the momentum
equation, aswill be shown in the following analysis. Equation2.3 showshowheight andpres-
sure are related.

(𝜕𝑝𝜕𝑥)፳
= −(𝜕𝑝𝜕𝑧 )፱

(𝜕𝑧𝜕𝑥)፩
(2.3)

When the hydrostatic equation (2.1) is substituted in equation 2.3, the equation yields:

− 1𝜌 (
𝜕𝑝
𝜕𝑥)፳

= −𝑔(𝜕𝑧𝜕𝑥)፩
= −(𝜕Φ𝜕𝑥 )፩

(2.4)

WhereΦ is a variable known as the geopotential, described by equation 2.5. Changing from
a height coordinate to a isobaric coordinate system gives the clear advantage that density is
no longer part of the momentum equations, and is replaced by the gradient in geopotential.
Themomentum equation described in isobaric coordinates changes therefor to equation 2.6.
Geopotential, as can be figured out from equation 2.5, is just the work done to move an air
parcel from mean sea level to height z. Since the atmospheric density field is a lot harder to
determine compared to geopotential, the velocity field is a lot easier to determine in isobaric
coordinates.

Φ = ∫
፳

ኺ
𝑔 𝑑𝑧 (2.5)

𝐷V
𝐷𝑇 + 𝑓 k × V = −

1
𝜌 ∇𝑝 (2.6)

Just as pressure can be used as a vertical coordinate, every quantity which has a depen-
dency on height could potentially be used as a vertical coordinate. One quantity in particular
is convenient, namely, the temperature an air parcel would have when it is adiabatic com-
pressed from a given pressure to a reference pressure. This quantity is called the potential
temperature and canbedescribed by equation 2.7. Every air parcel has a uniquepotential tem-
perature which is conserved following adiabatic motion.

𝜃 = 𝑇 (𝑝፬/𝑝)ፑ/፜ᑡ (2.7)

Potential temperature isderived formthefirst lawof thermodynamics, andafter somederiva-
tions, it can be shown that changes in potential temperature are proportional to entropy pro-
duction (see Holton and Hakim (2013)). Adiabatic motion is per definition under the con-
straint that entropy is conserved, so for adiabaticmotion air parcels are bounded to isentropic
surfaces.

Since weather systems with a large temporal and spatial scale are approximated by adi-
abatic conditions, there are many advantages to use isentropic surfaces to analyse certain
atmospheric events. ‘Horizontal’ flow on an isentropic surface is actually three dimensional
and can give a lot of information about the adiabatic vertical motion. Furthermore, static
stability is inversely proportional to the pressure difference between isentropic surfaces and
parcel trajectories canbeaccurateandeasily calculated if the isentropic velocityfield is known.

A relation between the rate of change of temperature with height (lapse rate) and the rate
of change of potential temperature with height can be described due to the dependency of
potential temperature on absolute temperature and compression. Using hydrostatic balance
and the ideal gas law the following result is derived:

𝑇
𝜃
𝜕𝜃
𝜕𝑧 =

𝜕𝑇
𝜕𝑧 +

𝑔
𝑐፩

(2.8)
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If potential temperature is constant with respect to height, equation 2.8 reduces to:

− 𝑑𝑇𝑑𝑧 =
𝑔
𝑐፩

≡ Γ፝ (2.9)

Equation 2.9 describes the situation inwhich the atmospheric temperature decreaseswith
height via the dry adiabatic lapse rate (Γ፝ ). In this case the atmosphere is statically neutral,
meaning that air parcels which undergo an vertical adiabatic displacement will end up in an
environmentwith equal potential temperature. There is no buoyancy forcewhich accelerates
the air parcel to its original or any other position.
On the other hand, when potential temperature is height dependent, the atmospheric lapse
rate (Γ) differs form thedry adiabatic lapse rate. Using the definition of the dry adiabatic lapse
rate from equation 2.9 and equation 2.8 gives the following relation:

𝑇
𝜃
𝜕𝜃
𝜕𝑧 = Γ፝ − Γ (2.10)

When the atmospheric lapse rate is smaller then the dry atmospheric lapse rate, potential
temperature increases with height. This means that the atmosphere is stably stratified. An
air parcel undergoing an upward displacement, will find itself in an environment with higher
potential temperature and is therefore negative buoyant. The buoyancy force will accelerate
the air parcel to its original position. On the other hand, when the atmospheric lapse rate is
larger then the dry atmospheric lapse rate, the potential temperature decreases with height
and the atmosphere is statically unstable. Air parcels which undergo small vertical displace-
ments will in this case accelerate even further away from their initial position.
However, on synoptic scales, the atmosphere is always stably stratified and potential tem-
perature will always increase with respect to height. Unstable regions will quickly stabilize
by convective overturning Holton and Hakim (2013).

This section was intended tomake the distinction between three possible vertical coordi-
nate systems and explain their advantage. The next section will continue with an analysis in
the isentropic coordinate system to explain the idea of unstable up- and downgliding.

2.2. Unstable up- and downgliding
As stated before, vertical motion can be unstable in the sense that available potential energy
(APE) can be converted into kinetic energy (KE), a process referred to as baroclinic energy
conversion. Baroclinic energy conversion can be possible, as will be shown, when the vertical
motion is positive or negative. Unstable upgliding andunstable downgliding is the distinction
between these two processes which have the same consequence. This section gives an exten-
sive, but conceptual elaboration on how this process works before going intomore quantita-
tive descriptions. Furthermore it aims to answer the question on how the new reanalysis data
from ERA-5 helps to give new insights in unstable up- and downgliding.

Atfirst sight it seemsnot intuitive that upwardverticalmotion canbeassociatedwith low-
ering the potential energy of the system. However, with potential temperature as the vertical
coordinate this process can bemade clear. First therewill be an explanation on the latitudinal
dependency of the surfaces of equal potential temperature (isentropes).

A gradient of the isentropes is of first importance for the mechanism of unstable up- and
downgliding. From radiative balance, on average, high latitudes are emitting more energy
than receive from the sun. The opposite is happening at latitudes around the equator. The
surplus and deficit of energy, which is latitude dependent is one reason for the temperature
gradient on earth. It would not come to a surprise that surfaces of equal potential tempera-
ture are sloping upwards towards higher latitudes. Remember, potential temperature is the
temperature an air parcel has when it is adiabatic compressed from its origin to the refer-
ence pressure. For example an air parcel with a potential temperature of 330K at the equator
does not have to experience the same compression to reach this temperature compared to an
air parcel at higher latitudes for the reason that its absolute temperature is higher already.
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Figure 2.1 shows ameridional cross section of the atmosphere to emphasize this point. Isen-
tropes (solid black and highlighted lines in themain figure) are distinctively sloping upwards
towards the north in the troposphere. The stratosphere is less subjected to meridional tem-
perature gradients, hence the gradients are less strong.

Figure 2.1: Meridional cross section of the atmosphere with solid black and highlighted contours representing sur-
faces of constant potential temperature. Coloured areas in themain figure represent potential vorticity, with orange
colours corresponding to the stratosphere and blue colours to the troposphere. Dashed contours represent absolute
wind velocity and the inset figure is meant to illustrate where the cross section is taken.

Following the thought experiment described inGreen (1979), unstable up- anddownglid-
ing can be described conceptually by exchanging two air parcelswith different potential tem-
perature. This is illustrated in figure 2.2. The next part is concerned with the consequences
for the potential energy of the systemwhen this exchange is completed.

Following the ideal gas law and the first law of thermodynamics, in adiabatic conditions
equation 2.11 has to fulfilled.

𝑝ኻ 𝑉ኻ᎐ = 𝑝ኼ 𝑉ኼ᎐ (2.11)
Substituting this relation into the ratio of mass between the two air parcels gives the fol-

lowing relation:
𝑀ኼ
𝑀ኻ

= 𝜌ኼ 𝑉ኼ
𝜌ኻ 𝑉ኻ

= 𝜌ኼ 𝑝ኻኻ/᎐
𝜌ኻ 𝑝ኼኻ/᎐

(2.12)

Substituting thedefinitionofpotential temperature (stated in2.7) into theequationabove,
themass ratio can be directly linked to the ratio of potential temperature, which is described
in the equation below:

𝑀ኼ
𝑀ኻ

= 𝜃ኻ
𝜃ኼ

(2.13)

With the relation between mass and potential temperature known, the loss of APE can be
formulated. In absolute height coordinates the difference of APE after exchanging the two
particles from figure 2.2 can be described by the following equation.
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Figure 2.2: A conceptual view of figure 2.1, meant to illustrate the thought experience of Green (Green (1979)), in
which air parcel one and two exchange position.

Δ𝑃𝐸 = (𝑀ኻ 𝑔 𝑧ኼ +𝑀ኼ 𝑔 𝑧ኻ) − (𝑀ኻ 𝑔 𝑧ኻ +𝑀ኼ 𝑔 𝑧ኼ) = 𝑀ኻ 𝑔 (𝑧ኻ − 𝑧ኼ) (
𝑀ኼ
𝑀ኻ

− 1) (2.14)

Substituting equation 2.13 into equation 2.14 relates the change in potential energy to the
change in potential temperature through the following relation:

Δ𝑃𝐸 = 𝑀ኻ 𝑔 (𝑧ኻ − 𝑧ኼ) (
𝜃ኻ − 𝜃ኼ
𝜃ኼ

) (2.15)

In order to convert APE into KE, the left hand side of equation 2.15 has to be smaller then
zero. Since the only termon the right hand side of equations 2.15which can be zero is (𝑧ኻ−𝑧ኼ),
the height of air parcel one has to be lower then the height of air parcel two. This is exactly
illustrated in figure 2.2.

This criteria corresponds to the definition of unstable downgliding and unstable upgliding.
It should be clear now that APE can be converted into KE when there is vertical motion that
can be upward as well as downward. The constraint formotion to be unstable depends on the
potential temperature field. From figure 2.2 and the condition for unstable up- and downg-
liding, it can easily be reasoned that the constraint for the motion to be unstable is that the
slope under which the air parcel moves should be less than the gradient of the isentropes.

2.3. Efficiency
In the previous section the pith of the matter was to define unstable up- and downgliding
and explain conceptually the working principle. Motion with slopes less then those of the
isentropes have the potential to lower the APE in favour of KE production. However therewas
nomethodproposed for thequantificationof the energy conversion. This sectionwill proceed
with the analysis of unstable up-anddowngliding andwill give a theory for thequantification
for the potential of energy conversion through this mechanism. The theory consists of an
analysis for which slope the energy conversion is most favourable.

2.3.1. State of minimal potential energy
The theory for finding themost favorable conditions for energy conversion is based onmin-
imization of the APE. In order to find the state in which the APE in minimum, the trajectory
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of two air parcels which exchange position, is expressed in the slope of this trajectory. The
slope of the trajectory is described by the angle ‘E’ which is the angle between the horizon-
tal and the trajectory. The change in potential temperature along this trajectory can also be
described by this angle, as is done in equation 2.16. In this equation, ‘L’ is the length of the
trajectory, one could see this as the absolute distance between air parcel one and two infigure
2.2.

𝜃ኼ − 𝜃ኻ = (𝑦ኼ − 𝑦ኻ)
𝜕𝜃
𝜕𝑦 + (𝑧ኼ − 𝑧ኻ)

𝜕𝜃
𝜕𝑧 = (

𝜕𝜃
𝜕𝑦 cos𝐸 + 𝜕𝜃𝜕𝑧 sin𝐸) 𝐿 (2.16)

The absolute height difference relates to the slope of the isentropes as follows:

𝑧ኼ − 𝑧ኻ = 𝐿 sin𝐸 (2.17)

When equation 2.16 and equation 2.17 are substituted into equation 2.15 the results can be
described by the following equation:

Δ𝑃𝐸 = 𝑀ኻ 𝑔 𝐿ኼ
𝜃ኼ

sin𝐸 (𝜕𝜃𝜕𝑦 cos𝐸 + 𝜕𝜃𝜕𝑧 sin𝐸) (2.18)

In order to find the state in which the energy conversion is maximum, the left hand side
of equation 2.18 has to be minimized with respect to variations in ‘E’. Taking the derivative
of the right hand side and setting it to zero implies:

𝑑
𝑑𝐸 [sin𝐸 (

𝜕𝜃
𝜕𝑦 cos𝐸 + 𝜕𝜃𝜕𝑧 sin𝐸)] = 0 (2.19)

The equation above is satisfied for the condition if :

tan 2𝐸 = −𝜕𝜃/𝜕𝑦𝜕𝜃/𝜕𝑧 (2.20)

2.3.2. Implications for baroclinic energy conversion
The right hand side of equation 2.20 implies that the maximum amount of APE is destroyed
when an air parcel moves along a slope which is half of the gradient of the isentropes in an
absolute height coordinate system. This means that large vertical motions which fulfill the
conditions for unstable up/- downgliding not necessarily convert large amount of APE into
EKE, for example, when the slope of themotion is almost equal to the slope of the isentropes.
This deviates fromPapritz and Spengler (2015) who only looked at the slope of the isentropes
as a measure for cyclogenesis.

This thesis calls for the approach in which there is an efficiency term which is propor-
tional to the slope of the isentropes. A maximum efficiency of one when the motion moves
along a slope which is half of the slope of the isentropes, and zero when the slope is the same
as the gradient of the isentropes orwhen themotion is along thehorizontal. This gives amore
nuanced view on APE to KE conversion associated with baroclinic instability and amore sub-
stantiated motivation on the slopes of the isentropic surfaces

This chapter was meant to explain conceptually the principle of unstable up-/ downglid-
ing, however it does not provide any way to determine if and when this phenomena happens
in the real atmosphere. The next chapter will go deeper into this problem and provides the
reader with the approach how the theory introduced in this chapter is coupled to the ERA-5
reanalysis data.



3
Methodology

The previous chapter is written to define the concept of unstable up- and downgliding and
introduce the concept of baroclinic energy conversion. A new approach is proposed to quan-
tify the baroclinic energy conversion through the use of an efficiency term. This chapter will
continue on this idea and is written to inform the reader how this idea is applied on real at-
mospheric data from the ERA-5 reanalysis data-set. The first section will inform the reader
on the technical details of the ERA-5 reanalysis data. Section 3.2 will inform the reader on
how the supplied data can be transformed to an isentropic coordinate system. The data in the
right coordinate system can then be used to identify regions of unstable up- and downglid-
ing. Section 3.3 will be dedicated to this issue. This sectionwill make the translation from the
conceptual model from chapter 2 to the analysis of real atmospheric data and also discusses
how the efficiency term is determined.

3.1. Supplied data
The supplied data is from the ERA-5 reanalysis dataset from the ECWMF. This dataset has
been established bymodel output which is refined by data assimilation frommultiple obser-
vation sources. TheERA-5 reanalysis dataset has a spatial resolutionoffifteen arcminute and
a temporal resolution of one hour. The quantities are given on 27 different pressure levels.

3.2. Isentropic analysis
This section is dedicated to explain how the data given on pressure levels is transformed into
data on isentropic levels. The choice of which isentropic levels are meaningful for this study
are motivated in subsection 3.2.1. Subsection 3.2.2 describes the technical details on how the
data is interpolated from data on isobars to isentropes.

3.2.1. Motivation isentropic levels
As stated above, the supplied data is on pressure levels, and not on isentropic levels. This
means that all the data has to be interpolated from pressure levels to isentropic levels in or-
der to complywith the theory given in chapter 2. The chosen isentropic levels to interpolate to
are 300K, 315K, 330K and 350K. This choice is motivated by two reasons. At first, the reanal-
ysis data-set available before ERA-5 launched (ERA- Interim) had the option to choose data
on an specific isentropic level. The levels of 300K, 315K,330K and 350K were part of the lev-
els one could choose from, therefore, most of the literature which is available and has made
use of some kind of isentropic analysis are done on these levels. Secondly, the chosen levels
represent certain areas in the atmosphere. The 300K and 315K represents the lower tomiddle
troposphere in the mid-latitudes. This region may not solely be described by adiabatic con-
ditions, since latent heat release may play an important role. Chapter 5 will elaborate on this
issue. Higher in the atmosphere lies the isentropic surface of 330K, this level represents the
the upper troposphere as well as the lower stratosphere, dependent on latitude and Rossby
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wave activity. This is particular useful, for the reason that the stratosphere has very differ-
ent characteristics compared to the troposphere. Especially, the difference in static stability
is remarkable. Adiabatic conditions at the 330K surface form a good approximation, as will
be shown later this thesis. Furthermore, the 330K isentropic surface represents the level at
which the jetstream approximately lies. The 350K isentropic surface is centered at the lower
stratosphere with exception of latitudes lower then ≈ 30∘ Nwhere this surface may lie in the
upper troposphere. Also this level can be approximated by adiabatic conditions.

3.2.2. Isentropic interpolation
Since ERA-5 has no option to download data on surfaces of equal potential temperature, data
on pressure levels has to be interpolated to isentropic surfaces. This is possible since po-
tential temperature can be deducted from the the temperature field on pressure levels. For
the isentropic interpolation there has been made use of the software package from ‘MetPy’,
whichhas a functionor this interpolation. The interpolation consists of theNewton-Raphson
iteration to approximate atmospheric quantities on isentropic surfaces.

3.3. Identify regions of unstable up- and downgliding
The condition for which conversion from APE into KE is established in chapter 2 on the ba-
sis of a thought experiment. The condition is matched to either the mechanism of unstable
upgliding or unstable downgliding depending on the view of the problem. In the conceptual
framework it can easily be seen that the movement of a closed control volume has to occur
along a slope less then the gradient of the isentropes tomeet these conditions. However find-
ing the verticalmotion of air parcels relative to the slope of isentropesmaynot be trivial. This
section is written to inform the reader on how the theory from chapter2 is implemented to
real atmospheric data.

3.3.1. Vertical motion in isentropic coordinates
To compare the slope of air parcels relative to the slope of the isentropes, it is of first impor-
tance to have a good view on which components make up for the total vertical velocity. This
subsection will describe the different components and thus the different processes involved
which make up for the total vertical velocity in an isentropic coordinate system. One of the
main remarks from section 2.1 was that air parcels move along surfaces of constant potential
temperature if they do not undergo diabatic processes. So, in adiabatic conditions, advection
on an isentropic surface which is not perfectly horizontal will give rise to vertical velocity.
Furthermore, if isentropic surfaces have an instantaneous vertical velocity, this will also give
rise to a component in the total vertical velocity because particles are bounded by this surface.
The last component which makes up for the total vertical velocity on an isentropic surface
are diabatic processes, one could think of latent heat release due to condensation of water
vapour in clouds or emission/absorption of radiation. Equation 3.1 summaries the processes
described above.

𝜔 = 𝑑𝑝
𝑑𝑡 =

ኻ
⏜⎴⏞⎴⏜
(𝜕𝑝᎕𝜕𝑡 )+

ኼ
⏜⎴⎴⏞⎴⎴⏜
𝑢 (𝜕𝑝᎕𝜕𝑥 )+

ኽ
⏜⎴⎴⏞⎴⎴⏜
𝑣 (𝜕𝑝᎕𝜕𝑦 )+

ኾ
⏜⎴⎴⏞⎴⎴⏜𝐽
Π (𝜕𝜃𝜕𝑝)

ዅኻ
(3.1)

1. Instantaneous vertical velocity of the isentropic surface

2. Longitudinal advection of isentropic pressure

3. Latitudinal advection of pressure

4. Combined effect of diabatic processes
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3.3.2. Necessary conditions
The requirement for baroclinic energy conversion is explained in section 2.2. Themain point
from this section was that APE can be converted into KE if and only if air parcels move along
slopes which are less then the slope of the isentropes. When adiabatic conditions are as-
sumed, equation 3.1 reduces to equation 3.2.

𝜔 = 𝑑𝑝
𝑑𝑡 = (

𝜕𝑝᎕
𝜕𝑡 ) + 𝑢 (

𝜕𝑝᎕
𝜕𝑥 ) + 𝑣 (

𝜕𝑝᎕
𝜕𝑦 ) (3.2)

Equation 3.2 can be used to determine if the requirement for baroclinic energy conversion
is fulfilled. In order to see this, firstly the combined effect of terms two and three of equation
3.1 will be explained. Terms two and three represent the lift an air parcel experiences when
it is advected in a stationary background atmosphere. In other words, the vertical velocity
these two terms represent are exactly proportional to the slope of the isentropes.
If terms two and three are proportional to the slope of the isentropes, it should be clear that
term one and four are responsible for the vertical velocity relative to the slope of the isen-
tropes. If adiabatic conditions are assumed the fourth term is equal to zero. This means that
only thefirst term can contribute to vertical velocity relative to the gradient of the isentropes.
Term one is the instantaneous vertical velocity of the isentropic surface. When this term has
the opposite sign compared to the advection term (terms two and three combined), and in
absolute sense is smaller then the advection term, unstable up- or downglinding can occur.
The following example, illustrated in figure 3.1, will try to clarify the this statement. Assume
an air parcel experiencing an upward lift of 2 Pa/s due to advection along a isentropic surface.
However, at the same time, this isentropic surfacemoves downwardwith an vertical velocity
of -1 Pa/s. This means, under adiabatic assumptions, that the total vertical velocity equals
1 Pa/s, while the isentropic gradient would imply a vertical velocity of 2 Pa/s. The gradient
under which the air parcel movesmust be smaller then the gradient of the isentropic surface
in this case.

These constraints, necessary for the mechanism of unstable up- and downgliding can be
formulated by the following two criteria.

𝜔 > 0 and (𝜕𝑝᎕𝜕𝑡 ) < 0, which implies that → 𝑢 (𝜕𝑝᎕𝜕𝑥 ) + 𝑣 (
𝜕𝑝᎕
𝜕𝑦 ) > 0 (3.3)

𝜔 < 0 and (𝜕𝑝᎕𝜕𝑡 ) > 0, which implies that → 𝑢 (𝜕𝑝᎕𝜕𝑥 ) + 𝑣 (
𝜕𝑝᎕
𝜕𝑦 ) < 0 (3.4)

Equation 3.3 and 3.4 give the criteria for unstable down- and upgliding respectively. This
result also clarifies the importance of ERA-5 in this study. Results are going to be based on
spatial as well as temporal derivatives. Higher spatial and temporal resolution have a direct
effect on the precision of the results. Relative to ERA-interim , ERA-5 has a spatial resolution
which is∼3 timeshigher and a temporal resolutionwhich is 6 timeshigher thanERA-interim.

3.3.3. Efficiency
Section 2.3 tried tomake clear that evenwhen criteria 3.4 or 3.3 are satisfied, there is a differ-
ence in the amount of APE that get converted into KE dependent on the exact slope relative to
the gradient of the isentropes. It was shown that the preferred path is along a gradient which
is half relative to gradient of the isentropes. According to subsection 3.3.2, this means that
𝑤 (= ፝፳

፝፭ ) should be half of 𝑢 (
Ꭷ፳ᒍ
Ꭷ፱ ) + 𝑣 (

Ꭷ፳ᒍ
Ꭷ፲ ).
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Figure 3.1: An illustration to clarify the conditions of unstable upgliding by an example described in subsection3.3.2.
The black line represents an isentropic surface, on which an air parcel is advected by the blue dashed line (term two
and three in equation 3.2), while the isentropic displacement is downward shown by the red arrows (first term in
equation 3.2). Therefor the advection has to occur along the green line which trajectory has a slope less then the
slope of the isentrope.

This directly implies that the value of (Ꭷ፳ᒍᎧ፭ ) should be half of the advection term for max-
imum efficiency. Therefore, efficiency should be described by a function which grows from
zero if:

(𝑑𝑧𝑑𝑡 ) ≈ 𝑢 (
𝜕𝑧᎕
𝜕𝑥 ) + 𝑣 (

𝜕𝑧᎕
𝜕𝑦 )

to a maximum (in absolute sense) if:

(𝑑𝑧𝑑𝑡 ) = −
1
2 [𝑢 (

𝜕𝑧᎕
𝜕𝑥 ) + 𝑣 (

𝜕𝑧᎕
𝜕𝑦 )]

and back to zero if:

(𝑑𝑧𝑑𝑡 ) ≈ 0

When considering deviations frommaximum efficiency, one can simply linearize the ef-
ficiency by considering only the first order term of the Taylor expansion. Obviously this ap-
proximation is valid in the small angle limit, which is typically satisfied for any isentropic
surface encountered. This leads to the following result for the efficiency:

𝑒 ≡ |
Ꭷ፳ᒍ
Ꭷ፭ + 0.5V ⋅ ∇፡ 𝑧᎕
0.5V ⋅ ∇፡ 𝑧᎕

| − 1 (3.5)
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This equationmakesuseof theabsoluteheight coordinate systeminsteadof isobaric frame-
work. This is important since pressure decreases logarithmic with height and thus, the anal-
ysis done in chapter 2 would otherwise not make sense. So in other words, the conditions for
baroclinic energy conversion can be described in a absolute height coordinate system as well
as a pressure coordinate system, however the efficiency can only be described in an absolute
height framework. Themaximum efficiency is not equal to 1, but to 0. Only in absolute sense
the maximum efficiency is equal to 1. This does not matter for the rest of the analysis but is
something to keep in mind.

3.3.4. Definition baroclinic energy conversion
This subsection ismeant to summarize the findings of the previous two subsections. Subsec-
tion 3.3.2 describes thenecessary conditions of baroclinic energy conversionwhile subsection
3.3.3 informed the reader on the definition of the efficiency term. This gives all the necessary
information to quantify baroclinic energy conversion. When the conditions are met, vertical
velocity gives anorder to the amount of energy that canbe converted. Small vertical velocities
give rise to small changes in APE, following section 2.2. Furthermore, the efficiency deter-
mines to what extent vertical velocity is favourable for the conversion of energy. This can be
summarized in the following definition of baroclinic energy conversion:

𝐵𝐸𝐶 ≡ 𝐵𝑎𝑟𝑜𝑐𝑙𝑖𝑛𝑖𝑐 𝑒𝑛𝑒𝑟𝑔𝑦 𝑐𝑜𝑛𝑣𝑒𝑟𝑠𝑖𝑜𝑛 ≡ 𝑣𝑒𝑟𝑡𝑖𝑐𝑎𝑙 𝑣𝑒𝑙𝑜𝑐𝑖𝑡𝑦 ∗ 𝑒𝑓𝑓𝑖𝑐𝑖𝑒𝑛𝑐𝑦 (3.6)

If and only if the conditions of equations 3.3 and 3.4 are fulfilled. Otherwise baroclinic
energy conversion is zero. The vertical velocity in definitionn3.6 can be described by ‘w’ as
well as ‘𝜔’. In this study 𝜔 is chosen as vertical velocity and the units of BEC is therfore 𝑃𝑎/𝑠.





4
Case study

Nowthat the definition of baroclinic energy conversion is settled and themethod for studying
this in the atmosphere is described it is time to test the theory to a real atmospheric example
of Rossby wave breaking. This chapter is written to introduce the reader with the concerned
case study of this thesis. This breaking event will be shown in a PV-𝜃 perspective. Since po-
tential vorticity has not yet been explained in this study, section 4.1 is written to inform the
reader on the definition of potential vorticity. The consecutive sectionwill show the breaking
event in a chronological order. Also the cross section of the ridge of the wave will be shown.
The combinationof these twoperspectives andaccompanying explanation should give a clear
view on the case study and Rossby waves in general. The last section will give remarks on di-
abetic effects in this case study.

4.1. Isentropic potential vorticity
Just like air parcels are bounded to isentropic surface because they conserve potential tem-
perature under adiabatic circumstances, there is another atmospheric quantity for which is
truewhich need extra explanation. This quantity is called Potential Vorticity (Π), and gives -as
the name suggests- the potential for an air parcel to gain or loose vorticity. Absolute vorticity
can be described as the addition of planetary- and relative vorticity. Planetary vorticity (𝑓)
is latitudinal dependent and describes the spin an air parcel has due to the spin of the earth,
while relative vorticity (𝜁) describes the vorticity relative to the earth. Isentropic density(𝜎)
is inversely proportional to static stability, and describes the amount of mass between isen-
tropic surfaces. Potential vorticity is defined as absolute vorticity divided by isentropic den-
sity, see equation 4.1.

Π ≡ 𝑓 + 𝜁
𝜎 (4.1)

4.1.1. Implications
The conservation of PVhas large implications for atmospheric dynamics in general. The defi-
nition stated in subsection 4.1 hides some interesting facts about the relation between vortic-
ity and static stability. The stratosphere is characterized by high values of PV due to the large
vertical gradient of potential temperature, which by definition means a large static stability.
Static stability is much lower in the troposphere, and a remarkable abrupt change of PV can
be found where the troposphere morphs into the stratosphere. In fact, the definition of the
stratosphere and troposphere can be solely described by its PV-value. The boundary between
the troposphere and the stratosphere is called the tropopause. The dynamical tropopause is
be defined as the 2 PV-unit surface.
Another striking result fromsubsection4.1 is that the three termsof equation4.1 are always in
balance in adiabatic conditions. This has important consequences for themotion of the flow.
For example when an air parcel with a certain PV is displaced meridionally, it finds itself in
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a new environment with a different planetary vorticity. At this moment, the air parcel has
to respond to this change in order to conserve its potential vorticity. However it can change
its relative vorticity as well the isentropic density. A positive PV anomaly for example can
be counteracted by increasing the relative vorticity and give the flow a (larger) cyclonic ten-
dency. On the other hand, the static stability could be be increased to achieve the same result.
How could one predict which process will occur? From the equation of PV inversion, Klein-
schmidt found that bothmust occur Thorpe (1993). And that is exactly what can be observed
in the atmosphere, as will be seen in the next section.

Section 4.1 was a small intermezzo on the definition of PV, necessary to understand next
section and successive chapters. However, it only gives a very brief introduction and provides
far from all the possibilities and implication of PV in atmospheric dynamics. More in-depth
information can be found for example in (Hoskins’ et al. (1985)). To this point is is important
to understand the following three points:

• PV is conserved under adiabatic circumstances

• PV is a relation between the curl of the velocity field, planetary vorticity and static sta-
bility

• A change in planetary vorticity is counteracted by changes in relative vorticity aswell as
isentropic density

4.2. Rossby wave breaking in PV-𝜃 perspective
Rossby wave breaking can be viewed in a potential vorticity-𝜃 perspective. The 330K isen-
tropic surface intersects the tropopausewhere the troposphere and stratospheremeet at this
level. This is normally at latitudes with a large meridional temperature gradient, since the
tropopause slopes downward in poleward direction, while the isentropic surface slopes up-
ward. When PV is plotted on isentropic surfaces, there can be made a clear distinction be-
tween tropospheric air and stratospheric air. In this way Rossby waves can be visualized,
areas which are occupied by troposphere air which ‘normally’ consists of stratospheric air
show a wavy pattern. This also means that air which originally has low/high values of PV
gets transportedmeridionally and therefore experiences an increased planetary vorticity. As
described in subsection 4.1.1, potential vorticity is a conserved quantity. So a change in plan-
etary vorticity has to be compensated by (anti-)cyclonic vorticity relative to the earth and an
increase of isentropic density.

The following case study is a typical example of Rossby wave breaking. This subsection
is written to show the process of wave breaking in the PV-𝜃 perspective before continuing to
the role of baroclinic energy conversion in this process.

Figure 4.1 shows the wave breaking event in a PV-𝜃 perspective. The Rossby wave is over-
turns at approximately 12 March. At this moment, tropospheric air has penetrated as far
north as 62∘N. This can be seen by the large amount of ’blue’ coloured air at these latitudes.
The colour scheme represents potential vorticity, in which there is a change from blue to or-
ange at 2 PVU. The solid black lines represent the Montgomery streamfunction. The Mont-
gomery streamfunction is defined by equation 4.2 and is the isentropic analogy of geopo-
tential. The streamlines from equation 4.2 are a representation for geostrophic flow and the
gradient of Montgomery streamlines give an indication for the absolute wind velocity.

𝑀 = 𝑐፩ 𝑇 + 𝑔 𝑧 (4.2)

Tropospheric air that penetrated far north has experienced a large increase in planetary
vorticity, so a response of the flow should be an increase in isentropic density and a decrease
in relative vorticity to conserve potential vorticity. The anticyclonic tendency is noticeable
when looking at the Montgomery streamlines in figure 4.1 in chronological order. The isen-
tropic density however can not be seen from the top-view in figure 4.1, therefore a cross sec-
tion is needed since isentropic density is inversely proportional to static stability. Figure 4.2
shows the longitudinal cross section of the samewave breaking event at 49∘N, between 140∘E
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(a) 10-03-2020 00UTC (b) 10-03-2020 12UTC

(c) 11-03-2020 00UTC (d) 11-03-2020 12UTC

(e) 12-03-2020 00UTC (f) 12-03-2020 12UTC

Figure 4.1: Multiple moments during the event of wave breaking visible at the 330K isentropic surface in which the
colours represent PV [PVU]. Orange colours correspond to the stratosphere while blue colours correspond to tropo-
spheric air masses. Black contour lines represent the Montgomery streamfunction.

and 195∘E. The solid black lines and the colored highlighted lines show surfaces of constant
potential temperature. The highlighted levels represent the levels of 300K, 315K, 330K and
350K which represent the different levels studied in this thesis. The colours in this figure
represent again the potential vorticity. The dashed contours are contours of equal absolute
wind velocity. It can clearly be seen that around the time the wave is captured by the cross
section as shown in figure 4.2 the isentropes between 315K and 330K are diverging. This is
exactly what is expected following the theory of subsection 4.1.1, The regions with the largest
potential vorticity anomaly show an increase in isentropic density. Especially the 315K and
330K isentropes are divergent, implying the largest PV anomaly. The 330K isentropic sur-
face follows approximately the tropopause and in the cross section this really looks like a
ridge. Furthermore, it can be seen that the highest wind velocity can be found just under the
tropopause, above the largest temperature gradients. This is no accident, but a response to
the vertical integrated thermal wind balance. Furthermore, due to the divergence of isen-
tropes in the upper troposphere, the isentropes in the lower troposphere are ‘pushed’ down-
ward. This means that the lower troposphere has a positive temperature anomaly, and this
is one of the characteristics of the ridge of a Rossby wave. At the same time the upper tro-
posphere and lower stratosphere show a colder then normal tendency, which is noticeable
by the raised isentropes. While this are all characteristics for an anticyclone, cyclones show
opposite characteristics.
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(a) 10-03-2020 00UTC (b) 10-03-2020 12UTC

(c) 11-03-2020 00UTC (d) 11-03-2020 12UTC

(e) 12-03-2020 00UTC (f) 12-03-2020 12UTC

Figure 4.2: Longitudinal cross section at 49N, between 140E and 195E duringmultiple moments of a wave breaking
event. Colours represent PV, black and highlighted solid lines represent surfaces of equal potential temperature and
dashed contours represent absolute wind velocity. The inset figure illustrates where the cross section is taken.

4.3. Diabatic effects in the case study
During this study the main assumption is that large synoptic weather systems are adiabatic.
However, relatively new research from Pfahl et al. (2015) suggests that this may be a bold
assumption. This study suggests that latent heat release (diabatic effects) are of first im-
portance for the formation and the maintenance of blocking events. It is stated that dia-
batic effects are of equal importance to blocking onset to the classical theory which describes
the importance to the advection of low valued PV air from a tropospheric source. The study
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(a) 11-03-2020 12UTC, 300K (b) 11-03-2020 12UTC, 315K

(c) 11-03-2020 12UTC, 330K (d) 11-03-2020 12UTC, 350K

Figure 4.3: Visualization of cross isentropic flow, a measure of diabetic effects. Lower atmospheric levels show up-
ward velocities due to latent heat release. Upper tropospheric and stratospheric levels are not or little directly influ-
enced by this process.

found, via a Lagrangian model, that 30% to 45% or the followed air parcels which end up in
the blocking anticyclone are heated by at least 2K. Latent heat release is responsible for cre-
ating PV at low levels and destroys PV at upper levels, meaning PV is lowered above level of
maximum heating and increased below the this level. The authors state that for this reason
latentheat release is of great importance for theonset of blockinganticyclones. Theydedicate
themediocre prediction of blocking events to the ‘erroneous representation of latent heating in
weather predictionmodels’. Prominent researcher on this topicWoollings (Oxford University)
recently confirms that latent heat releasemay play amore important role then expected un-
til now. This gives enough reason to question the assumption of adiabatic conditions and
study the effect of diabatic conditions on baroclinic energy conversion. Figure 4.3 shows re-
gions where diabatic effects may play an important role at one moment during the growth
of the wave at the four different isentropic levels. The coloured regions are regions of cross
isentropic flow. Cross isentropic flow is only possiblewhen air parcel experience some sort of
diabatic heating or cooling, since in adiabatic conditions air parcels are bounded to isentropic
surfaces by definition. These regions give therefore a good representation of diabatic effects.
The intensity of the coloured areas represent the cross isentropic vertical velocity. However,
the lack of upward cross isentropicmotion reveals that diabatic cooling is far less pronounced
on the chosen levels in comparisonwithdiabaticheatingdue to condensationofwater vapour.
Velocities as large as -1 Pa/s are found upstream of the ridge and downstream of the trough.
This indicates a warm conveyor belt which is responsible for the poleward transport for large
amounts of mass, heat andmoisture. Due to the upwardmotion air parcels experience when
moving in a northward direction huge amount of latent heat releases in the form of cloud
formation. However this is to a large extent height dependent, specific isentropic levels are
located far above the levels of condensation and are not really affected by this process. This
can be seen in figure 4.3 where a comparison of cross isentropic flow between different levels
is made. 300K and 315K levels are obviously subjected to latent heat release, while the lev-
els 330K and 350K are not (or less) affected by diabatic effects. Consequences of latent heat
release on baroclinic energy conversion will be discussed in the next chapter.





5
Results and discussion

To theauthorsknowledge there isno researchavailable onquantifyingbaroclinic energy con-
version as done in this study, where an efficiency term is calculated explicitly. However, the
idea that potential energy can be seen as a source for energy in meteorology was already de-
scribed by in 1905 by the German meteorologist Margules. The term of available potential
energy was formally described by Lorenz in 1955, within his work on the general circulation
(Lorenz, 1955). Van Delden (1999) argued that isentropic slopes are a measure for baroclinic
development. Isentropic slopes are later used in the work of Papritz and Schemm (2013) in
which it was found that growing baroclinic cyclones are reflected by adiabatic flattening of
isentropes. Theauthors also found that climatologically this tendency is balancedby thegen-
eration of slope due to diabatic effects. The study of van Delden and Neggers (2003) uses the
isentropic slope for the analysis of cyclogenesis at upper levels. The authorsuse thedefinition
of energy conversion as described by Green (1979) for their analysis and reasoned that large
areas of ‘unstable (isentropic) downgliding’ are actually necessary to realise a tropopause cy-
clone. For this, the authorsmake use of the ERA-interim dataset for designating areas where
APE can be converted into KE. However, due to relative low temporal and spatial resolution
of the ERA-interim dataset the results are presented with the necessary caution.
This study continues on work from van Delden and Neggers (2003), but makes use of the re-
cently released ERA-5 reanalysis, which enables calculation of temporal and spatial deriva-
tives with unprecedented accuracy. This also introduces the possibility to quantify baroclinic
energy conversionwith the use of the efficiency termas presented in section 3.3.3. This chap-
ter is meant to present and discuss the results of baroclinic energy conversion, elucidate the
underlying processes, and map its consequences for Rossby wave breaking. First a complete
overview will be given on the behaviour and details of BEC on two different levels, the 315K
isentropic surface and the 330K isentropic surface. These two levels are interesting as the
330K level represents the upper troposphere at which the diabatic effects are negligible and
the highest wind velocities can be found. In section 4.3 is was shown that diabatic heating
by the process of condensation plays a large role in the warm conveyor belt at lower levels,
therefore processes on the 315K surface are not under complete adiabatic conditions. Since
themethodology formchapter 3 is completely basedon theassumption that synopticweather
events are close to adiabatic conditions the315Ksurface is an interesting level to lookat. Some
remarks will be made about the 300K and 350K surfaces, however these levels will not be
analysed in great detail because they show a lot of similarities compared to the two levels
which are fully analysed. Secondly, the implications of BEC on the jetstreak formation or
strengtheningwill be analyzed. In an Eulerian framework as well as a Lagrangian framework
the velocity field will be related to the regions of unstable up/downgliding. The influence of
the velocity field on Rossby amplification and breaking is described in detail in section 5.4,
which also discusses the consequences of baroclinic energy conversion for the the secondary
circulation. The last section will be concerned with the adiabatic assumption and especially
with recently made claims concerning diabatic effects on blocking onset (Pfahl et al. (2015)).
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5.1. Baroclinic energy conversion on the 330K surface
(a) 10-03-2020, 00UTC (b) 10-03-2020, 12UTC

(c) 11-03-2020, 00UTC (d) 11-03-2020, 12UTC

(e) 12-03-2020, 00UTC (f) 12-03-2020, 12UTC

Figure 5.1: Development of baroclinic energy conversion during a growing Rossby wave. Red colours represent BEC
viaunstableupgliding,while blue colours representBECviaunstable downgliding. Themost intense areas ofBECcan
be found at the meridional moving part of the Rossby wave in the vicinity of relative vorticity minima andmaxima.

This subsection is written to make remarks about the movement of regions where baro-
clinic energy conversion is possible. Figure 5.1 shows the different stages during Rossbywave
propagation and the associated intensity of BEC on the 330K level. The black solid lines rep-
resent the ‘Montgomery streamfunction’, the filled contours represent areas of unstable up-
and downgliding, blue colors correspond to unstable downgliding, while red colors represent
unstable upgliding. The intensity of the colours represents the intensity of baroclinic en-
ergy conversion, as stated in chapter 2 this means adiabatic vertical velocity multiplied with
efficiency. Intense regions of baroclinic energy conversion are noticeable along the merid-
ional gradient of the Rossby wave, especially in the vicinity of relative vorticity maxima and
minima. This already suggests that this mechanism could play a role in Rossby wave ampli-
fication and thus accelerating the jetstream. Another distinctive property of these regions is
that they all seem tomove, not one region can be pointed out that is stationary relative to the
earths surface. This supports the proposed theory on baroclinic energy conversion. As dis-
cussed in chapter 2.2, regions of unstable up- and downgliding use the gradient of the isen-
tropes to lower the potential energy of the atmosphere in favour of kinetic energy. Since the
gradient of the isentropes is used as an energy supplier, this processmust be accompanied by
flattening of the isentropes. The consequence is that the potential for baroclinic energy con-
versionmust be locally lowered at the rear end of these areas, while at the front of these areas
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(a) 10-03-2020, 00UTC (b) 10-03-2020, 12UTC

(c) 11-03-2020, 00UTC (d) 11-03-2020, 12UTC

(e) 12-03-2020, 00UTC (f) 12-03-2020, 12UTC

Figure 5.2: Development of the vertical velocity due to the gradient of the isentropic surfaces. The regions with
(absolute) large vertical velocities are constantly moving and highly related to the regions of intense BEC.

the gradient of the isentropic surfaces increases and thus also the potential for baroclinic en-
ergy conversion. Furthermore this implies that when the mechanism of BEC is initiated, it is
(for a part at least) self maintaining, and thus, the wave has to move because of the constant
changing environment of the isentropic surfaces, which can be seen in figure 5.1.

If isentropic flattening is indeed caused by baroclinic energy conversion this should leave
an additional signature in the vertical velocity profile. Vertical velocity (in absolute sense)
should decrease at the rear end of regions of BEC and should increase in the vicinity of the
epicentre ofBECareas. This is shown infigure5.2,where it canbe clearly seen that the regions
of large absolute vertical velocities due to advection along sloped isentropes coincidewith the
regions of intense BEC.

Another interesting quantity to look at is the ‘efficiency’ termofBECwhich is independent
of absolute vertical velocity andmaps all the regionswhere BEC is possible. Obviously the re-
gionswith the highest (in absolute sense) efficiency should correspondwith themost intense
regions of BEC. Figure 5.3 maps the efficiency for one moment during the wave growth and
it can thus be concluded that in large parts of the atmosphere air parcels move with a slope
smaller than the slope of the isentropes. This emphasizes the presence of baroclinicity in the
mid-latitudes, and the extreme large areas indicate that the atmosphere always tries to be in
a state ofminimal potential energywhich leads to a very dynamical behaviour. This would be
in line with model experiments from O’Gorman and Schneider (2008), in which the authors
found that changes in kinetic energy approximately scale linear with the available potential
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energy averaged over the baroclinic zone. The areas where BEC has a high (in absolute sense)
efficiency correspond to the regionsof intenseBEC fromfigure5.1. However, not in all regions
ofhigh efficiency (in absolute sense) does a significant amount ofBECoccur, emphasizing the
importance of vertical velocity in the process of BEC. The fact that not all these regions can
be seen back in the mapping of BEC could only be described by the lack of vertical velocity.

Figure 5.3: Regions which fulfill the conditions for baroclinic energy conversion get an efficiency assigned which is
visualized in this figure for 11-03-2020, 12UTC. The efficiency term has a maximummagnitude of one and a mini-
mummagnitude of zero. Grey regions do not fulfill the criteria for BEC hence do not have an efficiency value

5.2. Baroclinic energy conversion on the 315K surface and in-
fluences of diabetic effects

The 315K surface is interesting to look because, as opposed to the 330K surface, diabatic ef-
fects play a (much larger) role, which was also already stated in section 4.3. As stated in sub-
section 3.3.2, the fourth termof equation 3.1wasneglected,which is a good approximation for
upper levels where the influence of diabatic effects is negligible. Diabatic effects could how-
ever potentially bring an additional contribution to themotion relative to the isentropes. This
section is written to analyse and explain the details of diabatic effects on BEC. The reasoning
that areas of BEC have to move forward due to the tilting of isentropes still stands, however
the three dimensional pattern gets more complicated due to the influence of diabatic effects.

To study the influence of diabatic effects, one moment during the growing wave is taken
and the individual terms from equation 3.2 are plotted. For comparison, this is done for the
315K level as well as the 330K level which are shown in figures 5.4 and 5.5 respectively. In
the top two subfigures (figures 5.4a and 5.5a) the colourscheme represent BEC. In the mid-
dle subfigures (figures 5.4b and 5.5b) the colourscheme represents the vertical velocity of air
parcels due to advection along sloped isentropes, which is the second and third term from
equation 3.2 combined. Figures 5.4c and 5.5c show the vertical velocity due to the displace-
ment of isentropic surfaces, which is the first term in equation 3.1. The blue contours in all
the subfigures represent the cross isentropic flow for absolute values greater than 0.2 Pa/s.
Dashed contours represent negative values. It can be clearly seen that there is an area of quite
intense upward isentropic vertical displacement at 315K to the west of the area of latent heat
release (figure 5.4c) which is not noticeable at 330K (figure 5.5c). This can be explained by
two mechanisms. Firstly, one of the characteristics of the interior of the ridge are higher
temperatures than normal in the lower troposphere (see figure 4.2 in section 4.2) this means
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(a) 11-03-2020 12UTC, baroclinic energy conversion, 315K

(b) 11-03-2020 12UTC, isentropic advection, 315K

(c) 11-03-2020 12UTC, isentropic displacement, 315K

Figure 5.4: Different processes from equation 3.2 showed at the 315K level. (a) shows baroclinic energy conversion
and cross isentropic flow for 11-03-2020, 12UTC, while (b) shows vertical velocity due to advection along isentropes
instead of BEC. (c) on its turn shows vertical displacements of the isentropes
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(a) 11-03-2020 12UTC, baroclinic energy conversion, 330K

(b) 11-03-2020 12UTC, isentropic advection, 330K

(c) 11-03-2020 12UTC, isentropic displacement, 330K

Figure 5.5: Different processes from equation 3.2 showed at the 330K level. (a) shows baroclinic energy conversion
and cross isentropic flow for 11-03-2020, 12UTC, while (b) shows vertical velocity due to advection along isentropes
instead of BEC. (c) on its turn shows vertical displacements of the isentropes
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that the isentropes of the lower troposphere in the interior of the ridge must descend as the
PV anomaly at upper-levels become more negative. This can be clearly seen in figure 5.4c,
where large red areas are visible in the interior of the ridge, meaning that the isentropic level
is descending. On the other hand, at the 330K level (figure 5.5c) this process is less dominant,
and sometimes the isentropic level even ascends, while the 315K isentropic surface descents.
At that time, the isentropic density increases, indicating a negative PV anomaly. This has the
consequence that locally, on the edge of the PV anomaly the isentropes have to tilt, hence the
upward coming 315K isentrope on the poleward side of the growing wave.

Secondly, latent heat release has the same effect as the PV anomaly. Below the regions of
maximumheating, isentropes bulge downward, and the cross isentropic flow at 315K and the
(almost complete) absence of it at 330K hints that maximum heating is above or around this
level. Therefore, it may come as no surprise that to the west of the boundary of latent heat
release, the isentropic surfaces bulge upward due to the tilting effect. In contrast, at the east
side boundary of latent heat release this process is not very distinctive and this may be due
to the dominant effect of the PV anomaly. The fact that the isentropic vertical displacement
is distinctively upward west of the area of latent heat release (see figure 5.4c), means that
unstable upgliding is impossible, and this explains the lack of BEC at the 315K surface (figure
5.4a), in comparison to the 330K surface (figure 5.5a).

Furthermore, the regions that are pointed out to be favourable for BEC at 315K still need
some kind of verification. The consequence of diabetic effects is predominantly upward cross
isentropic flow due to latent heat release in the warm conveyor belt. This means that partic-
ular regions of unstable upgliding could potentially show incorrect results, when regions of
cross isentropic flow and baroclinic energy conversion overlap. As discussed, diabatic effects
(term four in equation 3.1) bring an extra term for motion relative to the slope of the isen-
tropes.

Figures 5.4a shows on 315K the contours of cross isentropic flowwith a vertical velocity of
-0.2 Pa/s (dashed, blue) and BEC by coloured shadings. Motion that, in adiabatic conditions
has a slope smaller than the slope of the isentropes could potentially not fulfill this require-
ment due to the contribution of diabetic vertical velocity (term four in equation 3.1). Although
it seems that the regions of baroclinic energy conversion are somewhat leading in front of the
regions of cross isentropic flow, this is not always the case. Especially in the vicinity of rela-
tive vorticitymaxima/minimadiabatic effectsmay jeopardize the results,meaning that some
BEC regions may be wrongly designated as such.

Figure 5.6: Baroclinic energy conversion at 350K at 11-03-2020, 12UTC.
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5.3. The 300K and 350K surface
The 300K and 350K surface are also analysed, however, the 300K surface shows a lot of simi-
larities with the 315K surface and is therefore not presented as it does not provide any ad-
ditional insights. The 350K surface stands out, since this level lies predominantly in the
stratosphere and not in the troposphere. Isentropic surfaces in the stratosphere are far less
subjected to large temperature gradients compared with those in the troposphere. Therefore
vertical velocities are smaller, yet still distinctive areas of BEC can be seen. It shows a lot of
similarities with the 330K isentrope, the difference is that at 350K the intensity of BEC is less
variable andmore spread out. That can be seen when figure 5.6 is compared with subfigure d
from figure 5.1.

5.4. Implications for Rossby wave amplification
Theprevious sectionshaveemphasized that a largepart of theatmosphere in themid-latitudes
is potentially suitable for the mechanism of BEC, and that the intensity of this process is
mainly described by the vertical velocity. Especially at the level were the jetstream lies, ap-
proximately at 330K, there is an intense BEC region upstream of the wave prior to reaching
the relative vorticity minimum. The following section will be dedicated to jetstreak forma-
tion by BEC and the link to Rossby wave breaking. The next subsection will show results of
baroclinic energy conversion in relation with absolute wind velocity. The expectation is that
jetstreaks overlap with regions of BEC. The successive subsection is dedicated to the path of
individual air parcels. A moving frame of reference tracks different air parcels and the ex-
pectation is that these air parcels experience accelerations when entering intense regions of
BEC. If this is true and accelerations arise, geostrophic balance will be no longer sufficient to
describe the flow. The third subsectionwill explain how deviations from geostrophic balance
react to the acceleration of the flow, and which role the secondary ageostrophic circulation
has in Rossby wave amplification.

5.4.1. Jetstreak formation/strengthening
The jetstreamis theconsequenceof thevertical integrated thermalwind. Theboundarywhere
the temperature gradient is reversing is also the level where wind velocities are strongest.
This band of strong wind is called the jetstream and lies just underneath the stratosphere,
around the 330K isentropic surface. At this level the vertical integrated thermal wind ismax-
imum and changes in kinetic energy aremore probable to be attributed to BEC in comparison
with lower levels. It is for this reason that this level will be analysed to study the relation of
kinetic energy and BEC. Furthermore, as was discussed earlier, diabatic heating may influ-
ence the results of BEC on the 300K and 315K isentropic surfaces, another reason that these
levels are less suitable for a reliable analysis.

Figure 5.7 shows the absolute wind velocity (measure of kinetic energy) in black contours,
while the the colours represent the intensity of BEC, during different stages of Rossby wave
propagation. This figure strongly suggests a correlation between the gain in kinetic energy
and regionswhere potential energy is lost. It is striking that the largestwind speeds are over-
laying regions of BEC, especially during later stages of wave growth. This implies that this
process is, at least partly, responsible for steering the jetstream by giving it an extra merid-
ional impulse, causing the Rossby wave to grow. This suggests that the Rossby wave grows
due to BEC. The mechanism of BEC could therefore be a good proxy for baroclinicty in the
mid-latitudes and therefore an important indicator in the potential for Rossbywaves to grow
and eventually break. A jetstreamwhich grows further north than usual also advectsmore air
with low PV values into the ridge which in turn, due to the large gain in planetary vorticity,
has to respond by strong anticyclonic tendencies and large isentropic densities there where
the PV anomaly is largest.
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(a) 10-03-2020, 00UTC, 330K (b) 10-03-2020, 12UTC, 330K

(c) 11-03-2020, 00UTC, 330K (d) 11-03-2020, 12UTC, 330K

(e) 12-03-2020, 00UTC, 330K (f) 12-03-2020, 12UTC, 330K

Figure 5.7: Baroclinic energy conversion (colours) and contours of absolute wind velocity (contours) at 330K at dif-
ferent moments during the event of wave breaking

5.5. Lagrangianmodel
Gains in kinetic energy also imply that individual air parcels experience an acceleration in the
vicinity of regions of BEC. Twenty air parcels are released in a small area on the 330K isen-
tropic level and followedusingamoving frameof reference. TheERA-5 reanalysis datasethas
a temporal resolution of one hour and a spatial resolution of fifteen arcminutes. The tempo-
ral resolution is increased to a quarter of an hour by linear interpolation. Hence every quarter
of an hour the position of each individual air parcel is estimated, after which linear interpo-
lation between the four surrounding data points is used for calculating quantities such as the
magnitude of the absolute wind velocity or BEC.

The twenty air parcels are followed for the duration of 13 hours. Given that there is a dat-
apoint every fourth of an hourmeans that the total number of datapoints is 1280. The path of
the air parcels is shown in figure 5.8. The expectation is that individual air parcels will expe-
rience an acceleration whenmoving through the most intense regions of BEC.

5.5.1. Absolute windspeed
In order to study the relation between kinetic energy and BEC, a scatterplot ismadewith BEC
on the y-axis and absolute wind velocity on the x-axis. The results are shown in figure 5.9
and every colour, which corresponds with the colour in figure 5.8, represents an air parcel.
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Figure 5.8: Path of 20 air parcels followed with a moving frame of reference

The variability is higher than expected and therefore it is hard to draw decisive conclusions
regarding the exact relation between BEC and absolute wind velocity. However, a few inter-
esting remarks regarding thepattern canbemade. It can clearly be seen that highwindveloc-
ities are no certainty for large values of BEC. This comes as no surprise since the jetstream is
dependent onmore factors then only the intensity of energy conversion. Moreover, themain
driver for the jetstream is thevertical integrated thermalwind(Woollings et al. (2010)). On the
other hand, intense regions of BEC seem to be a certainty for large wind velocities. The data
points all fall in a approximated right triangle, with the right angle in the lower right corner.
It is striking that there are no data points in the top left corner, suggesting that relative weak
wind velocities are never associated with intense baroclinic energy conversion. This means
that intense baroclinic energy conversion is correlated with high wind velocities, while high
wind velocities are no certainty for intense BEC.

5.5.2. Acceleration
Another interesting quantity to look at is the acceleration of the air parcels, because the for-
mationor strengtheningof jetstreakshas tobeaccompaniedbyaccelerationsof the jetstream.
It is therefore expected that intense regions of BEC are related to accelerations of the flow.
Figure 5.10 shows the scatterplot with accelerations on the x-axis and BEC on the y-axis. In
total, 518 datapoints experience a negative acceleration while 762 datapoints experience a
positive acceleration. The pattern is again characterized by a large variability, making it hard
to draw decisive conclusions. It seems however that the mean value of BEC is higher for air
parcels that experience a positive acceleration. Themean,median, and standard deviation of
BEC for air parcels that experience positive and negative accelerations respectively are sum-
marized in table 5.1. It comes at no surprise that the mean and median value of BEC are ap-
proximately twice as large for air parcels that experience a positive acceleration in compari-
son with air parcels that experience a negative acceleration. But again, conclusions are hard
to draw since the difference of mean values of BEC are less than the standard deviation.
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Figure 5.9: Scatterplot with BEC on the y-axis and absolute wind velocity on the x-axis, in which the datapoints
correspond to the 20 followed airparcels.

Figure 5.10: Scatterplot with BEC on the y-axis and air parcel accelerations on the x-axis, in which the datapoints
correspond to the 20 followed airparcels.
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Table 5.1: Summarizing table for the mean value, the median and the standard deviation of BEC for air parcels that
experience a positive and negative acceleration respectively

- Positive acceleration Negative acceleration
# Data points 762 518
Mean value BEC [Pa/s] 0.217 0.117
Median value BEC [Pa/s] 0.178 0.093
Standard deviation BEC [Pa/s] 0.141 0.121

5.5.3. Summary
In the Eulerian frame it was striking that regions of BEC are overlappingwith regions of large
wind velocities. However, from the analysis in a Lagrangian frame it is difficult to substanti-
ate these claims with hard evidence, although all arrows point in the direction of the mech-
anism of BEC being indeed (partly) responsible for the formation or strengthening of jet-
streaks. Further research could focus on doing more elaborated experiments in order to find
more substantiated relations between jetstreaks and BEC.

5.6. Ageostrophic wind
Accelerations of themainfloware per definition impossible in geostrophic balance, therefore
an ageostrophic circulation has to occur due to observed accelerations. This section will give
the ageostrophic wind due to accelerations on two levels, and explain their differences.

Figure 5.11 shows the Montgomery streamfunction (grey contours) as well as absolute
windspeed (colourscheme) and ageostrophic motion (black arrows) on the 330K isentropic
surface. The result is that deviations from geostrophic balance due to the acceleration of the
flow all tend to point in the direction of the ridge. This suggests that the secondary circula-
tion, caused by jetstreaks, has two implications. One being the convergence of extra air mass
in the ridge will tend to increase the isentropic density and therefore lower the PV anomaly
(increase thenegative anomaly in absolute sense) even further. Furthermore air parcels orig-
inating from lower levels, which have ascended due to diabatic heating, can find themselves
in a environment where the ageostrophic wind points towards the interior of the ridge. Fig-
ure 5.11a shows that the ageostrophic wind at lower levels only seems to describe the cy-
clostrophic balance, while the ageostrophicwind at 330K definitely shows ageostrophic wind
perpendicular to geostrophic motion, pointing into the ridge. This could potentially explain
why so many air parcels from the interior of the ridge have a history of latent heat release as
found by Pfahl et al. (2015). In addition, this also means there is no reason to assume latent
heat release is of the same importance as the advection of low valued PV air. Moreover, this
could be a consequence of ageostrophic wind at greater height due to the ageostrophic wind.

Otherwise than the fact that at upper levels an ageostrophicwind blows into the interior of
the ridge, there seem to be very few signatures of a distinctive secondary circulation flowing
around the jetstreak. Therefore it is doubtful if the secondary circulation in this case study
has a significant impact on Rossby wave growth.
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(a) 11-03-2020, 12UTC, 315K

(b) 11-03-2020, 12UTC, 330K

Figure 5.11: Ageostrophic wind (arrows), absolute wind velocity (colours), and Montgomery streamfunction (solid
contours) at (a) 315K and (b) 330K.





6
Baroclinic energy conversion in a

warming climate

Globalwarming is obviously oneof themain challengesmankind faces in the comingdecades,
rising sea surface temperatures and accelerating loss of Arctic see ice are undoubtedly conse-
quences of increasing temperatures in the lower atmospheric. The Arctic region has warmed
faster than any other region on earth (Serreze and Barry (2011)) and a lot of scientific ef-
fort has recently been made on the possibility that this rapid warming impacts weather fur-
ther south Barnes and Screen (2015). The idea that that mid-latitude extreme weather be-
comesmore common due to polar amplification is widely adopted and publicized by popular
news outlets. As explained in this thesis, the mid-latitude jet encapsulates the large scale
atmospheric circulation and plays a dominant role in the onset and propagation of synoptic
weather events. The fact that the mid-latitude jetstream and mid-latitude weather are un-
doubtedly coupled, implies that an increase in extreme weather should be accompanied by
changing mid-latitude jetstream behaviour.

In this chapter a brief sketch of the qualitative predictions on future temperature trends
and the specific implications of this work onmid-latitude jetstream behaviour will be given.

6.1. Model disagreement
Thecausal relationshipbetween increasing temperaturesand the frequencyof extremeweather
events is perhaps not as clearly straightforward as often suggested in popular science.

However, this link between increasing temperatures and extremeweather scenario’smay
not be as trivial as one would believe by reading news articles. The effect of increasing tem-
perature on the jetstream is not yet properly elucidated, which makes any predictions about
its role in propagating extreme weather events futile. Observational and reanalysis data are
not very suitable for studying such connections, because they may include a large amount
of internal variability and isolating one effect such as Arctic amplification becomes nigh on
impossible. Model simulations offer a viable alternative to study such relationships, because
one can force the model in every way possible, and thus isolate certain effects. Cohen et al.
(2014) found that almost all experiments with state-of-the-art Atmospheric General Circu-
lationModels (AGCM’s) show a causal relation between Arctic warming and themid-latitude
circulation. However the extent and even direction of the response in differentmodels varies
wildly with some model experiments showing positive, neutral and negative North Atlantic
Oscillation¹,² (NAO) responses to the forcing of Arctic amplification. This emphasizes that
jetstream response to Arctic warming is probably extremely non-linear. Furthermore, it in-

¹A measure for the meandering pattern of the jetstream. The positive NAO phase corresponds to a strong zonal
jetstream, while a negative phase can result in a more meandering pattern.
²Also Arctic Oscillation
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dicates that the current knowledge about the jetstream is incomplete and that linkages be-
tween extreme weather and Arctic warming have to bemade with extreme caution, since the
underlying processes are not well understood.

Much debate has been generated by the work of (Francis and Vavrus (2012)), in which ev-
idence is presented that Arctic warming is responsible for increased extreme weather in the
mid-latitudes. They argue that Arctic amplification slows down the eastward progression of
Rossby waves in the upper-level flow by two processes, namely, weakened zonal winds and
increased wave amplitude. Critiscism of this work includes (Barnes (2013)), who argue that
the presented results appear to be unsupported by observations, and (Screen and Simmonds
(2013)) who state that the outcome of the study is highly dependent on the chosen method
and the results are therefore biased.

The discussion regarding the response of jetstream behavior to Arctic amplification is far
fromsettled. Moreover, it is far fromcertain that jetstreambehaviour is currently changingat
all.Observed changes in jetstream behaviour, on the timescale of both years and decades, can
still very viably be attributed to internal mid-latitude variability Barnes and Screen (2015).

6.2. Influence of baroclinic energy conversion
A quantitative and extensive discussion of the effect of a warming climate on weather events
is out of the scope of this chapter and study as a whole. However, qualitatively remarks can
be made on the effect of a warmer atmosphere, as currently observed and predicted for the
future, on BEC.

As stated before, the lower troposphere in the Arctic region is the fastest warming region
on earth, this phenomenon is known as Arctic amplification. The temperature gradient be-
tween the equator and the pole is the main driver for the jetstream through the vertical in-
tegrated thermal wind. Arctic amplification is reducing themeridional temperature gradient
and therefore weakens the jetstream. On the other hand, the opposite happens in the up-
per troposphere. The tropics warm faster than the poles, thereby increasing the meridional
temperature gradient and the integrated vertical thermal wind. This means that currently
two opposing effects are acting on the jetstream and it is hard to predict which process be-
comes dominant in the future. Since the start of satellite observations there is no proof that
the jetstream weakens or strengthens. Therefore Lee et al. (2019b) reason that it is more in-
teresting to look atwind shear instead of absolutewind speeds and it has been concluded that
although the absolutewind speed has not significantly changed throughout the past decades,
the verticalwind shear has increased since 1989by 15%. This substantiates the claim that up-
per level meridional temperature gradients are increasing relative to lower levels. This also
has some profound effects on the slopes of isentropic surfaceswhich in turn play amajor role
in BEC. Slopes of isentropic surfaces at lower levels are decreasingwhile slopes at upper levels
have to increase. Increased slopes mean that there is more APE which can be converted into
KE. The result is that at upper-levels there is more energy available to be converted through
the process of BEC. On the other hand, BEC at lower levels is expected to decrease.
Following the results of this study, the strength and occurrence of jetstreaks is expected to
increase, if the jetstream has a meridional direction. The author therefore expects that it is
feasible that amplified Rossby waves may becomemore common in future climates through
the increase of energy generated by BEC. A formal proof of this hypothesis might be out of
reach at the moment.



7
Conclusions

The topic of growing and breaking Rossby waves causes a lot of debate within the scientific
communityand thediscussion is far fromsettled. Differentopinionsonmid-latitudeweather
in a warming climate are substantiated by model experiments which are found to be some-
times contradictory (Barnes and Screen (2015). Fundamentally, this discussion is based on
the Rossby wave and jetstream behaviour, since these are the main drivers for mid-latitude
synoptic weather events. Although there is consensus that Rossby wave are baroclinic, and
that dynamical and baroclinic instabilities are necessary for Rossby wave growth, these pro-
cesses are highly nonlinear which is probably one of themain reasons that this subject is not
yet fully understood.

Green (Green (1979)) described baroclinic instability qualitatively on the basis of the slope
under which air parcels move. When this slope is less than the slope of the isentropic sur-
face, available potential energy(APE) can be converted into kinetic energy(KE). This principle
is used multiple times in the scientific community for the analysis of cyclogenisis, and this
thesis continues on such previous work. With the recently released ERA-5 reanalysis spatial
and temporal derivatives can be calculated far more accurately then before, which gives an
enormous amount of possibilities in atmospheric dynamics. In this thesis, ERA-5 is used for
studying the principle of baroclinic instability as introduced by Green. An efficiency is intro-
duced for quantifying this so-called baroclinic energy conversion(BEC). It was argued that the
amount of baroclinic energy conversion, if it fulfills the instability criteria, depends on the
vertical velocity of the air parcel and the slope relative to the isentropes.

It is found that BEC is a very dynamical process substantiated by the fact that areas of BEC
are constantly moving through the atmosphere. This implies that the energy source for BEC
is indeed the slope of the isentropes and that when this energy is converted, the isentropes
flatten and the potential for BEC diminishes until the isentropic gradient is restored. This is
in line with previous work from Papritz and Spengler (2015). Furthermore, from mapping
the efficiency term is has become clear that although regions of BEC are not equally intense
in different locations, it occurs in throughout a multitude of different regions of the atmo-
sphere. This indicates that even when vertical velocities are small, in many cases APE still
gets converted into KE. One could think of this as the atmosphere is constantly ‘trying’ to
be in a state ofminimal APE, which would be in line withmodel experiments fromO’Gorman
and Schneider (2008), where the authors found that changes in kinetic energy approximately
scale linearly with the available potential energy averaged over the baroclinic zone.

Baroclinic energy conversion depends on vertical velocities and hence the most intense
regions of BEC are found to coincide with regions of large vertical velocities. In the case
study these regions are mainly present in the vicinity of relative vorticity maxima and min-
ima where the main flow is still largely meridional. From the theory it is evident that large
amounts of APE get converted into KE in these areas and that consequently themain flowhas
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to accelerate. To see this correlation, BEC and absolute wind speed are mapped in the same
figure. In an Eulerian frame it was striking that jetstreaks coincide with intense regions of
BEC, meaning that BEC could be the driver for formation or strengthening of jetstreaks. In
turn, jetstreaks could steer the jetstream in the meridional direction and therefore amplify
Rossby waves. Furthermore, accelerations of the main flow have be accompanied by devia-
tions from geostrophic balance. At higher levels, these deviations have a wind velocity con-
tribution perpendicular to the geostrophic flowwhich point into the ridge. This can therefore
increase the isentropic density, which would lower the PV anomaly in the case study. How-
ever, a very distinctive secondary ageostrophic circulation is not found and the importance
of the ageostrophicwind to Rossbywave amplification is not presentedwith a lot of certainty.

A Lagrangian framework was build to further investigate the link between BEC and jet-
streaks. Twenty air parcels were followed on the 330K isentropic level while moving through
a distinctive area of intense unstable upgliding. The correlation between BEC and absolute
wind velocity and between BEC and wind accelerations both indicate that when BEC is in-
tense, air parcels have in general higher absolute wind velocities and a higher change to be
accelerated. However, both results were characterized by a lot of variability, such that fitting
a trendwas impossible. Therefore it is hard tomake robust claims about the relation between
BEC and jetstreaks.

Further research could focus on using the theory of baroclinic energy conversion and test-
ing it inmultiple cases of Rossbywave amplification or breaking, tofindmore robust patterns
between BEC and jetstreaks. Furthermore, deviations from geostrophic balance do not show
a distinctive secondary circulation, further research could also focus on the response of the
atmosphere to accelerations.



A
Code

Much of this thesis depends on the code I wrote in Python. The used code (and more) will
be made available at GitHub, so that further research on baroclinic energy conversion could
make use of the code I wrote, when this is helpful.
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