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Abstract

Laser light can exhibit nonlinear behaviour when interacting with
dense atomic vapours. This can give rise to a variety of interesting phe-
nomena such as slow light and optically induced transparency. Recently
A. J. van Lange measured nonlinear transmission of light through a Ru-
bidium vapour and developed a physical model to describe these mea-
surements. Van Lange also investigated the formation of different beam
profiles, in a dense Rubidium vapour and from Gaussian input beams, as
a function of intensity and optical frequency.

Here we expand on van Lange’s measurements by measuring over a
large frequency range which includes multiple atomic transition lines and
by employing off-axis holography which allows for simultaneous measure-
ment of the intensity and phase. Analysis of beam profiles based on the
structural similarity index (SSIM) uncovered beam profiles whose path
through intensity-detuning space could be described with van Lange’s gen-
eralised detuning curve. Off-axis holography measurements are in agree-
ment with regular intensity measurements but exhibits a greater amount
of noise.
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1 Introduction

In 1960, the first laser was built by Maiman at Hughes Research Laboratories
[1]. The great spatial and temporal coherence of laser light sources opened up
new avenues of research. Spatial coherence allows laser light to stay narrow
over great distances (collimation) and to focus light into a tight spot. The
temporal coherence is used to emit light in a narrow spectrum (single colour) or
to produce pulses of short duration with a broad spectrum. One of the areas of
research that the development of the laser greatly boosted is nonlinear optics.
Not long after its invention, nonlinear processes such as two-photon absorption
[2] and second harmonic generation [3] were discovered.

Within nonlinear optics, an area of interest is the interaction of intense light
with atomic vapours. The combination of high atomic density and high intensity
light can lead to a variety of nonlinear effects. For instance, light can be made
to propagate in such vapours with a group velocity reduced by several orders of
magnitude compared to the velocity of light in vacuum [4, 5]. This reduction
in the speed of light to almost zero could lead to the storage of light pulses,
which in turn could be of great use in quantum network communication and
synchronisation [6, 7]. Other effects include the intensity dependence of the
transparency of atomic vapours: opaque vapours can become transparent when
excited by an intense laser beam [8, 9]. Additionally, the propagation of the
optical field through a nonlinear medium is analogous to the time evolution of
a 2D Bose gas [10, 11]. Therefore, relatively simple experiments with nonlinear
light could be made to investigate quantum mechanical behaviour that would
otherwise require more complex experimental setups. Finally, atomic vapours
have shown interesting beamshaping properties. For example the formation of
Bessel-Gauss modes, which have self-healing properties, from Gaussian inputs
[12], or the formation of size-variable dark-hollow beams [13], which are beams
with a doughnut shaped intensity profile with zero intensity in the centre.

Recently van Lange has published work on nonlinear propagation of light in
a dense Rubidium vapour [14]. Specifically he measured the transmission of high
intensity laser beams on-resonance with an atomic transition of the vapour and
constructed a theoretical model which included phenomena such as saturation,
optical pumping and collisional depumping. All parameters in the model were
calculated from known physical properties, except for the collisional cross section
of the Rb atoms in the vapour, which was fitted to the data. Van Lange also
found that laser beams with an initially Gaussian shape can be transformed
into other, more exotic beams shapes, which depend on vapour density as well
as on detuning and on the intensity of the incident light. He identified several
characteristic shapes and followed these as a function of detuning and intensity.
He found that the resulting curves, with proper scaling, collapsed onto a single
curve suggesting that they are caused by the same phenomenon.

The aim of the research of this thesis was to, by expanding upon van Lange’s
work, construct a setup and methodology that allows for further investigation of
nonlinear behaviour of light in a dense vapour. This has been done by building
a setup that firstly, is able to probe a larger frequency range, which allows for
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the investigation of the effects of multiple transition lines instead of just one,
and secondly, by incorporating off-axis holography in the setup, which allows for
the measurement of the electric field of the beam, from which both the intensity
and phase can be obtained.

In Chapter 2, measurements on the transmission of light through the Rubid-
ium vapour as a function of detuning, intensity and vapour density are presented
and, in order to test the functioning of the setup and methods, the results are
compared with those of van Lange.

In Chapter 3, measurements made with a setup similar to that of van Lange,
on beam shapes formed at the exit of the Rubidium vapour from Gaussian
input beams, are discussed and the applicability of the generalised detuning
curve found by van Lange is tested both outside of and within van Lange’s
measurement range.

In Chapter 4, the theory behind off-axis holography is discussed and pre-
liminary measurements with the setup are shown and discussed. Additionally,
the transmission measured with this off-axis holography setup is compared with
results by the regular intensity setup in order to test the functioning of the new
setup.

Finally, in Chapter 5, a conclusion on the research done in this thesis is
given, together with recommendations and an outlook for future research.
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2 Nonlinear transmission

2.1 Experimental setup

The experimental setup for measuring the transmission through a heated Ru-
bidium vapour is shown in Figure 1. The Rubidium sample consists of a natural
mixture of isotopes (78.2% 85Rb, 27.8% 87Rb) in a 10 cm long vapour cell which
is wrapped in heating wires, isolated and placed in a heat shield. The temper-
ature of the cell is controlled via the current through the wires and monitored
by a thermocouple in direct contact with the cell wall. Light from a fibre cou-
pled diode laser is split, with one part coupled into a wavemeter with which
the optical frequency is measured. The other part is sent to a fibre coupled
semiconductor optical amplifier (booster) for amplification. After which, the
light is out-coupled from the fibre and, using free space optics, sent to a tapered
amplifier (TA) to be amplified further. The light beam is then passed through a
spatial filter which turns the output of the TA into a Gaussian beam. Next, this
beam is split by a pellicle beamsplitter with one part directed to a powermeter
and the other into the Rubidium cell. After passing through the cell, the beam
is captured on a CCD camera. Neutral density (ND) filters can be attached to
the camera to prevent saturation.
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Tapered Amplifier
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Figure 1: Schematic of the setup for transmission measurements. Important
components are the laser diode source, semiconductor optical amplifier (booster)
controlled by Thorlabs drivers (CLD 1011 and CLD 1015 respectively), the High-
Finesse WS6-600 wavemeter, Toptica BoosTA tapered amplifier and a Point
Grey Chameleon camera.

With this setup we wish to measure the transmission of light through the
Rubidium vapour as a function of the optical frequency, power of the incident
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beam and density of the vapour. We can control the temperature of the vapour
via the heating wires and measure it using the thermocouple. This is effectively
the same as controlling the vapour density, an increase in temperature increases
the density [14]. The optical frequency of the laser diode is controlled by adjust-
ing the current to the laser diode. An increase in current decreases the optical
frequency. This process is automated by programming the current of the laser
diode driver (Thorlabs CLD 1011) over its USB interface. The power of the
incident beam (Pin) can be adjusted in two ways: by adjusting the current to
either the TA or booster (where an increase in current leads to an increase in
power) or by placing ND filters of different strength before the vapour cell. Ad-
justing the power using ND filters (in our setup) has the disadvantage that the
filters have to changed manually, whereas changing the current to the booster
or the TA can be done automatically. However, it has the advantage that, when
the total attenuation of the ND filters in front of the camera and those in front
of the vapour cell are kept constant, the camera does not have to be checked
for saturation every time the power is adjusted. We therefore opted to use
ND filters to change the power. Figure 2 shows an example of a camera image
acquired with the setup.

Figure 2: Image captured at T=175 ◦C, Pin = 304 mW and at a frequency of
384.2634 THz.

2.2 Analysis

The transmission through the cell is measured by summing the pixels of the
image acquired on the camera. The background is first removed by subtracting
the average counts of all four 100x100 pixels corners from the image. With this
method a transmission spectrum at constant power and vapour temperature can
be obtained by increasing the optical frequency in small steps, a single spectrum
measurement done this way is called a run. However, the power of the laser
source does not remain constant as a function of laser current, and therefore
changes with frequency. This change in output power from the laser in turn can
cause jumps in the power output of the TA. To solve this we implemented a
feedback loop with the powermeter and the TA current. When the powermeter
detects a change in power, the amplification of the TA is adjusted such that
the power returns to its original value. The results of a run measured with this
method are shown in Figure 3a. In this figure, the transmission is normalised
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Figure 3: Left the normalised transmission spectrum measured at T=140 ◦C
and Pin=9.3 mW, the red dot indicates the measurement corresponding to the
image on the right (b). The black dashed lines are atomic transitions of the Rb
vapour.

by setting the transmission far from the (atomic) transition lines to one. The
detuning is calculated by defining the optical frequency of 384.23458 THz as a
detuning of zero.

We clearly see that the plateaus corresponding to full absorption of the beam
have a large offset, suggesting there is a large background that has yet to be
taken into account. In Figure 3b the image corresponding to a measurement
in the plateau is shown. This image shows that there is still a strong Gaussian
signal where total absorption is expected. We attribute this background to am-
plified spontaneous emission (ASE) which has a broad spectrum and therefore
is not significantly absorbed by the vapour. For transmission measurements this
offset can be simply set to zero, but for the image itself the removal is not as
simple. To remove the ASE a Gaussian is fitted to an image of full absorption
which then is subtracted from all of the images of the same run. In case of a run
without full absorption a reference image of a run with full absorption taken at
the same temperature is used. Since the strength of the ASE is proportional to
the power of the incident beam, the reference ASE is multiplied by the power
of the run divided by the power of reference run, ASEfit = Pin

Pref
∗ASEref . This

effect of the ASE removal on the beam profile of a measurement is demonstrated
in Figure 4. A more detailed discussion on ASE and its removal can be found
in Appendix A
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(a) (b)

Figure 4: (a) shows a frame before ASE removal while (b) is the same frame
but after ASE removal. Images have the same normalisation and were captured
at T=175 ◦C, Pin = 304 mW and at a frequency of 384.2634 THz.

2.3 Results

Multiple spectra are measured for different Pin at the same cell temperature
(and hence the same vapour density). Although the same laser currents are
used for every run, the optical frequencies at the corresponding measurement
points are sometimes shifted due to the limited repeatability of the laser driver.
To compare the different runs, we therefore interpolate the transmission values
to the same frequency grid. We combine runs with difference values of Pin into
colour plots. Figure 5 shows such plots for several vapour temperatures. Note
that interpolation has been used to create smooth plots. One should be aware
that such interpolation can sometimes lead to artefacts.

In these figures, white and yellow indicate high transmission while black
and red indicate low transmission. The green dashed lines indicate the atomic
transitions in the vapour. The highest frequency transition (384.23458 THz) is
defined as a detuning of zero. We see that there is total absorption around the
transition lines at low power for all of the vapour densities. As the power is
increased the transmission has a sudden increase from zero to non-zero. After
this jump the transmission increases more slowly with power until it reaches a
high, constant transmission. The power at which this sudden increase happens
differs between transition lines and is also dependent on the vapour density. As
the temperature/vapour density increases, the jumps in transmission occur at
increasingly higher powers. At the highest temperatures (T> 160◦) this increase
in transmission does not occur at all in our experiments; full absorption can be
seen at all powers that we could achieve.

We also see that, as the temperature/vapour density increases, the areas of
large/total absorption around the transmission lines become wider. Interest-
ingly, we also note that as the vapour density increases, asymmetric features
start appearing. At lower vapour densities we see that at some of the (atomic)
resonance lines, there appear minima in transmission on both sides of the res-
onance line while there is a relative increase in transmission on-resonance. In
the colour plots it appears as if the red/dark indicating low transmission are
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Figure 5: Normalised colour plots of the transmission. As the colour bar shows,
white indicates full transmission while black indicates full absorption. The green
dashed lines indicate transition lines. Each plot was taken at a different tem-
perature; (a) T=87 ◦C, (b) T=112 ◦C, (c) T=121 ◦C, (d) T=140 ◦C, (e) T=164
◦C and (f) T=186 ◦C,

split in two by the transition line. The minima on the low detuning sides of the
resonance lines are deeper compared to those on the high detuning sides. Lastly,
at the highest cell temperatures (T=164 ◦C and up) the absorption area simply
becomes wider as the laser power increases, while at the high detuning side of
absorption we see the formation of branching lines of high and low transmission.

In order to compare these measurements with those of van Lange, we plot
all transmissions at δ = 0 as a function of the saturation parameter s0. The
saturation parameter is given by s0 =

Ipeak

Is
, where the saturation intensity Is is

1.6 mW/cm2 and Ipeak is given by Ipeak = 2Pin

πw2
0

, with Pin the incident power and

w0 the waist of the incident Gaussian beam, which is 850 µm in our case. Thus if
Pin is given in mW, this results in a conversion factor of 35.2, or s0 = 35.2∗Pin.
In the experiments done by van Lange, a different laser diode was used, one
with an analog current control. To find δ = 0, he tuned the laser diode to find
the local minimum in transmission and then recorded that minimal value of
the transmission. As we can clearly see from the colour plots in Figure 5, this
method does not in fact lead to a constant detuning. Especially in Figure 5(d),
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it is obvious that the minimum in transmission lies to the left of the resonance
for powers above 10 mW.

The way we scan over frequency also leads to complications. As mentioned
earlier, the repeatability of the laser current driver is limited. We can therefore
not guarantee that we have measured at a detuning of exactly zero. In Figure
6a, the frequency of the measurement closest to δ = 0 for every measurement
series is shown. From this we see that most these fall within a range of 0.04
GHz of δ = 0. The average value of the measurements is (by definition) 0 MHz
with a standard deviation of 20 MHz.

To get an indication on the sensitivity of the transmission to changes in
frequency, we compare transmission measurements for several frequencies close
to δ = 0. Specifically, we compare the transmission at frequencies closest and
second closest to δ = 0 in both the positive/higher and negative/lower direction.
In Figure 6b an example of this for T=101 ◦C is shown. We see that the
general shape of the graph remains the same for the different measurements, but
there are significant differences between individual data points at intermediate
s0. Figures for the rest of the temperatures show the same behaviour, which
together with the results shown in Figure 6a indicate that comparison with the
data of van Lange is reasonable.
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Figure 6: In (a) deviation of the measured frequency from the target frequency
for all measurements. In (b) transmission at T=101 ◦C for frequency measure-
ments closest to target frequency (orange), as well as those for one step lower
(blue) and higher (green) than those closest to the target frequency.

In Figure 7 the transmission on-resonance as function of the saturation pa-
rameter is shown for the different temperatures. At low saturation, the trans-
mission levels are at or close to zero. As the saturation increases there is a
point at which the transmission suddenly increases. The saturation parameter
at which this happens increases with vapour density. The transmission then
continues to increase with saturation until it reaches a (high) value at which it
plateaus. The height of these plateaus depends on vapour density, with higher
density resulting in a lower plateau.

When compared to van Lange’s results, the general shape of the curves is
the same except for T=170 and T=185 ◦C. Here our curves are much flatter
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Figure 7: The transmission on-resonance (δ = 0) as function of saturation as
measured with our setup (a), in (b) as measured by van Lange. The solid lines
in (b) are fits to his model.

than van Lange’s.

2.4 Discussion

In Figure 7 we see that the transmission increases suddenly at some saturation
after which it keeps increasing until levelling off. Van Lange showed that this
behaviour can be explained by taking into account saturation, optical pumping
and collisional depumping at the same time, by incorporating these processes
in his model which he fitted to the data [14]. The saturation process is strongly
dependent on the power or s0 of the incident beam. As s0 increases, more and
more of the atoms are brought into the excited state. This reduces the amount
of atoms in the ground state until at some point there are not enough ground
state atoms to significantly absorb photons/light.

In the case of optical pumping, a fraction of the atoms is pumped to an
optical dark state. Specifically, atoms that are initially in a hyperfine ground
state that is resonant with the incident laser light (bright state) can be excited
and subsequently fall back into the another hyperfine ground state that is not
resonant with the incident laser light (dark state), therefore reducing the fraction
of atoms that can interact with light. The process of optical pumping strongly
depends on the saturation parameter (s0). Finally collisional depumping is a
process where transitions between different ground states occur via atom-atom
collisions. This has therefore consequences for the fraction of atoms in a dark
or bright ground state. If the fraction of dark states is reduced, the fraction of
atoms available for light absorption increases. Collisional depumping is strongly
dependent on the atomic density, if the density increases the rate of collisional
depumping increases.

In Figure 5 we saw that the incident power Pin at which the transmission
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rapidly increases, increases as the vapour density increases. There are two
processes that are affected by density, namely linear absorption and collisonal
depumping [14]. For linear absorption, an increase in density leads to an increase
in absorption as there more particles to interact with. Collisional depumping,
as the name implies, reverses (some) of the optical pumping and its rate in-
creases with density, therefore light absorption is increased as more bright state
atoms become available. Thus both processes can contribute to the decrease in
transmission as vapour density increases. We also saw in Figure 5 that the areas
around the atomic transition lines where total absorption occurs become wider
as vapour density increases. This can be caused by what is called collisional or
pressure broadening, depending on the field of research. It is an effect where the
interaction of one atom with (the mean field) of all surrounding atoms causes
a broadening of the linewidth of the atomic transition [15]. Specifically the
interaction of one atom with nearby particles affects the lifetime of its excited
state(s), when the characteristic lifetime is reduced, the uncertainty in energy
associated with the transition is increased. The broadening is proportional to
the atomic density. Additionally the broadening affects the saturation intensity
(Is) and therefore the saturation parameter(s0), this effect is taken into account
in van Lange’s model.

For the other features in Figure 5, such as the shifting and splitting of trans-
mission minima, branching and the broadening of the absorption area at high
powers and vapour densities, we currently have no explanation. Since all these
features appear after a certain power and/or vapour density have been reached,
it is expected that non-linear processes are involved. Numerical simulations
might be used to investigate this behaviour, although such simulations would
need to take into account all of the non-linear effects, which is notoriously diffi-
cult. Additionally, analysis of beam shapes exiting the vapour cell might help in
understanding the physics involved. Analysis of beam shapes is done in Section
3 of this thesis.

Lastly, when comparing on-resonance transmission with van Lange’s results,
the values for T=170 and T=180 ◦C van Lange’s were significantly higher.
The cause of this difference is at this point unclear, and further investigated in
Section 3.2.
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3 Beam shapes

3.1 Experimental setup

Although measuring beam shapes/profiles is possible with the previous setup,
we wish to make comparisons with the work of van Lange on beam profiles,
which was done under slightly different conditions. We therefore modified the
setup to the configuration in Figure 8. The setup is similar to the setup used
for transmission measurements presented in the previous chapter, except for
additions that make capturing the Fourier image of the beam exiting the vapour
cell possible. These additions include a pellicle beamsplitter, a lens with a focal
length f = 100 mm, an iris and an additional CCD camera.
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Figure 8: Schematic of setup for beam shape measurements. The configuration
is similar to that presented in Figure 1. A beamsplitter, a second camera with
lens in 2f configuration and an iris to control the NA have been added.

The (pellicle) beamsplitter is used to redirect part of the beam that exits the
vapour cell to the additional camera. The lens is placed after the beamsplitter
in a 2f configuration, i.e. with both the distance from the vapour cell to the
lens and from the lens to the camera equal to its focal length. This forms a
Fourier image of the beam exiting the vapour cell onto the camera, which can
be compared to the results of van Lange [14]. The iris placed directly after the
lens can be used to reduce the numerical aperture (NA) of the image captured
on the second camera. In the measurements discussed in this chapter, the iris is
fully open unless otherwise specified. An example of images captured this way,
after ASE removal following the method discussed previously in this thesis, is
shown in Figure 9.
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(a) (b)

Figure 9: Images taken by the regular (a) and Fourier camera (b). From the
same measurement with T=164 C◦, Pin = 287 mW and δ = −4.0 GHz. Images
have been normalised separately.

3.2 Transmission spectrum revisited

To verify that the new setup functions properly, transmission spectra were cal-
culated from data captured by both cameras, using the methods described in
Chapter 2. The results of these measurements are shown in Figure 10.

In this figure we see that the transmission as measured by the ‘regular’
camera setup is the same as measured in Chapter 2. However, the transmission
measured using the Fourier setup shows significant differences. The Fourier cam-
era measures more transmission in certain regions. Specifically, the broadening
at high power and high vapour densities and the branching have disappeared or
are strongly reduced. This is especially of interest since these are features for
which we could find no immediate physical cause. Also for T=164 ◦C, top row
Figure 10, we see that for the regular camera at high Pin the transmission at
δ = 0 is higher compared to detunings directly next to it on both sides. The
splitting of this transmission minimum is not present in the plot for the Fourier
camera and is a feature that appeared at multiple transition lines for T< 164◦C
in Chapter 2, and were also features for which we had no immediate physical
explanation.

Since all conditions before the pellicle are the same for both cameras, the
difference in behaviour has to be due to differences in their paths after the
pellicle. The differences between the paths are a larger distance from pellicle
to camera for the regular camera and a focusing lens in the path of the Fourier
camera. Both of these conditions result in a lower numerical aperture (NA) for
the regular camera compared to the Fourier camera. It is therefore likely that
apparent additional absorption seen with the regular camera but not with the
Fourier camera is due to a difference in NA. To test this the NA of the Fourier
camera is reduced with the iris to a NA similar to that of the regular camera.
The results are shown in Figure 11.

In this figure we see that when the iris leading to the Fourier camera is
closed (bottom right image), the features that we observed with the previous
setup reappear. This strongly suggests that the branching and broadening are
not caused by absorption in the Rb vapour but rather by refraction; the apparent
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Figure 10: Transmission spectrum colour plots as function of Pin and detun-
ing. White/yellow is for high transmission while black/red for low transmission.
Dashed green lines show atomic transitions. The left column shows the results
from the regular camera while the right column shows those of the Fourier cam-
era, which has a larger NA than the regular camera. Temperatures at every row
are equal, from top to bottom: T= 164 ◦C, T= 175 ◦C and T= 185 ◦C.

absorption that is seemingly dependent on the NA is actually due to (part) of the
beam falling outside of the NA and thus not being captured on the camera. As
for the shifting and splitting of transmission minima, most measurements were
done at a vapour temperature that is too high to have such features appear at
the probed Pin range. However based on the effect that the NA has on such a
feature at T=164 ◦C in Figure 10 we believe that these features are (at least to
some degree) also caused by an insufficiently large NA. This is supported by the
fact that for detunings close to the transition lines, the areas where in Chapter 2
for lower vapour temperatures we saw shifts and splits in transmission minima,
we see that there are beam profiles recorded on the regular camera that do not fit
fully on the camera, see Figure 12. To determine with certainty whether or not
the size of the NA is solely responsible for the shifts and splits in transmission
minima, additional measurements are necessary.

In Figure 13 we take a look at the transmission on-resonance (δ = 0). We
see that for high saturation and vapour density, the transmission of the regular
camera (cam1) decreases compared to that of the Fourier camera (cam2). This
reduction in transmission is in the same region in which our transmission was
significantly lower than that reported by van Lange. When the iris is added to
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Figure 11: Transmission colour plots. The left column shows transmission mea-
sured by the regular camera for cell temperatures of T=185 ◦C (top) and T=186
◦C (bottom). In the right column the corresponding results from the Fourier
camera are shown, with the iris open (top) and the iris closed (bottom).

(a) (b)

Figure 12: Images taken by the regular (a) and Fourier camera (b). From the
same measurement with T=164 C◦, Pin = 160 mW and δ = −3.7 GHz. Images
have been normalised separately.
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Figure 13: Transmission measurements as function of saturation parameter on-
resonance (δ = 0) for different temperatures. In (a) our measurements are shown
with cam1 referring to the regular camera and cam2 to the Fourier camera. In
(b) van Lange’s measurements are shown, with model fits.

the Fourier camera, the transmissions measured using the two different cameras
are identical and the disagreement between our results and those of van Lange
disappears. Thus we conclude that the earlier measured differences were due to
an insufficiently larger NA.

3.3 Analysis

The measurement series for beam profiles are done in the same way as those
for transmission described in Chapter 2. A Gaussian beam with constant power
Pin is sent through the Rb vapour and captured on the cameras, the opti-
cal frequency of the beam is then slowly varied as Pin is kept constant via a
feedback loop. This single spectrum measurement is called a run. We repeat
this measurement for several powers Pin, resulting in several runs at constant
vapour density. After this, the temperature and therefore density of the vapour
is changed and when it has stabilised the whole process is repeated.

To compare beam profiles, the ASE and background are first removed from
the images, as explained in Chapter 2. Subsequently, each image is normalised
by dividing by the highest value. After this the image is cropped to a region of
interest. The region of interest is the same for all images and made in such a
way that the largest beam profile fills the resulting cropped image. Only images
from the Fourier camera are used since, as discussed in the previous subsection,
the regular camera does not capture the whole beam at all times due to an
insufficient NA.
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In order to quantify the similarity between two images we use the structural
similarity (SSIM) index [16], specifically we use the implementation in the scikit-
image package for Python [17]. The SSIM can range between the values of -1
and 1, where 1 indicates identical images, 0 indicates no structural similarity,
and negative values indicate that high and low values are inverted in the images.

We compute the SSIM between a selected reference image and all of the
images taken at the same temperature. The data is then interpolated the same
way as the transmission data was in Chapter 2 to form a colour plot. Figure 14
shows an example result. In the bottom left inset the reference image is shown.
The dashed black lines show the atomic transitions of the vapour. Red indicates
a high similarity with the reference image while blue indicates a low similarity.
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Figure 14: SSIM between the image shown in the left corner with all other
images. Red indicates a high similarity with the reference image while blue
indicates a low similarity. The black dashed lines indicate the atomic transitions.
The reference image was taken at Pin = 198 mW and δ = 0.8 GHz, indicated
by the black circle.

3.4 Results

Using the methods described in the previous subsection, SSIM plots with a far
detuned Gaussian reference beam were made for several temperatures, as shown
in the top row of Figure 15. The structures seen in these plots are remarkably
similar to the structures seen in the transmission plots for the regular camera,
which are shown in the bottom row of the same Figure. The only difference is
that for T=175 and T=185◦C there are a few horizontal lines of higher SSIM in
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a detuning range where there should be total absorption. These features appear
due to intensity that remains after ASE removal and not due to physics at the
measured optical frequency.
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Figure 15: The SSIM of the images based on a Gaussian reference beam (top
row), the measurements were taken with the Fourier camera. The bottom row
shows the transmission measurements of the regular camera. Each column cor-
respond to a different temperature. In all plots the dashed lines indicate the
atomic transitions.

Intensity residues can remain after ASE removal, not only because imper-
fections in the (Gaussian) fit, but also because the intensity of the ASE is not
always equal over the entire run. This can be seen from transmission spectra
such as in Figure 3a. Where the height of transmission plateaus at the transition
lines are a measure for the intensity of the ASE in those spots. The height of
these plateaus can vary slightly and, while not true for the spectrum mentioned
above, for some spectra the plateaus even have an small inclination indicating a
gradual change in ASE intensity. Since we chose the frame with the lowest peak
intensity as reference in the ASE removal procedure, some intensity will remain
after ASE removal for measurements where the ASE has increased in intensity.

For the transmission colour plots the slight differences in ASE intensity in a
run did not have a significant effect, because the intensity that remained after
ASE removal is small compared to the intensity of the input beam. However
to compare the different beam profiles we normalised all measurements indi-
vidually, specifically to ignore differences in intensity between measurements.
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Additionally the ASE has the same shape as the Gaussian input beam which
makes the profiles that remain after ASE removal show some similarity to a
Gaussian. Therefore the Gaussian reference image used shows some similarity
to the intensity profiles that remain after ASE removal when the difference in
intensity is ignored. While the effect of the imperfect removal of ASE can be-
come apparent in areas where total absorption occurs, the effect outside of this
area is limited. This is because the presence of the transmitted beam dominates
the beam profile in these cases, as the intensity that remains due to imperfect
removal is comparatively small.

In his work, van Lange chose 5 distinct beam profiles in the range of 0 < δ < 7
GHz and tracked them through detuning-intensity space. He did this by first
defining a reference image for each profile, then at different input powers (Pin)
he searched for an optimum in the SSIM between the measured profile and
the reference image while varying the beam frequency. During the SSIM op-
timisation process van Lange allowed the measured images to undergo affine
transformations such as displacement, rotation, shearing and scaling. This pro-
cess resulted in a specific detuning curve δi(s0) for each profile i, see Figure 16a
for van Lange’s results at T=184 ◦C.

Van Lange noted that the curves in Figure 16a all showed a remarkable
similarity in shape and therefore tried to find a generalised curve on which all
the different curves would collapse given a certain normalisation. The formula
van Lange used for this normalisation is given by

δ̄i(s0) =
δi(s0)− δoffset

δi,fin − δoffset
. (1)

Where δi(s0) is the detuning as function of the saturation for beam profile i,
δoffset = 0.850 GHz and δi,fin the normalisation factor for each profile. Van
Lange noted that the detuning curves all seemed to level off and become con-
stant as a function of s0 at s0 > 15000 (or Pin > 426 mW). He used this as
basis for the normalisation factor by defining δi,fin as the average of the last
three measurement points (the three measurements points at s0 > 15000). Van
Lange’s normalised curves are shown in Figure 16b, where the black dashed line
represents the fit van Lange made to the normalised curves.

The equation van Lange used for his fit is

δ̄i(s0) = a+ b ∗ sc0, (2)

and the resulting fit gave a = −0.12± 0.3, b = 0.05± 0.01 and c = 0.33± 0.02.
Note that the fit is invalid for s0 > 15000 where the detuning curves become
constant as function of s0, see Figure 16a. Additionally, as beam shape evolution
in the Rb vapour is due to nonlinear interactions, there will be no changes in
beamshape when the s0 (or Pin) gets below a certain value. Therefore there
exists a s0,min beneath which the generalised detuning curve is no longer valid.

In Figure 15 we see that the SSIM colour plots (top row) have (curving)
branches of equal SSIM in the 0 < δ < 7 GHz region. These curves of equal
SSIM are believed to indicate curves with a constant beam profile and their
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(a)
(b)

Figure 16: Van Lange’s measurements on beam profiles. In (a) the detuning
curves of 5 characteristic shapes at T=184 ◦C. In (b) normalised detuning curves
on a logarithmic, normalised with Eq.1. The black dashed line indicates a fit
to the curves, the ‘Traffic light’ (blue triangles) beam at T=166 ◦C was not
included in the fit.

shape is reminiscent of van Lange’s detuning curves. To test this, we decided to
use van Lange’s generalised detuning curve to determine specific detuning curves
of characteristic beam profiles close to or on these branches. To determine the
specific detuning curves we used:

δi(s0) = (δi,fin − δoffset)δ̄i(s0) + δoffset, (3)

where δ̄i and δoffset are taken from van Lange’s work. Since the normalisation
factor δi,fin is determined by measurements at Pin > 426 mW, which is outside
of our range, we needed to determine it in a different way. We determined the
normalisation factor by first inspecting the beam profiles in the area of interest.
Several beam profiles were assumed to be characteristic of a specific detuning
curve (δi(s0)). The s0 and δ at which those characteristic beam profiles were
measured could then be plugged in Eq.3 to calculate the normalisation factor
(δi,fin) of each specific detuning curve. Thus all parameters of Eq. 3 are known
and it could be used to calculate the specific detuning curves. The calculated
curves were drawn for s0 > 10 (or Pin > 0.284 mW) since visual inspection of
the images showed that only Gaussian profiles are present below this threshold.
The results are shown in the top row of Figure 17 and the beam profiles used
in Figure 18.

The calculated curves drawn in the top row of Figure 17 seem to closely
follow the features in the SSIM plots, except for a curve drawn at T=164 ◦C.
This is the curve closest to the transition line and the only curve that curves
toward the transition line instead of away from it. Also, this curve is the only
curve for which the detuning (δ) of the image used to calculate the curve is
smaller than δoffset.
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Figure 17: Calculated SSIM for images from the Fourier camera with a Gaus-
sian reference image. The green dashed lines indicate atomic transitions while
the black dashed lines are calculated detuning curves. The top row shows the
positive detuning side while the bottom row shows the negative detuning side.
The columns have equal vapour temperature.

Previously we only considered data within the same frequency range as van
Lange’s measurements. However, as we measured over a larger frequency range,
we were interested to see if behaviour similar to that of van Lange’s detuning
curves can be identified outside of the 0 < δ < 7 GHz region. In Figure 15
we can see that no features exist in the frequency range between the transition
lines which are of a similar shape as van Lange’s generalised detuning curve.
However in the area on the negative detuning side of all of the transition lines
we see that the border between high (red) and low (blue) SSIM seems to have a
similar shape as the detuning curves. Before detuning curves can be calculated
in this area, a new δoffset has to be determined. This was done by reading off
from the SSIM plots, at Pin close to zero, the detuning at the jump between the
high and low SSIM. This resulted in δoffset,left = −7.49 GHz. The normalisation
factor δi,fin was determined the same way as was done for the positive detuning
side, the area of interest was searched for characteristic beam profiles and their
measurement points were used to calculate their corresponding specific detuning
curve. The beam profiles that were used are shown in Figure 19 and the detuning
curves calculated as a result are shown in the bottom row of Figure 17.

In Figure 17 we can see that in each plot on the bottom row the two detuning
curves closest to the transition line seem to follow the border between high
and low detuning. The detuning curve furthest from the transition line in
the different plots does not correspond to features in the SSIM plots. The
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Figure 18: Images used to fit detuning curves on the positive detuning side.
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Figure 19: Images used to fit detuning curves on the negative detuning side.
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characteristic beam shape used to calculate this detuning curve in the different
plots is a Gaussian that has been focused compared to the input beam with a
diffuse low intensity disc surrounding the (focused) Gaussian profile. The SSIM
method seems to attach a high similarity between the profiles just described
and a Gaussian profile causing them to be indistinguishable with this method.
Therefore a different methodology would need to be used to test if the detuning
curve calculated based on these specific beam shapes describes their actual path
through detuning-intensity space.

Finally there is the frequency range between the two offsets (−7.49 < δ <
0.85 GHz), where there are no features visible which can be described by van
Lange’s generalised detuning curve. In this area beam shapes often change
rapidly and many seemingly random patterns are formed, examples of which
are shown in the top row of Figure 20. Other shapes that appear are rings of
different sizes, as can be seen in the bottom row of the same figure. The plots on
the bottom row show low similarity between the reference images and the rest of
the beam profile measurements. This is in disagreement with visual inspection
of the beam profiles, where beam profiles measured close to the reference images
show similar patterns with a single ring or multiple rings. This discrepancy is
likely caused by the relative strength of the noise in the images, which is due to
high absorption of the input beam, see reference images bottom row Figure 20.
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Figure 20: Graphs show the calculated SSIM for the Fourier camera measure-
ments, with the used reference image shown in the bottom left of every graph.
The black dashed lines indicate atomic transitions. The black circles indicate
the position of the reference image in the plot.

3.5 Discussion

In Chapter 2.2 we found features in the transmission spectra which we could
not link to any absorption process in the Rb vapour. In this Chapter, we found
that these apparent losses in transmission were not in fact due to absorption in
the Rb vapour, but rather due to the fact that the beam shapes generated by
the Rb vapour showed strong refraction, causing some light to fall outside of
the NA of the camera. These features therefore disappear when the NA is large
enough. The refraction also affected the comparison with van Lange’s data,
causing transmission measured at high vapour density and power to be signif-
icantly lower when compared to van Lange’s measurements. The transmission
measurements of the camera with a large NA were in good agreement with van
Lange’s measurements.

The similarity between a Gaussian beam profile reference and all other beam
profiles was calculated via the SSIM method. The plots created from the cal-
culated similarity showed remarkable similar features when compared with the
transmission plots of the low NA camera. The similarity between features in
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the SSIM and those in the transmission for the low NA further supports our
conclusion that the NA-dependent transmission features are linked to strongly
refracting beams.

To compare our beam profile measurements with those of van Lange we used
the generalised detuning curve fitted to his data to calculate specific detuning
curves for some characteristic beam profiles. This was done for both detunings
on the positive side of the transition lines, the area where van Lange’s generalised
detunig curve was fitted, and on the negative detuning side of the transition
lines, where van Lange’s generalised detuning curve had to be adapted. Some
of the calculated detuning curves show a reasonable overlap with features on the
SSIM plots, in the area of positive detuning the SSIM features that overlapped
with the calculated detuning curves were branching lines and in the negative
detuning area the feature was the border between high and low detuning. The
agreement between these SSIM features and calculated detuning curves suggest
that the features in the plots indeed describe lines of constant beam profile and
that the beam profiles used to calculate the detuning curves are characteristic
for their calculated curve.

Then there are the beam profiles for which the calculated detuning curve does
not correspond to features in the SSIM plot. The lack of agreement between
the calculated detuning curves and features in SSIM plots can be due to SSIM
method, if it cannot distinguish between beam profiles we do consider different,
then no features specific to this beam profile can be seen. Lack in agreement
between measurements and the calculated detuning curves can also be due to
physical effects, the physics which dictates beamshape can change due to the
proximity of multiple transition lines, or by simply getting very close to atomic
resonance. This would mean that the generalised detuning curve description is
no longer valid in those cases. Issues with the SSIM method are believed to
be the cause in case of the detuning curve calculated for the beam profiles of a
focused Gaussian surrounded by a diffuse disc. Since for the SSIM method the
previously mentioned beam profiles are indistinguishable from Gaussian profiles
and therefore even if the focused Gaussian profiles lie on a line described by the
generalised detuning curve they get lost in a sea of ‘regular’ Gaussian profiles.

While van Lange’s generalised detuning curve works well when a single tran-
sition line dominates the physics, it seems no longer applicable when multiple
transition lines are involved. The SSIM method is also not very useful to inves-
tigate the different speckle patterns that form under these conditions. This is
because the structural similarity index is developed to mimic human perception
which is not well suited to characterise speckle patterns. As for the ring patterns
that form in the area between the different transition lines, the signal to noise
ratio is too low to apply the SSIM method.

To learn more about the detuning behaviour of these noisy or speckly pat-
terns, machine learning techniques could be explored.
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4 Off-axis holography

4.1 Theory

Holography is a technique which is used to record the electric field of the wave
front of light using an interference pattern [18]. This can be done physically
on special photographic plates, from which the full 3-dimensional light field of
the recorded object is emitted when it is illuminated with a reference beam. It
can also be done digitally, by recording the interference pattern using a digital
sensor array. The captured interference pattern can then be used to compute
the light field of the recorded object [19, 20].

There are several methods for creating and recording interference patterns
which encode the hologram. In our setup we use digital off-axis holography.
This is based on a reference beam, approximated as a plane wave, which is
overlapped under an angle with the signal beam we wish to measure, see Figure
21. The reference beam and signal beam are derived from the same source and
therefore have the same optical frequency.

referenceE

x

z

Esignal

θ

Figure 21: A schematic drawing of the off-axis holography method.

The intensity measured as a result of the interference of these beams is,
ignoring prefactors, given by

I = |Es + Eref |2 = |Es|2 + |Eref |2 + E∗
sErefe

ikx sin θ + EsE
∗
refe

−ikx sin θ, (4)

where Es and Eref are the electric fields of the signal and reference beams,
respectively and θ is the angle between the beams, while k is the wavenumber.
The first two terms on the right hand side of the equation are the intensity of
the signal and reference beam, respectively, while the last two terms represent
the interference.

If the interference pattern is recorded digitally on a camera, the electric
field of the signal beam can then be retrieved numerically. First the Fourier
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transform of the recorded image is computed. This results in three peaks in the
Fourier signal due to the following property of the Fourier transform

F(EsE
∗
refe

−ikx sin θ)(k̄) = F(EsE
∗
ref)(k̄ + k sin θ), (5)

where k is the wavenumber as mentioned earlier and k̄ is the new variable
in Fourier space. Thus if k sin θ is large enough, three fully separated objects
corresponding to the zeroth order (terms with no complex exponential), -1 order
(terms that go with e−i) and 1 order (terms that go with ei) can be seen.

In order to correctly measure the periodic behaviour in the -1 and 1 order
terms, the Nyquist-Shannon sampling theorem needs to be satisfied. This states
that in order to reconstruct a periodic signal from discrete samples the sampling
rate has to be at least twice per period of oscillation. Thus, for a signal with
period P , the sample rate S needs to satisfy S ≥ 2

P . The period of a complex
exponential is 2π, thus the distance between two samples ∆x has to be such
that

k∆x sin θ ≤ π. (6)

The sample distance is determined by the pixel size, which for our case gives
∆x = 3.75µm. This means that the maximum angle between the signal and
reference beam is given by

θmax = arcsin
λ

2∆x
. (7)

For light with a wavelength λ ≈ 780 nm this gives θmax = 5.97◦.
If an angle θ can be found which satisfies Nyquist-Shannon, while also having

a large enough separation between the orders in Fourier space, the different
orders can be filtered out. For example, we can take the area around the -1
order and set all values outside of this area equal to zero. Applying the inverse
Fourier transform to this will then get us only the -1 order term of the signal.
Furthermore if we shift the signal around the -1 order in Fourier space to the
origin before applying the inverse Fourier transform, the exponential term drops
out. This leaves us with EsE

∗
ref (or E∗

sEref for the 1 order) which then can be
divided by |Eref | which in turn can be acquired via a separate measurement.
This yields the reconstructed electrical field of the signal beam from which
different quantities such as intensity and phase can be determined.

4.2 Experimental setup

The experimental setup for off-axis holography measurements is shown in Figure
22. The setup is similar to the previous setup with the addition of a reference
beam for off-axis holography. The reference beam is created by outcoupling part
of the light from the fibre coupled diode laser and sending it through a telescope.
This results in a Gaussian beam with a large waist, that can effectively be
considered a plane wave. This beam is then redirected by several mirrors to
be overlapped under a small angle with the signal beam onto a CCD camera.
Neutral density filters are used to control the intensity of the reference beam.
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Figure 22: Schematic of the off-axis holography setup. A telescope is used to
blow the Gaussian signal from the laser up into approximate plane waves.

Another change is that ND filters, used to control the strength of the beam after
the vapour cell, are placed directly after the cell instead of directly in front of
the camera. This is done in order to control signal and reference beam strengths
separately as they enter the camera. The pellicle beamsplitter is replaced with a
cube beamsplitter, as acoustic vibrations of the pellicle caused large fluctuations
in the interference pattern. Lastly, as off-axis holography yields both amplitude
and phase, it is not longer useful to acquire on two different camera. Instead a
single camera (without a lens) close to the cell is used.

4.3 Analysis

Every measurement series or run starts with a measurement of the reference
beam with the signal blocked. The signal is then unblocked and using the meth-
ods described in Chapter 2.2 the interference pattern is measured as function
of the optical frequency while keeping power and vapour temperature constant.
The image of the reference beam measured at the start is subtracted from the
measured interference patterns. Because the power of the laser changes slightly
with the supplied current (and therefore with the optical frequency), the peak
signal of the reference beam has to be rescaled for different frequencies. In
the case of the direct laser diode output, the relation between beam power and
frequency turns out to be linear, making the rescaling simple. The nonlinear
behaviour we noticed in the previous chapters is thus fully due to the behaviour
of the optical amplifiers, which are not used in the reference beam path. Figure
23 shows the results of such a subtraction. Due to damage on the telescope
lenses there are some deformations in the reference beam as can be seen in Fig-
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ure 23a. However, as long as interference pattern and the aberrations do not
overlap, the aberrations are removed by the subtraction mentioned earlier, as
demonstrated in Figure 23b. Still, since the shape and size of the signal beam,
and therefore the interference pattern, change during runs, non-overlap is not
guaranteed. It is therefore important that for future measurements that these
telescope lenses are repaired or replaced.

(a) (b)

Figure 23: The left image (a) shows the full interference pattern of a measure-
ment. The right image (b) shows the same image but with the reference beam,
as measured at the start of the run, removed after rescaling.

After subtracting the reference beam, the results are Fourier-transformed,
resulting in an image with three peaks: the -1 order, the 0th order and the 1
order. The position of the peak of the -1 order is determined from a measurement
done with a large detuning, as in that case the signal is largest and the beam
spot remains a simple Gaussian. A square with a side of 200 pixels centered
around the -1 order peak is then used as region of interest for all measurements
of that run, as illustrated by the black dashed box in Figure 24. The region
of interest is copied to the centre of a empty matrix with the same dimensions
as the uncut measurement. The result is transformed back with the inverse
Fourier transform and divided by the square root of the intensity of the rescaled
reference beam. The resulting complex array is proportional to the electrical
field of the signal beam, from which the intensity can be recovered by taking
the absolute value squared and the phase by calculating the complex angle.

From the reconstructed intensity profiles, we can compute and normalise
the transmission in the same way as in the previous Chapters. The result for a
single run in shown in Figure 25a. Next to it an example of the reconstructed
intensity profile at total absorption is shown. Interestingly, in the analysis, we
did not see any ASE signal in the reconstructed intensity profile. This is to be
expected, as the ASE is mostly generated in the optical amplifiers and thus the
reference beam does not contain a significant ASE contribution. This means
that the frequency components that are present in the signal beam due to ASE
are not present in the reference beam and therefore do not lead to interference.
It is important to note that even if there was ASE present in the reference beam,
for instance because the amplifier or booster output was used to generate the
reference beam, we would still not expect significant interference signal due to
ASE unless the path length difference between the signal and reference beam
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Figure 24: Fourier transform of a measurement after the rescaled reference beam
has been removed. The black dashed lines forming a box indicate the region of
interest in Fourier space.

would be less than the coherence length of the ASE, which is typically a few
millimeters.
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Figure 25: Left the transmission measured with the off-axis holography setup
at T=166 C◦ and Pin = 12 mW. The red dot indicates the measurement corre-
sponding to the image on the right (b).

4.4 Results

To quantify the quality of the off-axis measurements, we compare the transmis-
sion results with those obtained with the ‘regular’ direct intensity setup. We
compare the off-axis transmission results with those of the camera without lens
in the setup of Figure 8. We chose the camera setup without lens because the
camera setup in the off-axis case also does not use lens(es).

We see that the transmission profiles are the very similar, but that in the off-
axis case, we do resolve the detail in the branching pattern at the high detuning
side. Secondly the off-axis graph shows a larger amount of noise in the form
thin and short (single measurement) lines in many (arbitrary) places. This has
the effect that the off-axis graph as a whole is much less smooth than the graph
obtained with direct intensity measurement.

As mentioned before, the advantage of (digital) holography is the ability
to reconstruct the electric field of a light signal, allowing the retrieval of both
the intensity and phase from a single measurement. In Figure 27 two typical
measurements of the phase and intensity are shown. The left column shows
the intensity and the right column the corresponding phase. For the intensity
images, red with an increasing brightness indicates an increasing intensity and
for the phase images, white means a phase of zero while dark red/blue indicates
+/- π respectively. In Figure 27a we see that the intensity profile forms a disk
with a dark ring followed by a bright ring, while the corresponding phase shown
next to it is a red disk surrounded by a blue ring followed by a red ring.

As for Figure 27c, the intensity profile shows a speckle-like pattern while
the phase profile seems to consist of a broken disk surrounded by a ring pattern
with breaks in some of the rings. These breaks are correspond to discontinuities
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Figure 26: Left (a), the transmission spectrum at T=164◦ as measured with a
direct intensity setup using the camera without a lens and right (b) the trans-
mission spectrum at T=166◦ as measured with the off-axis holography setup.
Green dashed lines indicate the atomic transitions.
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Figure 27: The left column shows the intensity of the reconstructed E-field while
the right column shows the phase. For the top row δ = −3.8 GHz and for the
bottom row δ = 0.1 GHz. All images were taken at T=166 ◦C and Pin = 287
mW.
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of the phase. If we look carefully, these discontinuities seem to terminate into
vertices.

4.5 Discussion

We have shown that by implementing off-axis holography and reconstructing
the electric field from the interference pattern, the intensity and phase can be
retrieved for a single measurement. Additionally, this method automatically
filters the ASE from the signal and the resulting transmission spectra were
shown to be consistent with those measured with regular intensity measure-
ments. However, the amount of noise present in the measurements is such, that
some features in the transmission spectrum become lost. This noise also makes
the phase images somewhat difficult to interpret. This is probably caused by
the higher complexity and sensitivity of off-axis holography measurements as
compared with regular intensity measurements. This noise can likely be re-
duced by reducing the amount of vibrations in the setup and by using cameras
with a higher shutter speed. Also, as mentioned in Chapter 3.2, if the NA is not
sufficiently large, strongly refracting beams will not be fully captured on camera
leading to branching and widening in the transmission plot as can be seen in
Figure 26b. The NA therefore needs to be increased for future measurements
in order to capture the full beam for all measurements.

Also, while we showed that intensity and phase profiles could be recon-
structed, we have not been able to systematically analyse them. Future in-
tensity measurements could be analysed with the structural similarity (SSIM)
index, as was done in Chapter 3 for regular intensity measurements. However
since the SSIM method is fitted to human perception, it will not be useful for
characterising objects such as speckle patterns or, in the case of phase profiles,
vortexes. As such, different and/or new methods of analysis would be necessary
for such objects.

Lastly, with a single addition to the current setup, the evolution of the
electric field through the vapour could be studied. If the amplitude and phase
of the beam exiting the vapour cells are measured using off-axis holography, one
could imprint this amplitude and phase onto the incident beam using a spatial
light modulator (SLM). By repeating this process, measurements can be done
virtually over any length that is a multiple of the cell length.
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5 Conclusions and outlook

In conclusion this thesis successfully expanded upon van Lange’s measurements
on intense light in a dense Rubidium vapour by developing a setup that: probes
over a larger frequency range, which includes multiple atomic transition lines,
and that incorporates off-axis holography, which allows for the capture of both
the intensity and the phase of a light beam.

The transmission measurements from the first setup are in good agreement
with van Lange’s measurements, except for those made at high vapour densities
(see Chapter 2). Also, in the transmission spectra there were features, widen-
ing of the absorption at high vapour densities and Pin, branching absorption
lines and the shifting and splitting of absorption minima, which could not be
accounted for. However, both these features and discrepancy with van Lange’s
data was shown to disappear when the NA was increased (see Chapter 3.2),
which means that they were a consequence of (part) of some beams falling out-
side the detection area of the camera.

A setup similar to that of van Lange, investigating beamshape behaviour over
a large frequency range showed features reminiscent of van Lange’s generalised
detuning curve. Using van Lange’s curve, and the data of beam profiles believed
to be characteristic of these features, specific detuning curves describing these
features could be calculated (see Chapter 3). These specific detuning curves
were not only found to describe SSIM features at frequencies above resonance,
where van Lange measured, but also described some features at frequencies
beneath resonance. This shows that on both sides of an atomic resonance the
physics determining beam profiles is similar.

Beam profiles with no features which could be described by the generalised
detuning curve were also identified. One cause may be that the SSIM method,
which mimics human perception, is unable to distinguish well between certain
beam profiles, such as beam profiles differing slightly from a Gaussian profile,
speckle profiles, and noisy beam profiles. An other likely cause for the gener-
alised detuning curve being an unfit description for some beam profiles would
be that, when the optical frequency gets close to multiple transition lines, the
physics responsible for the beamshape is affected, necessitating a description
different from the general detuning curve. The SSIM method is not suitable to
characterise beamshapes in regions with multiple close transtion lines due to the
appearance of speckle and noisy profiles in that area. Other methods therefore
need to be used or developed to investigate behaviour influenced by multiple
transition lines.

Preliminary measurements with the off-axis holography setup showed that
phase and intensity could be captured simultaneously. However, when off-axis
transmission measurements were compared to regular intensity measurements of
the transmission, the former showed a greater amount of noise. This is probably
due to the greater complexity and sensitivity of such measurements, and for
future measurements a greater control of vibrations in the experimental setup
and usage of cameras with higher shutter speed are therefore recommended.
Additionally, in this thesis no methods to investigate phase profiles have been
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put forward, and as the phase is an important property of a light beam, such
methods need to be explored for future measurements. Lastly, the off-axis setup
can be improved to also measure beam profiles as a function of cell length, this
can be done with the addition of a spatial light modulator (SLM) in front of the
cell, which would be used to create a beam at the cell entrance with the same
amplitude and phase as the beam measured at the cell exit.
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A Background and ASE

In Chapter 2 Figure 3a, we saw a transmission spectrum which showed a trans-
mission of 29% where total absorption was expected. We attributed this to
amplified spontaneous emission (ASE). But an ASE that is 29% of the signal
is unexpectedly high and would mean that a large portion of Pin is wasted on
the ASE instead of being used for the measured optical frequency. Possibly
transmission considered to be part of the ASE is due to noise or background
that has not been taken into account, therefore here a closer look is taken at
the ASE and background.

In order to test whether or not the ASE is as high as initially thought, two
new methods to determine the ASE were used. In the first method, a Gaussian
profile is fitted to the first (far detuned) frame. The position and the width of
the peak found with this fit, are used to define a square area. The peak is used
as centre, and the length of the sides of the square are chosen to be two times
the width of the Gaussian profile. Subsequently for every frame the background
is subtracted as described in Chapter 2.2. After this, only those pixels inside
the area defined by the square are summed to calculate the transmission. Note
that transmission spectra measured this way, will be distorted for measurements
where the beam shape changes or moves enough to make it fall outside of the
defined square. This is not a problem for ASE measurements since the ASE is
in the same position and has the same shape as the signal.

For the other method, 20 frames with total absorption are determined from
the transmission spectrum. The background of each frame is subtracted, after
which a Gaussian profile is fitted to the each image. The same is done for the
first and last 10 frames (far detuned beams on both sides of the spectrum) of
that run. The fitted Gaussians are discretised back on the pixel grid and then
summed over the pixels. The relative strength of the ASE is then determined
by dividing the results found at total absorption by the average results found
in the far detuned cases.

Figure 28 shows the results of the different methods as measured with the
setup of Figure 8 for T = 175 C◦. The top left graph shows results after
normalisation, but without background subtraction. The ‘regular’ camera is
named cam1 in the plots, and it measures an average background of 12% of the
maximum signal while for cam2, the Fourier camera, the background is 41% of
the maximum signal. The graph next to it (top right) shows the result after
the background subtraction. This results in an ASE that is equal to 10% of the
signal for the regular camera and an ASE of 19% of the signal for the Fourier
camera. Since both cameras are measuring the same ASE this large difference
in values means that there is still background present. In the second row, the
results of the new methods are shown, with on the left side those of the small
area sum and on the right those of the Gaussian fits. For both methods the
results from both cameras are very close, 10% for the regular camera and 9% for
the Fourier camera. This strongly suggests that what is measured is the actual
ASE.
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Figure 28: Plots show transmission of the same run made with the setup in
Figure 8, blue for regular camera and orange for Fourier camera, with T=175
◦C and Pin = 6.5 mW. Different measurements indicate different optical fre-
quencies. In (a) the normalised transmission without background subtraction
is shown. In (b) the normalised transmission is shown after background sub-
traction. In (c) the transmission calculated, after background subtraction, from
a square area determined by a Gaussian fit is shown. In (d) the transmission
calculated, after background subtraction, from a Gaussian profile fitted to each
of the measurements is shown. The 40 measurements shown in (d) are; 10 far
detuned measurements on both the negative and positive side, and in the middle
20 measurements with total absorption.

These new methods to calculate the ASE were subsequently used for all of
the measurements done with the setup in Figure 8. From these, the average
ASE was calculated for every run, the results of which are shown in Figure 29.
Because both methods gave the same results, only the results from the reduced
area method is shown. Note that while a change in run number corresponds
to a change in Pin, the same run numbers for different vapour temperatures do
not necessarily correspond to the same Pin. In the Figure we can see that the
ASE for T=175 ◦C and T=185 ◦C fluctuates around 12% and 13% respectively.
While for T=164 ◦C the ASE is close to 5% and the fluctuations are are also
much smaller. It is unknown what caused these differences.

The actual input power Pin for the frequency measured is the power mea-
sured in front of the vapour cell, minus the part of that power that is due to the
ASE. If the relative power of the ASE would remain largely constant between
runs, all the Pin measurements would need to be multiplied by the same fac-
tor. The large fluctuations in relative ASE power we measured, however, would
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Figure 29: The average ASE power as percentage of the maximal signal power
for different runs and vapour temperatures.

mean that the measured Pin for every run needs to be multiplied by a different
factor to get the correct input power for the measured frequency. Although
this makes measurements more complicated, getting the correct input power is
still possible, the relative strength of the ASE just needs to be measured for
every run. However the methods we used to measure the relative power of the
ASE can only be applied to runs with total absorption. This is problematic for
measurements at lower vapour temperatures since there runs with high Pin will
have no total absorption.

We have therefore not been able to compensate the measured input power
with that of the ASE, which has consequences for quantitative comparisons of
measurements, since this shows that different runs, which should have the same
input power, could have actually be done at different input powers. Therefore,
for future experiments, methods should be developed to remove the ASE or at
least keep its power relative to the signal constant.
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