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Abstract

The analysis of interests from young adolescents in the form of short, colloquial
Dutch text is a challenging task for pre-trained neural networks. By quantitative
and qualitative tests, four pre-trained language models on the Dutch language are
compared and contrasted. Three more language model fine-tuned models are added
to test transfer learning capabilities for the qualitative tests. By training a clas-
sifier on a named entity recognition- and sentiment analysis task, the models are
quantitatively compared. For the qualitative comparison, The outputs from the
embedding layer are used to gain insight in relation classification and clustering. A
test for ranking interest pair similarities has been developed in order to investigate
the semantical understanding of the Dutch language in the models. Furthermore,
the clustering capabilities of related interests are examined. Finally, given relation
structures in sports, instruments and school courses are brought to a test. BERTje
outperforms the other models in the quantitative tasks. However, BERTje performs
the worst on the triplets ranking test. RobBERT fine-tuned and FastText show the
best results on the triplets analysis. All models lack to show semantical understand-
ing in the clustering analysis. FastText shows the most semantical understanding
in the relation structures, though still relatively poor. The outputs from the em-
bedding layer shows that the models do not have a semantical understanding of
the Dutch language but fall back on morphological structures. Therefore, these
techniques are not ready to be used for interest analysis. Creating a downstream
task, data enrichment and knowledge infusion are candidates for improvements on
interest analysis.
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Chapter 1

Introduction

The individual interests of people are unique and develop from situations throughout
life (Akkerman & Bakker, 2019). In order to understand the interest development,
daily activities of people are tracked to gain insight. The currently running research
project titled “Lost in Transition: Multiple Interests in Contexts of Education,
Leisure and Work” gathers this data with the goal to find out how different inter-
ests relate to each other and how these interests develop over time. This is done
through an experience sampling method (ESM) data collection process, where events
throughout the day are recorded by the user themselves. The nature of the data
are short texts, written in colloquial Dutch, containing possible slang, misspellings
and other contaminations. These properties provide an extra challenge. The task
at hand is to analyse the data effectively through automated methods in order to
ultimately map interest development of people over time.

The research landscape of natural language processing (NLP) has radically changed
over the last decade. The ability to train word representation models with vast
amounts of natural language (Mikolov, Sutskever, et al., 2013), has been a catalyst
to a wide range of new techniques. Using unsupervised training of a neural network
on large datasets, a sense of syntactical, semantical and contextual awareness can
be found in the word representations (M. Peters et al., 2018). The downside to
enormous models is the vast amount of time and resources needed to create a state
of the art (SOTA) performing model. By fine-tuning, the so called ‘pre-trained mod-
els’ are used as starting point by providing the word representations and hereafter
the word representations are used to perform different tasks, such as named entity
recognition (NER), sentiment analysis and many more (M. E. Peters et al., 2017).
These different tasks are called downstream tasks and translate a certain analytical
goal to a process that an NLP model can perform. Not only classifier fine-tuning
can be done, also language model fine-tuning (Howard & Ruder, 2018) is important
to capture the idiosyncrasies of the target corpus. Adapting a language model to
a certain target domain by feeding domain specific texts, is called transfer-learning
(Howard & Ruder, 2018).

Pre-trained models have the ability to be fit to your own dataset and downstream
task, making it possible to use the captured word information from SOTA models
and fit this to your own dataset, task and language (Howard & Ruder, 2018)(M.
Peters et al., 2018). The range of pre-trained models is vast, varying in input from
character- (Akbik et al., 2018), to word- (Bojanowski et al., 2017) and sentence level
(Devlin et al., 2018; Liu et al., 2019).
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The models are pre-trained on enormous datasets of text, however most of the
time only in English. There are multilingual models (Devlin et al., 2018) available
and native Dutch pre-trained models (de Vries et al., 2019; Delobelle et al., 2020).
Unfortunately, not trained on as much data and graphical computer power as their
English counterparts. A qualitative comparison of Dutch models to find out the
current SOTA will be helpful to determine the feasibility of text analysis in Dutch.

This thesis contributes to the applicability of NLP methods in a real-world case.
Furthermore, the used techniques are evaluated and compared to each other and try
to uncover the constraints of using NLP in this domain and language. Lastly, a tool
is developed to give researchers the opportunity to use the models themselves and
the ability to create analyses on gathered data.

1.1 Research approach

1.1.1 Research goal

The research aim for this thesis is to gain insight in how to apply NLP and machine
learning techniques in order to deal with large amounts of moment-to-moment in-
terest experiences of adolescents over time. In greater detail, the goal is to establish
an analysis and understanding of the current NLP- and machine learning techniques
applicable for this problem.

1.1.2 Research questions

Based on the research goal stated above (1.1.1) the following research question is
asked: What NLP techniques can be applied and perform well in order to analyse
Dutch interest data captured over time while accounting for colloquial language used
by adolescents? This question leads to the following sub-questions, listed below.

• RQ1: How do different (pre-trained) NLP models relate to each other in terms
of performance.

• RQ2: How to account in the pipeline for the use of the Dutch language in
modelling personal interests?

• RQ3: What ways can the models be visualized and how interpret the results?

The goal of RQ1 is finding out in what ways and how well the different word repre-
sentations can capture the semantics of the data in the dataset. This will be done
through using the different models and create (contextualized) word and sentence
representations, thereafter the representations will be reviewed and scored through
a quantitative method and a qualitative review. To nuance the performance in the
research question; Performance is measured through metrics on the quantititave
methods and through qualitative analysis in the qualitative method. The focus
in the qualitative method is the interest data provided by the research group and
therefore the models are evaluated in how they grasp Dutch interests.

In relation to RQ2, To address the more practical side of creating NLP models,
a rigour set of tools is needed to create a pipeline especially for analysing Dutch
interest data. For example, there are models available trained on Dutch corpora
(de Vries et al., 2019; Delobelle et al., 2020).
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Finally, RQ3 is a more practical question of this thesis that is designed to create
a tool to evaluate and review the representations and the interest development over
time.

1.1.3 Research method

For this thesis, the research will be conducted through the lens of the engineering
cycle (Wieringa, 2014). The engineering cycle depicts a rigid research method based
on design science, aimed at the field of information and software engineering. By fol-
lowing the engineering cycle, 4 different phases will be touched on, namely Problem
investigation, Treatment design, Treatment validation and Treatment implementa-
tion. Figure 1.1 displays the engineering cycle. Key is that the object of study is the
artefact in context, in this case comparing the models based on the performance on
interest data (Wieringa, 2014). This case-based research will give new insights from
the observed behaviour of the artefact in context and hopefully be generalized, or
at least provide a guide on how NLP can be researched and applied in a real-world
context.

For this study, the Problem investigation, Treatment design and Treatment vali-
dation stages will be filled out, in order to get a structured overview of the research.
The experiment design is elaborated on including the stages and the research ques-
tions it addresses.

Problem investigation

As mentioned before, but to state nevertheless, the problem for this research entails
around the notion of digital colloquial Dutch that needs to be analysed. The stake-
holders are the research group that focusses on the research “Lost in Transition:
Multiple Interests in Contexts of Education, Leisure and Work”. The stakeholder’s
goals are aligned in doing research into text analysis using NLP techniques. The
question is if the models have the ability to relate interest data in a meaningful way
and explore the ability of the models to uncover relations the researchers cannot
find.

To delve deeper into the matter, a literature review is conducted to find out the

Figure 1.1: Engineering cycle (Wieringa, 2014)
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current state of NLP research, the common ground and the new findings of the last
decade. The literature review can be found in chapter 2.

Treatment design

The treatment design is a step of working together with the ERC researchers in
order to translate the requirements and results from the problem investigation into a
treatment that captures the essence of the research questions. Treatment availability
is there to a certain extent, but has to be brought together to make it whole. This
means the availability of NLP models and packages to configure interactive tools.

Unfortunately, this is not an all-in-one product yet. The artefact is the NLP
model differentiating in architecture, training and such, to find out which produces
the best results for the quantitative and qualitative tests. The method of these tests
can be found in chapter 3.

Treatment validation

To see if the treatment shows the desired effects, both qualitative and quantitative
studies will be used. In more detail, the performance of the different models will be
measured on a general performance benchmarking tests. In addition, the interest
relation and categorisation will be scored on a qualitative basis. Lastly, the tool
should perform well and be user-friendly to make sure that it will be used to do
the analysis. The final artefact will be an interactive tool that helps to interact and
analyse the data available. The results of the experiment will be reported in chapter
4.

1.2 Thesis outline

To reiterate, this thesis is ordered as follows. Chapter 2 will be a related works
section on the inner workings of neural networks, the current state of neural networks
in relation to NLP, evaluation of these methods and miscellaneous subjects that
relate closely to the research and are important for further, deeper understanding of
the methods in this thesis. The next chapter, chapter 3, will be an overview of the
method for conducting the research where the treatment design is central. Chapter
4 will lay out the model analysis, describing the treatment validation process and
subsequently the results. Finally, chapter 5 will be a combination of conclusions,
discussion, limitations and further research.
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Chapter 2

Related Works

The main goal of the literature review is to explore the different NLP models that are
available and form the SOTA in NLP and natural language understanding (NLU).
By chronologically walking through every model, the goal is to gain an understanding
of the development of NLP, the different approaches there are to this multi-faceted
problem and the sheer volume of work that is being put into this field to ultimately
understand language as humans. To properly demonstrate the models in this lit-
erature review, there is knowledge needed about neural networks and the different
ways a neural network can be altered to increase performance. Furthermore, the
literature on transfer learning, ensemble methods and other subjects deemed impor-
tant to better understand NLP models are introduced (2.1). Thereafter, the models
are chronologically introduced, therefore mixing character-, word and sentence level
models (2.2).

Lastly, section 2.4 will focus on pointing out the literature gap that exists and
state the scientific contribution that is this thesis. By the broad beginning and
the narrow ending of the literature review, the goal is that it states the collected
knowledge of the field and subject, framing the thesis in the right perspective and
finally the literature fundamentals that is needed to correctly conduct the research.
The literature research protocol is provided in appendix A.

2.1 Language modelling

2.1.1 Definition of language modelling

The fundament of NLP is language modelling (LM). To define LM, “LM is a central
task to NLP, where the goal is to learn a probability distribution over sequences
of symbols pertaining to a language.”(Jozefowicz et al., 2016). This has been done
through different methods, such as a parametric model, count-based and since the
current decade more through neural networks. To put into context, a five-gram
(probability over five words) model from 1995 has been a strong baseline that has
been competitive with neural network approaches (Jozefowicz et al., 2016). However,
through new breakthroughs of machine learning, larger (annotated) datasets and
more computing powers, model architectures are close or even outperforming human
baselines on certain NLP-tasks (A. Wang, Pruksachatkun, et al., 2019).
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2.1.2 Different kinds of neural networks

For the coming sections where the different architectures will be discussed, from
Word2Vec 2.2.1 to T5 2.2.12, it is suitable to have a general understanding of neural
networks, the fundamentals for these techniques and how they generally work. The
exact implementation, activation functions, learning rates and other technical terms
are not that important for now and will be discussed at implementation, but an
intermediate understanding will most probably help in the coming sections.

2.1.3 Neural networks

A neural network is a mathematical function that maps a given input to a desired
output. The simplest neural net is a 2-layer neural network where there is:

• An input layer (yellow), a hidden layer (blue) and an output layer (green).

• Between the layers, there are weights and biases that change the values of the
last layer.

Figure 2.1: Neural network1

In order for an neural network to make predictions, the neural network has to
be trained first. This is done with labelled data where the input goes through the
neural network, calculating the predicted output, known as feedforward. Learning
from the loss function, the difference between the actual and predicted output, is
updating the weights and biases, known as backpropagation. By minimizing the loss
function on a representative training dataset, a neural network can predict well. A
neural network like this is schematically shown in figure 2.1.

2.1.4 Recurrent neural network

A recurrent neural network (RNN), as is used by Mikolov, Sutskever, et al. (2013) for
Word2Vec (2.2.1), is a special type of neural network, where there is a link between
the hidden layer to itself, therefore having an understanding what has been in the

15



Figure 2.2: RNN neural network architecture2

input layer before. This kind of neural net was invented by (Rumelhart et al., 1986).
For example, Figure 2.2 depicts a character-level model with the input characters
(input chars) below, a vector representation in the input layer (red), a hidden layer
(green) and an output layer (blue). As seen between the hidden units, there is a
connection that shares information with the right unit, making the unit aware of
the character before in the set.

To dive further into the example in figure 2.2, this RNN is a language model that
tries to predict the next letter in the sentence. This example tries to spell “hello”
based on the input chars “hell”. There are four possible letters, namely ‘h’, ‘e’, ‘l’
and ‘o’ and those are one-hot encoded into the input layers. The hidden layer is
already trained and has the respective weights in the green boxes and outputs the
score given in the blue box, the output layer, given the probability that it is likely
an ‘e’ following the h. This is seen in the blue box on the left. The green number
corresponds with the binary one-hot encoding. It gets interesting at the input of
the second ‘l’, where the language model predicts not the same letter as outcome
(‘l’) but the ‘o’, based on the RNN property of sharing the earlier inputs.

2.1.5 Long short term memory

Introduced by (Hochreiter & Schmidhuber, 1997), LSTMs are a solution to a short-
coming of RNNs. Long-term dependencies cannot be captured by RNNs, where
long short term memory (LSTM)s are able to. While the idea is broadly similar,
the LSTM network is designed to have a stable connection between all LSTM units,
better at storing information from the other units and updating is only subtle. For
example, (Howard & Ruder, 2018) used an LSTM for their, at that time, SOTA

2http://karpathy.github.io/2015/05/21/rnn-effectiveness/
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language model. Note that this is only going from left to right and LSTMs are not
bidirectional by definition.

2.1.6 Bidirectionality

Sharing information from earlier inputs has shown value in RNNs and LSTMs.
However, what if you could learn from the later input? Bidirectionality was added
to share information not only from left-to-right, meaning earlier input, but also from
right-to-left (later input). Therefore, the neural network training can be done by
using two neural nets that are in opposite direction and that ‘combine’ the two
outcomes (M. Peters et al., 2018).

2.1.7 Transformer

The transformer is unlike LSTM, not a descendant of the RNN architecture, but
works in a different kind of way. The transformer is the work of Vaswani et al.
(2017). Below, in figure 2.3, there are two parts to a transformer, namely the
encoder (denoted by the left Nx) and the decoder (the right Nx). The input is
already different from the RNN and LSTM architecture, whereas the encoder is fed
the entire sentence in contrary to only a word (or character as in Akbik et al. (2018))
in an RNN. The sentence is given an input embedding together with a positional
encoding of each word. This is necessary in order to know where the words are in
a sentence. The next step is the attention mechanism. Without going into much
mathematical detail, the encoder creates key-value pairs that are remarkable to the
sentence and gives those to the decoder. To simplify this, for every word in the
sentence, a score is calculated that captures the importance of that word to the
word in question and a matrix is created. The decoder has output embeddings that
formulate what is needed from the input. For example, a LM task where the decoder
has the previous word of the sentence as the output embedding and the next possible
word as the input embedding. The decoder stack does the same trick for the output
embedding, finding the remarkable part of the sentence until now, and passes this
to the combining Multi-Head Attention block (With the arrows coming from the
encoder). Here, the output with the remarkable parts of ‘queries’ for the possible
input and the attention block looks for a key-value pair input embedding that would
fit the task. This gives back some options and creates an output probability for the
next word in the sentence. Transformers work well for NLP because unlike RNNs,
transformers suffer less from great path-lengths on long range dependencies and can
work in parallel (Vaswani et al., 2017).

2.2 Natural language processing state of the art

To elaborate on different techniques in order to understand written text, an exhaus-
tive list of techniques will be discussed below. The focus will lie on the high-level
functioning of the techniques, without diving too much into the math behind. The
explanation will be detailed nevertheless. These explanations are mostly based on
their own published articles and documentations.
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Figure 2.3: Transformer model architecture (Vaswani et al., 2017)

2.2.1 Word2vec

Word2vec, released in 2013, is a product out of the Google research lab where a
breakthrough method was developed on creating a high-quality distributed vector
representations in an efficient manner (Mikolov, Sutskever, et al., 2013). The idea
is not new, whereas Collobert and Weston (2008) already proposed using a feed-
forward neural network to learn word embeddings. For Mikolov, Sutskever, et al.
(2013), the focus lies on the skip gram model, an architecture leveraging a neural
network for learning word embeddings. In an earlier paper two new models have been
introduced to learn word representations of large datasets, namely continuous bag-
of-words (CBOW) and continuous skip-gram (Mikolov, Chen, et al., 2013). What
makes this technique special, is the efficiency on learning word representations from
large datasets and therefore an enabling technology for pre-trained word embeddings
(Mikolov, Sutskever, et al., 2013).

Continuous Bag of Words

The CBOW architecture uses a feed-forward neural net (RNN) language model to
essentially predict the target word based on the surrounding words. A projection
layer averages the vectors of the surrounding words and uses this to predict the
target word. Mikolov, Chen, et al. (2013) found that given the four words before
and four words after the target word, the classifier would perform best in relation to
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the increasing computational complexity. Figure 2.4 (left) shows a diagram of how
CBOW works.

Figure 2.4: CBOW and Skip-gram architectures (Mikolov, Chen, et al., 2013)

Skip-gram

Skip-gram shares it similarity with the CBOW architecture mentioned above, but
uses the current word in the sentence to predict the context. Every prediction is
added to a log-linear classifier to predict words before and after the current word.
Similar to CBOW, increasing the range of words that are predicted by the current
word, improves the quality of the word vector but also increases the computational
complexity. To account for the loss of relatedness of words that are further away
in the context to the current word, the weight of surrounding words is higher than
words that have a position further away in the context (Mikolov, Chen, et al.,
2013). Figure 2.4 (right) shows the model architectures skip-gram. What Mikolov,
Sutskever, et al. (2013) finally makes the wide adopted Word2Vec model are the
following extensions;

• Subsampling of frequent words during training results in speedup and improves
accuracy of less frequent words.

• - Additional use of phrase representations on top of word representations.

For training on large datasets, frequent words like “the” and “a” will very un-
likely provide a meaningful relation with other words. To account for this, Mikolov,
Sutskever, et al. (2013) use a simple subsampling formula (1 – the root of an arbi-
trary threshold divided by the frequency of the word) to discard the words whose
have a frequency greater than an arbitrary amount, without losing the ranking of
frequencies. This method has been found to accelerate the learning of the vectors
and improve accuracy on rare words. For the optimization of word- to phrase rep-
resentation, the decision fell on a simple data-driven approach. A large number of
those phrases were identified and then used as individual tokens during training.
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2.2.2 FastText

Bojanowski et al. (2017), working together with the first author of the Word2Vec
model, pushed the performance of word embeddings with Fasttext, an improved
architecture developed at Facebook. The initial release was in November 2015.
When taking into account the Word2Vec technique, every word in the vocabulary
is represented by a distinct vector.

However, many languages have many word forms like French verbs or Finnish
nouns (Bojanowski et al., 2017). When these different word forms occur rarely in the
training corpus, the model will not gain a thorough understanding of the language,
and therefore make it difficult to learn good word representations.

Bojanowski et al. (2017) propose a solution by leveraging character information
to possibly improve vector representation. This is done using character n-grams,
and using these n-grams to represent words as the sum of the n-gram vectors. Note
that this is an extension on the skip-gram model from Bojanowski et al. (2017).

For learning words, there are n-grams created from the words. An n-gram can be
seen as an arbitrary part of a word. Bojanowski et al. (2017) use the example of the
word “where”, where the word is represented by character n-grams of n = 3 including
the full word. This results in the following representation of the word “where”: (wh,
whe, her, ere, re) and (where). These are converted to vector representations and
finally summed to create the final vector representation of the word “where”.

As expected, this extra step has influence on the performance of the model. In ex-
perimental setup, the FastText model performs approximately 1.5x slower than the
skipgram baseline on English data. (105k words per second per thread vs 145k/words
per second per thread) (Bojanowski et al., 2017).

Out of vocabulary words

What makes Fasttext even more interesting, is the ability to overcome the problem
of out-of-vocabulary (OOV) words. The model is capable of creating word vectors
for words that do not appear in the training set by using the n-grams vector rep-
resentation that the word consists of and simply average those. Bojanowski et al.
(2017) show using synonyms that a vector representation can be built on the n-grams
of the OOV word that is roughly similar to the synonym. Bojanowski et al. (2017)
use as examples microcircuit and chip, rarity and scarceness, where one word is in
the training set and the other is not. This also indicates that prefixes and suffixes
can be ignored for words that are not found in the vocabulary (Bojanowski et al.,
2017).

2.2.3 GloVe

From the Stanford NLP group, mostly known for their widely used, integrated NLP
toolkit Stanford CoreNLP, the GloVe model is introduced (Pennington et al., 2014).
GLoVe differences from the other models by using both global and local statistics
of the training corpus (Pennington et al., 2014). As described above, statistical
methods over whole corpora have been standard for many years before Word2Vec.
Methods like latent semantic analysis (LSA) and other matrix factorization methods
create matrices of rows of words and columns of documents where words occur in
context of another given word (Pennington et al., 2014). This is missing in the
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Word2Vec model where only the surrounding words are used to predict the word in
question (Pennington et al., 2014).

To explain the GloVe model, the researchers illustrate the relationships between
words with the following example. Having the following words; ‘ice and steam’
with the following co-occurring words; ‘solid, gas, water and fashion.’ If we give a
probability to the different words ‘ice’ will be related to ‘solid’ and ‘water’, minimal
with ‘gas’ and not with ‘fashion’. For ‘steam’, this will be related to ‘gas’ and
‘water’, minimal with ‘solid’ and not with ‘fashion’. As we can see, both words are
related to ‘water’ and have a higher co-occurrence with their natural state than the
opposite. When measuring the ratio between ‘ice’ and ‘steam’, a ratio close to 1
will depict a strong relationship between those words. In the example, this will be
for ‘ice’ and ‘steam’ on water.

Unlike the very different approaches both Word2Vec and GloVe have, the per-
formance is similar. The authors from GloVe claim that they can train faster and
reach higher accuracy on a word analogy task, but without tuning the parameters
of the Word2vVec model (Pennington et al., 2014).

2.2.4 ELMo

Deep contextualized word presentations are worded first by M. Peters et al. (2018).
The researchers from AllenNLP use a deep bidirectional language model (biLM)
to learn word vectors, opposed to the RNNs used in Word2Vec and FastText (Bo-
janowski et al., 2017; Mikolov, Sutskever, et al., 2013). This means that a left-
to-right and a right-to-left LSTMs representations are concatenated. ELMo uses
sentences as input as opposed to phrases, words or characters in earlier papers (M.
Peters et al., 2018). The word representations are then computed on a two-layer
biLM, altered by Jozefowicz et al. (2016) to have the most potential for a language
model on large corpora and vocabulary sizes. M. Peters et al. (2018) argue that
after pre-training the model, the weights of the model can be altered for a specific
downstream task to perform best. The researchers found by exposing all the internal
layers of the biLM, the word representations are deep.

M. Peters et al. (2018) give the example that the higher-level LSTM captures the
context-dependent aspects of the words, while the lower levels have more syntactic
qualities. ELMo representations are found to improve well on the SOTA (at that
time) in all the different downstream NLP tasks and easy to integrate in NLP
pipelines (M. Peters et al., 2018). Furthermore, ELMo shows domain transfer,
learning domain-specific information by fine tuning the biLM on domain specific
data that leads to increased downstream task performance (M. Peters et al., 2018).

2.2.5 ULMFiT

Universal Language Model Fine-tuning, or ULMFiT for short, is a transfer learning
method to effectively train models for a wide array of NLP tasks (Howard & Ruder,
2018). The model uses a LSTM without additional features, but distinguishes itself
on the fine-tuning method. Howard and Ruder (2018) claim to “significantly out-
perform” SOTA models and need only a fraction of labelled examples to effectively
fine tune on downstream tasks.

Howard and Ruder (2018) took inspiration of the field of Computer Vision to
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create a transfer learning method aimed at NLP tasks. The ULMFiT method con-
sists out of three stages, namely the language model pre-training, the language
model fine-tuning and the classifier fine-tuning. The first stage is training the lan-
guage model on a general domain, large dataset to ingest the properties of language
(Howard & Ruder, 2018). The second stage is the fine tuning of the language model
to the target task. Taking the target dataset, the language model is trained on this
to gain a better understanding the task at hand. The last stage is the classifier
fine-tuning. Here the pre-trained and fine-tuned language model is used to get a
distribution of output probabilities to finally classify the input (Howard & Ruder,
2018).

The results of the experiments show that the model outperforms the SOTA sig-
nificantly for different corpora and shows for supervised learning that a fraction of
labelled examples are needed to match performance (Howard & Ruder, 2018). Fur-
thermore, Howard and Ruder (2018) show that pre-training helps more on smaller
to medium size datasets, ULMFiT fine-tuning works best on large datasets and that
the ULMFiT classifier is the only classifier that shows excellent performance on all
datasets.

2.2.6 Flair

German based research from the company of Zalando have had an character-level
approach for a RNN model (Akbik et al., 2018). Where other models focus their
LM on word levels, while still using character-level features nevertheless, contextual
string embeddings are formed by only learning to predict the next character based
on the previous characters. The Flair model’s properties are that firstly, the model
is trained without the notion of what a word is and secondly, given a context by
the surrounding text, therefore having a different embedding based on when in a
different context (Akbik et al., 2018).

This results in a model that is able to train on large, unlabelled corpora and shows
to learn word meaning in context and produces different embeddings for different
context. An upside from a character level approach is the ability to better handle
misspelled words as well as gain an understanding of sub-word structures like pre-
and suffixes (a big deal in the German language, home to Zalando) (Akbik et al.,
2018).

Finally, this model (at the time) performed very well on sequence labelling and
NER, posting the SOTA scores on these benchmark tasks (Akbik et al., 2018).
The difference between character-, word- and sentence level model performance is
not clear and therefore still cannot be concluded what model is superior. Figure
2.5 shows the character language model in combination with a sequence labelling
model, in order to create NER tags based on concatenated character representations
of words.

2.2.7 GPT

Generative Pre-Training (GPT) is developed by Radford and Salimans (2018) from
OpenAI. The goal was to develop a model that is a combination of unsupervised
pre-training and supervised fine-tuning, while the model contains a universal rep-
resentation with little adaptation for various downstream tasks. The model uses
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Figure 2.5: Flair neural network architecture (Akbik et al., 2018)

Figure 2.6: GPT showing the multitude of tasks it can be fine-tuned on (Radford
& Salimans, 2018)

a left to right transformer that trains on a large text corpus. After training, the
pre-trained parameters are adapted to the downstream task. The labelled inputs
are passed through the pre-trained model and consequently the parameters are fine-
tuned to the task at hand. Input can vary between task, where figure 2.6 displays
the differences between different inputs. Multiple analyses show that the fine-tuning
of the model increases accuracy and performance of the model.

2.2.8 GPT-2

GPT-2 is an extension on the model named above GPT by Radford et al. (2018).
The researchers argue that language modelling has found its way to perform well on
a specific task, but do not generalize well. Therefore, GPT-2 is a demonstration of
a model that performs well on downstream NLP tasks in a zero-shot setting. This
means that after pre-training, the model parameters or model architecture is not
altered. This model achieved SOTA on seven of eight language modelling task for
zero-shot tasks. GPT-2 is more known for the arbitrarily withholding the models
because the models deemed to be too close to human written text and therefore a
threat to society. Finally, the models were still released3.

3https://openai.com/blog/better-language-models/
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2.2.9 BERT

Bidirectional Encoder Representations from Transformers (BERT) stands for and
is developed by Google (Devlin et al., 2018). BERT has the same approach in a
biLM to predict the word as M. Peters et al. (2018), however it uses a masked
language modelling (MLM) training procedure through a transformer architecture.
This procedure means that randomly, words are masked in the input where the
objective is to predict the masked word. Devlin et al. (2018) argues that unlike left-
to-right language models, the transformer architecture enables the representation to
combine the left and right context to train the model through MLM. Combined, a
next sentence prediction task is added to train text-pair representations.

The BERT framework consists out of two parts, the pre-training and the fine-
tuning of the model. Pre-training is the training over unlabelled data and fine-tuning
is using the pre-trained parameters where after the parameters are fine-tuned in a
supervised manner after using labelled data from the downstream task (Devlin et al.,
2018). Unlike ULMfit, there is almost no change to the model except from changing
the input and outputs of the BERT model (Devlin et al., 2018; Howard & Ruder,
2018).

Figure 2.7 displays this as on the left the pre-training objective, where unlabelled
sentence pairs are trained using MLM. The pink blocks depict the tokens including
separators and CLS (masked) tokens. The yellow blocks show the embeddings, that
live in the blue block, the neural network. The green blocks are the values for every
embedding after being processed through the transformer.

Finally, the output layer differs for the pre-training and fine-tuning phase and
every fine-tuning objective itself. For example, in figure 9 the outputs for MNLI,
NER and SQuAD have different classifiers. Only this changes and the pre-training
and model stays exactly the same.

Figure 2.7: GPT showing the multitude of tasks it can be fine-tuned on (Radford
& Salimans, 2018)

2.2.10 RoBERTa

A joint research from AllenNLP and Facebook have resulted in the paper and model
RoBERTa (Liu et al., 2019). By running a replication study, the researchers found
that BERT was “significantly undertrained and can match or exceed the perfor-
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mance of every model published after it” (Liu et al., 2019). Furthermore, the re-
searchers have made some tweaks and changes to the training procedure and used
more data to train their own model; RoBERTa. This results on SOTA results on
GLUE benchmark and two other benchmarks.

2.2.11 XLnet

Where BERT achieved SOTA performance on using ‘real’ bidirectional context, the
researchers from Carnegie Mellon University found a way to improve upon BERT
with XLnet (Yang et al., 2019). By leveraging autoregressive (AR) language mod-
elling, estimating the probability distribution of a text corpus with an AR model,
XLnet succeeds in incorporating AR language modelling into a SOTA model com-
petitive with BERT (Yang et al., 2019). An AR model is a feed forward model
wherein the context of words earlier are used to predict the next word. GPT and
GPT-2 are also AR models (Radford & Salimans, 2018; Radford et al., 2018).

Yang et al. (2019) argue that BERT suffers from the pretrain-finetune discrep-
ancy. This is due to the MASK-symbols that are used in the MLM of BERT are
missing in the fine-tuning task, therefore the pre-training is not representable for
the fine-tuning phase. Additionally, BERT assumes that the predicted tokens are
independent of each other, therefore simplifying natural language where there could
be a dependency between two masked words (Yang et al., 2019).

Furthermore, there is a fixed range on dependencies where the range might be
exceeded. XLnet uses Transformer-XL in their model architecture to solve this
problem. Transformer-XL uses segment level-recurrent mechanism to capture the
hidden state during training and reuses it on the next segment, therefore not losing
long range dependencies. A constraint of XLNET is that an AR model only can
feed the context one way. This means that the words in front of the to-be predicted
word can be used as context, or backwards, where the words after the to-be predicted
words are used as context.

2.2.12 T5

The T5 model, as of the end of October 2019, is the best performing model on the
SuperGlue benchmark (A. Wang, Pruksachatkun, et al., 2019). T5 is a paper by
Raffel et al. (2019) where a unified transfer learning approach is researched to gain
a better understanding and push the current limits of the field. The definition of
transfer learning given by Raffel et al. (2019) is the following; “Where a model is first
pre-trained on a data-rich task before being fine-tuned on a downstream task.” The
researchers argue that the advances of transfer learning are robust due to the massive
amount of unsupervised training data that is available (20TB of data every month
by common crawl), pre-training objectives, benchmarks and fine-tuning methods.

The Text-to-Text-Transfer-Transformer, or T5 for short, approaches an NLP task
as a text-to-text problem. For the input text, there must be an output text. The
text-to-text framework applies the same model, objective, procedure and decoding
process to every task. This way, the effectiveness of different transfer learning ob-
jectives, datasets and other factors can be learned, while making progress to push
the limits of transfer learning in the following ways: scaling up models and datasets
(Raffel et al., 2019).
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The model is based on the transformer architecture, where an encoder and de-
coder form the main components of the model (Vaswani et al., 2017). The model
itself has minor changes in comparison to the transformer architecture. The model
trains like BERT’s MLM by corrupting 15% of the input tokens and let the model
come up with the right one.

This paper is not only meant to create a SOTA framework, but is also interested
in making a comparison of the current techniques, where the field stands and where
it should go. Of course, the model is the biggest yet (11 billion parameters) and a
new dataset is introduced (Colossal Clean Crawled Corpus).

2.3 Interpretation and visualization

Word representations are highly dimensional, for example a 300 (Mikolov, Sutskever,
et al., 2013) to a 768 (Devlin et al., 2018) dimensional vector space. Analysis
of word (and therefore interest) similarity will be difficult where dimensionality
reduction can be a solution. principal component analysis (PCA) (Wold et al., 1987)
and t- Distributed Stochastic Neighbor Embedding (t-SNE) (Van Der Maaten &
Hinton, 2008) are two techniques that can help with interpretation and visualization
of data through dimensionality reduction. More recently, the Uniform Manifold
Approximation and Projection (UMAP) (McInnes et al., 2018) method has made
is its name through the use in the fields of cell biology, machine learning and social
sciences. UMAP is comparable to t-SNE but converges quicker and better preserves
global structure of the data, resulting in a better ‘big picture’ of the data. The
most compelling argument to use UMAP is the implementation of cosine distance,
a non-metric distance function especially designed for word vectors.

For the visualization of the data, Tensorboard4 and Visdom5 are widely used
interactive visualization packages. Both are aimed at visualization tooling for ma-
chine learning experimentation. Both these packages seem an option to use for the
data visualization of the model outputs, word representations and topic models from
this thesis. A newer alternative would be streamlit6, a python package to deliver
interactive machine learning applications in a straightforward manner.

2.4 Conclusion

To conclude this chapter, from the perspective of different pre-trained models that
are available and are or have been SOTA, the field of NLP has been taken various
steps to better understand natural language and capture this in a pre-trained model.
For this thesis, the question is how the models perform on the Dutch interest data
to form vector representations and how well the models can ‘understand’ contem-
porary language of Dutch adolescents. The models provide the foundation for the
analysis of the interest and therefore an integral part of this research. The better
the representation of the Dutch language in the models, the better the performance
on the downstream task will be.

4https://www.tensorflow.org/tensorboard
5https://ai.facebook.com/tools/visdom/
6https://streamlit.io/
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Finally, another aspect is the usability and adaptability of the models and
the available tools and workflows for incorporating the desired model into a NLP
pipeline. This ranges from the adaptability of the model to the target domain to
serving the results from the models to the end-user in a user-friendly interface.
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Chapter 3

Method

This chapter presents the method used to choose, test and evaluate NLP models
for the analysis of Dutch interest data. The rationale of the model’s selection based
on their unique properties is described in section 3.1. Secondly, The model baseline
tasks for comparing the models on two downstream tasks is written in section 3.2.
The model fine-tuning for leveraging transfer learning is described in section 3.3.
Section 3.4 describes the qualitative method and the experimental setup for this
integral part of the research. Lastly, section 3.5 is a description of the steps taken
in creating the tool.

Where the different possible NLP models are explained theoretically in the last
chapter, this chapter will focus on the usage of these models in a more practical
setting. Researchers all over the world have been focusing on finding better methods
to master NLP. To compare, standardized tests such as the Glue benchmark (A.
Wang, Singh, et al., 2019) are used. A general remark for the current SOTA is ‘the
bigger, the better’ (Raffel et al., 2019). Since the inception of transformer-based
models (Vaswani et al., 2017), the basis does not evolve drastically, only the size of
the number of parameters in the model grows (Sanh et al., 2019).

The downside to this, is testing the overall applicability of this model in real-
world cases. While a model can work well on a test dataset for a ‘standard’ task,
how does this translate to a more real-world experience? In order to find out, four
models were chosen based on their unique properties in combination with their native
Dutch training. The rationale for the Dutch training is the results of in the paper
of de Vries et al. (2019), where the research shows it outperforms the multilingual
trained BERT model (Devlin et al., 2018). The premise of being fully trained on
a language instead of 104 different languages is also a logical choice. The different
model’s properties are important to link to the nature of the text, which in theory
should make a difference in capturing the meaning in the model’s representations.

In summary, the method will firstly consist of baseline tasks to create a common
ground. Secondly, it moves to the quantitative similarity tasks in which the models
will be trained and tested on. This will give insight in what model can perform
best on a general NER and sentiment analysis. Thirdly, a fine-tuning step will be
performed, for the models that allow, on web- scraped Reddit1 data. The fine-tuned
models will be tested on more qualitative tasks, to see which models performs best
on more refined interest relation and embedding quality. In figure 3.1 below, an
overview of the models, model adaptions and tasks are shown.

1https://reddit.com
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Figure 3.1: the model evaluation method

3.1 Model selection and rationale

The model selection is a process that takes into account not only the SOTA models,
but also models that are expected to have good performance based on the target
data. To tie this into our case, a short description of the data and data gathering
process is described below.

The data gathering is done through an ESM method. This means that subjects
fill out forms multiple times through the day, for 7 days in a row. In this case, this
is every two hours, for a week. The subject answers three open questions; ‘Interest
name’, ‘What was interesting about it?’ and ‘Why was it interesting?’. This results
in event data with thousands of rows with different interests and their descriptions.
The subjects are adolescents and the text fields are free, so there is no correction in
language use and the fields contain colloquial Dutch.

The nature of the data is important for choosing the right model, since the
model has to be able to handle the nature of the data well in order to perform. All
the models chosen have their (dis)-advantages and provide a complete overview of
different architectures and input types.

Due to the short nature of the data, interests are described most of the time in
only a few words. The case could be made that sentence encoders (transformer-based
architectures such as BERT and RoBERTa) will not work well. However, using the
extra text fields that give a rationale for the interest, the combination of sentences
would be ideal for the sentence-based models. Word embeddings for word-based
data sound like a good combination. However, while a five year old method sounds
new, in the field of NLP this is relatively old. Because these word embeddings do
not take into account the context, interests could very well be represented poorly.
A character-based model could be a solution to misspellings and underrepresented
word forms, due to the architecture of the model that uses the surrounding characters
as context. The big question is; can a character-based model without the notion of
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words and sentences understand interests?

Taken into account the aforementioned variables, four models are selected for the
comparison. These models are chosen since they are pre-trained on Dutch corpora
and differ in the input and architecture. The three methods all have their pros and
cons, have stood the test of time or are the current SOTA on many downstream
tasks.

First off, the selection off FastText (Bojanowski et al., 2017) will give an idea
what the performance is of the ‘traditional’ pre-trained word embeddings that has
lighted the NLP fire back in the beginning of the 2010’s. The OOV functionality
of the FastText embeddings are able to handle misspellings and variations that will
hopefully yield good results on the target domain.

Secondly, the character-based model Flair (Akbik et al., 2018) has shown SOTA
performance on the NER task while other institutions were focusing on making
whole sentence encodings work. With the notion of a contextualized, character-based
model, it completely differs from word- and sentence models while maintaining the
ability to capture linguistic concepts such as words, sentences and even sentiment
(Akbik et al., 2018).

Finally, transformers have changed the architecture of pre-trained models indef-
initely and show this will yield the most performance-wise (Vaswani et al., 2017).
Therefore, the inclusion of BERT (Devlin et al., 2018), the first-mover of all the
sentence-based pre-trained models, is an inclusion that would be self-evident. Fi-
nally the addition of the RoBERTa model, which is also uses transformers (just as
BERT but differs on slightly which improves overall scores on downstream tasks (Liu
et al., 2019). To expand on the four chosen models, the four models are described
in more detail in combination with their respective implementation and framework
used.

For the FastText model, the model will live in the Flair framework (Akbik et
al., 2019). This framework gives easy access to loading different kinds of word
embeddings in different languages. For the FastText model, a model created by
FastText itself is used, trained on Dutch Common Crawl and Wikipedia. This
results in embeddings of dimension 300.

Just as FastText, the character embeddings live in the Flair framework. The Flair
embeddings, based on Flair, have been trained on Wikipedia and Dutch version of
OPUS, a multilingual open corpus (Akbik et al., 2018). The flair embeddings are
actually a combination of two models, namely a forward- and backward model. This
results is combined and projected to a dimension of 512.

For the other two models another framework is used, namely HuggingFace’s
Transformers (Transformers) (Wolf et al., 2019). This library is a high-level API
to all sorts of transformer based models. Users can share their own models. The
Dutch implementation of BERT, called BERTje (de Vries et al., 2019), is initialized
through Transformers. BERTje is a transformer-based, sentence-oriented model
with a dimension embedding of 768. BERTje is trained on a composition of 5
different datasets, combining into 2.4 billion words and a size of twelve GB of text
(de Vries et al., 2019).

The last model is RobBERT (Delobelle et al., 2020). RobBERT is based on
the RoBERTa architecture and closely related to BERT. RobBERT has shown
promising results in downstream tasks where it outperformed BERTje. The training
procedure is slightly different and the data for pre-training differs. The dataset used
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for RobBERT is the Dutch section of the OSCAR corpus, consisting of 6.6 billion
words and totaling in 39GB of text (Delobelle et al., 2020).

To summarise, table 3.1 contains the model names, accompanied with their input
type, architecture and the corpus trained on.

Model name Input type Architecture Trained on

FastText Word-based RNN Wikipedia/Common
Crawl

Flair Character-based Forward and
backward RNN

OPUS

BERTje Sentence-based Transformer Books, TwNC,
SoNaR-500,

Wikipedia, Web News
RobBERT Sentence-based Transformer OSCAR

Table 3.1: An overview of the input type, architecture and pre-training datasets

3.2 Model baseline tasks

To create an overall assessment of the different NLP models, two baseline tasks are
identified, trained on and evaluated. The first baseline task is the CoNLL 2002
NER task (Tjong Kim Sang, 2002) where the model has to recognise four entities.
The entities are person, location, organization and miscellaneous. The dataset is
provided through the Flair framework, including the code to run this task for both
the Flair and FastText embeddings. The training runs for 50 epochs, a full cycle over
all the training data, while the other hyperparameters are kept at standard. The
transformer models are trained for the same amount of epochs in the Huggingface
transformers framework.

The second task is a sentiment analysis binary classification task on the 110k
Dutch Book Review Dataset (110kDBRD)2. The dataset consists out of 110 thou-
sand book reviews scraped from Dutch book review website Hebban3. A balanced
training subset of more than twenty thousand reviews is trained, followed by a ten%
test set to evaluate the model. After training for four epochs, the model is tested
on the test set and the MCC score is calculated. MCC is a widely used metric when
using imbalanced data in different fields, originating from bioinformatics (Matthews,
1975). This metric has been used for downstream task evaluation for NLP models
such as CoLA4 (A. Wang, Singh, et al., 2019).

3.3 Model fine-tuning

To adapt a pre-trained model, language model fine-tuning methods are used in order
to leverage transfer learning. Given a corpus, a model can be fine-tuned by using
the training objective that is also trained with for the pre-training. Both Flair

2https://github.com/benjaminvdb/110kDBRD
3https://www.hebban.nl/
4https://nyu-mll.github.io/CoLA/
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and Transformers have fine-tuning capabilities, FastText however, has not. For the
language model fine-tuning, the presets have been used given by the example code
of both frameworks.

For the corpus to train the model on, Reddit has been used as source. Reddit
is a social news website where people can post links, text, photos, videos and more.
Under these posts people can reply, debate and comment on the posts. Reddit
is popular under a large audience, especially adolescents. Reddit consists out of
subreddits, a kind of hierarchy of subjects. Because the aim is to gather Dutch text,
the subreddit ‘/r/thenetherlands5’ is used as source. The subjects on this subreddit
are all related to the Netherlands and in Dutch. People post news articles to discuss,
post pictures or ask questions.

To create the corpus, Python Reddit API Wrapper (PRAW)6 has been used.
The top 1000 posts have been selected and from these 1000 posts, all the comments
have been collected to form the corpus. Minor edits have been done to the dataset
such as removing hyperlinks, deleted and empty comments. This results in a dataset
of over 70.000 comments.

3.4 Domain specific tasks

In order to test and compare the different models on the quality, three different
experiments will be conducted.

1. A newly-designed test that will be used in order to assess the quality of the
embeddings of the different models.

2. A retrospective, blind test that will be executed where over a larger set of
interests where the distribution and clustering of interests will be analysed.

3. A test that measures the relationship between different sports, musical instru-
ments and middle school classes.

For the first two tests, interest data from the ERC research is used in order to
make sure that the results of the experiments reflect the same environmental vari-
ables as the models would face in practice. For the third test, data from Wikipedia
categories is used.

3.4.1 Triplets analysis

The goal of the first experiment is to see if the model interprets interests in the
same way experts do. For the first test, the method of the experiment is as follows.
The data consists out of 100 samples. one sample consists out of three interests,
forming a triplet. The three interests are embedded by the model and returned.
To see if the model understands the different interests, the relative similarity of the
embeddings is calculated, using cosine similarity7. The closer the cosine similarity
score is to one, the more similar the interest are. For example, the three interests in
the hypothetical triplet are football, golf and watching tv. Both football and golf are

5https://www.reddit.com/r/thenetherlands/
6https://praw.readthedocs.io/en/latest/
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a sport, so those two interests will be relatively closer together than the similarity
score that football-watching tv and golf-watching tv. Arguing that football is on tv
more often than golf and is watched by a larger audience, the similarity of football
and watching tv is relatively higher than golf and watching tv. We got a classification
of these three interests now. Table 3.2 shows a representation of how the similarity
scores are depicted from the hypothetical example above.

Interest football golf watching tv
football 1 0.75 0.5

golf 0.75 1 0.25
watching tv 0.5 0.25 1

Table 3.2: Interest similarity matrix

This classification is done for the 100 triplets. The example from above is rela-
tively simple to do, but if the randomly chosen interests are not evidently similar,
it can become quite hard to make a classification of relative similarity. Therefore,
a structured process is created in order to classify the interests. The experts have
created a 7-dimensional interest relation classification form to score the relation
between interests on different aspects. The triplets are created by the experts sep-
arately and later on discussed until agreement of the scores. The full form is in
appendix B. The interest’s relations are evaluated on the aspects in table 3.3 below.

Name Explanation

Time: rhythm and
regularity

When the interests are time bound, are these
comparable to the notion of regularity?

Specificity of
knowledge and skills

When there is knowledge and skill needed, are these
comparable?

Societal knowledge of
phenomenon

When societally known, are the interests the same in
the matter of culture and history? Both on a micro-

(inside the two interests) and macro level (for a
broader audience that share culture and history)

Material comparability When materials are needed to practice the interest,
are these materials comparable?

Geographical
comparability

When bound to a physical or digital space, are these
comparable?

Social necessity and
social nature

When bound to someone else, how comparable are
these people?

Link to institutions When bound to institutions, how comparable are
these?

Table 3.3: The dimensions used by the experts for assessing the relation between
two interests

Finally, the classification of the models is compared to the classification of the
experts. To measure the ranking of the relative interests, there are three groups.
Interest classification done totally correct, so all interests correlations are ranked

7https://scikit-learn.org/stable/modules/metrics.html#cosine-similarity
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correctly. Secondly, ranking where only one interest correlation ranking is correct
of the three. Finally there are the rankings that are totally incorrect. To inspect
further, a set of triplets in the expert scores are chosen. These triplets are compared
on ranking, but also on the correlation scores to see if there are notable differences
between expert and model evaluation, but also between fine-tuned and non-fine-
tuned models.

3.4.2 Inductive interest analysis and clustering

To move to the second test, the goal changes to a more broader approach to interest
analysis and how the interests relate. Where the first test looked and individual
samples where three interests were inspected closely, this test looks at the big picture
where the structure of hundreds of interests are investigated.

The second test is a blind test where experts get a two-dimensional plot of all the
unique interests that occur in the data gathering period for one school. The interests
are not altered, only embedded by the different models. In order to bring back
the highly-dimensional data that is returned from the models to a two-dimensional
plot, UMAP is used (McInnes et al., 2018). The plots are filled with annotated
data points. The plots are interactive, meaning there is the option to zoom in/
out, making sure the researchers can inspect the plot thoroughly. Furthermore, the
researchers are also provided with an unsupervised clustered set of interest, using
HBDSCAN (McInnes et al., 2017).

While investigating the plots, the researchers are given the task to take into
account the distribution of the interests, looking for a structure of related inter-
ests grouped together, recognising overarching practices or the odd one out. Using
the different plots and comparing the different structuring, the desire is to better
understand the semantic connections the models make.

Additionally, the researchers are also provided a spreadsheet with a list of the
different clusters and outliers (appendix C). The researchers have to name the
clusters and see if the clusters have interests that do not belong to the cluster.
Furthermore, the experts describe what they think the factor is that the cluster is
based on. Lastly, the list of outliers is inspected in order to see if the outliers do
not fit into one of the clusters. The naming of the clusters is conducted in order to
indicate the coherence of the clusters and the possible outliers that can adhere to
this cluster.

3.4.3 Deductive interest analysis

The third and last test is investigation of the ability to categorize words correctly.
For this categorisation, the Dutch Wikipedia category tree8is used. Different cate-
gories are sought out and embedded. The hypothesis of this test is the following:
Given the category-names and children of the Wikipedia category tree, the children
of the same category should be correlated together. The model is given a set of
middle school courses, instruments and sports. The categorisation is done by only
one set at a time. The spreadsheets used for this analysis are found in appendix F.

To illustrate, the categories are countries and the children are cities. If we have
the Netherlands and Germany as categories and Amsterdam, Utrecht, Maastricht,
Dusseldorf, Berlin and Hamburg as children, one would expect that the Dutch city
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data points will be closer to the Netherlands data point than to the Germany data
point. Same for the German city data points to the Germany data point.

3.5 Tool

3.5.1 From data to embeddings

For converting the text to embeddings, a python notebook is written to embed the
sentences to vectors. As a rough outline, the text, the tokenizer and model are
loaded. Then, one for one, the text will be tokenized, used as input for the model
and the output of the model will be saved to a list. This list will be converted to a
file in order to be used by the visualisation and insight process.

3.5.2 From embeddings to insights

For the visualisation and interpretation of the embeddings, Streamlit is used to
provide an interface. The outline is simple. The user can upload the embedding file
created in the step above. Streamlit will give an overview of the loaded interests
and the user can select different analysis methods to gain insight in the relations
between the embeddings. The user can summon a two-dimensional plot using UMAP
(McInnes et al., 2018) as dimension reduction technique, a correlation matrix and
a heatmap from the correlation scores. The correlation matrix can be saved as a
.csv file in order to further analyse the data. Screenshots of the tool are provided in
appendix E

8https://nl.wikipedia.org/wiki/Categorie:Alles
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Chapter 4

Execution and results

This chapter will describe the execution of the 5 different tests and subsequently
walk through the results from these respective tests. The tests are divided into
the quantitative (section 4.1) and qualitative tests (section 4.2). This yields a dense
chapter with a lot of information. In order to keep the story unscrambled by code and
important but cluttering work, the code is moved to the code repository1. For each
test, the spreadsheets, plots and other figures are moved to the appendix (B,C,F)
that is worded in the section. The interpretation of the results is described in section
4.3 and conclusions are made in section 4.4.

4.1 Quantitative tests

The quantitative part of the tests consists out of two standardized tasks in order to
create a baseline to evaluate the models on. The tasks are described in more detail in
section 3.2. The baseline tasks are only evaluated with the standard, non-fine-tuned
models, since the effect on the model from the fine-tuning will only be indicated by
the qualitative tests where domain data is used. Section 4.1.1 describes the CoNLL
2002 NER task and section 4.1.2 describes the execution and results of the Dutch
Book Review Database (DBRD) sentiment analysis task.

4.1.1 CoNLL 2002 NER task

To state the precise implementation, the models have been trained on the training
set for 50 epochs and scored on the test set. The code of this training task is inspired
on the code provided by the Flair framework2. The scores are expressed in F1-score,
accompanied with precision, recall and the training loss of the model. The scores
are stated in table 4.1, the order based on the F1-score from best to worst.

The F1-score has a scale from 0 to 1 and consists out of the harmonic mean of
precision and recall. The F1-scores all fall between a range of 0.1 difference. For
the precision, this window is only 0.01858. Recall has more spread between low .90
and high .78. The lowest training loss is recorded at 0.0881 and the highest training
loss is 0.7698.

1https://git.science.uu.nl/tvdermeer/thesis
2https://github.com/flairNLP/flair/blob/master/resources/docs/EXPERIMENTS.md
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Model name F1-score Precision Recall Training loss

BERTje 0.90309 0.89961 0.90660 0.0881
Flair 0.87603 0.88088 0.87195 0.1317

RobBERT 0.86372 0.86216 0.86528 0.1091
FastText 0.82795 0.88103 0.78928 0.7698

Table 4.1: Results from the CoNLL 2002 NER task

4.1.2 DBRD sentiment analysis task

For this task, the models have been trained for four epochs on the training set before
being validated on the test set. The execution of the fine-tuning and evaluation is
based on the different sources.345 The scores of the sentiment analysis task are
shown in table 4.2.

The MCC metric has a scale of -1 to 1. A score of 1 is a perfect score, so all the
scores are equal to the test set truth. A score of 0 is equal to random chance. A
score of -1 is total disagreement.

Model name MCC-score

BERTje 0.85072
RobBERT 0.76551
FastText 0.60433

Flair 0.54329

Table 4.2: Results from the DBRD sentiment analysis task

4.2 Qualitative tests

4.2.1 Triplets analysis

Firstly, the interests from the triplets are embedded. This is done with the help of
a GPU on Google Colab6. General purpose packages such as Pandas and Numpy
are used for this process. The interests are put in a list, the model is loaded and
one for one embeds the interests. For the model parameters please see section 3.1.
Please note that the transformer-based models (BERTje, RobBERT and fine-tuned
models), are loaded through the package Transformers. For the Flair, fine-tuned
Flair and FastText model, the Flair framework is used. The embedded interests are
converted to a .csv file, in order to be processed by the next step.

For the test, the triplets need to be rank on the inner similarities between the
triplets. Therefore the similarity score between interest [1,2] [1,3] and [2,3] are
computed using the scikit-learn cosine similarity metric. Now that pairs have a
similarity score, the pairs are ranked from most similar to the least similar pair.
These ranks are compared against the expert evaluations.

3https://github.com/flairNLP /flair/blob/master/resources/docs/TUTORIAL 7 TRAINING A MODEL.md
4https://github.com/huggingface/transformers/tree/master/examples/text-classification
5https://github.com/iPieter/RobBERT/blob/master/notebooks/finetune dbrd.ipynb
6https://colab.research.google.com/

37



Model name Correct Partially correct Incorrect

RobBERT (FT) 29 39 32
FastText 27 47 26

Flair (FT) 24 45 31
Flair 23 43 34

RobBERT 23 43 34
BERTje (FT) 20 46 34

BERTje 17 54 29

Table 4.3: Results from the triplet ranking test. Note that the fine-tuned models
have the FT in the model name

Table 4.3 shows the results of the different models. The columns show the
number of correct, partially correct and incorrect rankings compared to the expert
evaluation. The models followed by the letter FT are the fine-tuned models. The
RobBERT model that is fine-tuned on Reddit texts is performing the best with 29
of the 100 correct rankings. FastText is second, while have less rankings correct it
has more partially correct answers and less incorrect answers. Flair fine-tuned, Flair
and RobBERT are all close together, with Flair and RobBERT scoring the exact
same score. Both the BERTje models have the lowest number of correct scores of
all the models.

4.2.2 Inductive interest analysis and clustering

For this test, the unique interests of one school are used. The number of interests
count up to 455. The unique interests are embedded just as in the first test. The list
with embeddings has to be reduced to a two-dimensional point to be plotted. For
this, the dimension reduction algorithm UMAP (McInnes et al., 2018) is used. The
metric used is ‘correlation’ and a transform seed of 42. Furthermore, the parameters
are left as-is. The interactive plots are made using Bokeh.

For the clustering of the interests, HDBSCAN (McInnes et al., 2017) is used.
However, dimension reduction is first done with UMAP to 50 components, thereafter
HDBSCAN handles the last 50 to two dimensions. This is due to the best practices
described in the documentation of HDBSCAN’s package7.

For the evaluation method, the experts are given a spreadsheet which contains
the clusters and outliers. The clusters are named based on the content, given com-
ments on the good and the bad of the cluster and a score on how coherent the cluster
is. The evaluation is done separately by two experts. Their evaluation is compared
and contrasted. The extensive results from all the spreadsheets are in appendix C.

4.2.3 Deductive interest analysis

For the last analysis, three categories are created. Sports, instruments and middle
school courses. The sports and music instruments are retrieved from Wikipedia
categories. For the music instruments, the names under the Hornbostel-sachs scheme
are used with the names of instruments as children. In order to bring back the

7https://hdbscan.readthedocs.io/en/latest/faq.html#q-i-am-not-getting-the-claimed-
performance-why-not
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number of sports and instruments, a selection was made to make sure the items
are correct and more generally known, so that the item is probably known in the
vocabulary of the model too. The middle school courses are broken down into alpha,
beta and gamma courses.

The models receive the lists of sports, instruments and courses as input and
embed those into the vector representations. The correlation score of these vectors
are computed and a matrix is created to have a comparison to all. The researchers
take a sample that is consistent over all models to check how the instruments and
sports are correlated. For the school courses, all items are checked.

Figure 4.1: three examples of the correlation scores on middle school courses

4.3 interpretations

This subsection is expanding upon the results above. By giving the results more
context, diving deeper into the different analyses and finally make an interpretation
of the results, the goal is a meaningful outcome of the executed work. Section 4.3.1
will expand on the interpretations for the quantitative tests. This is divided into
the CoNLL (section 4.3.1) and DBRD (section 4.3.1) tasks. This is followed by
the qualitative tests, described in section 4.3.2. Again, this is subdivided into the
triplets, the inductive interest analysis and clustering and lastly, deductive analysis.
The conclusions for this chapter are provided in section 4.3.

4.3.1 Quantitative tests

The quantitative tests serve their purpose through comparing the models on a task
that reflects a real-world approach to text analysis and use of real-world data. Spe-
cialized test suites have been developed in order to thoroughly compare and contrast
models on their performance on a wide range of downstream tasks (A. Wang, Pruk-
sachatkun, et al., 2019; A. Wang, Singh, et al., 2019). Unfortunately, these are
ended on the English language and not available in Dutch. On the other hand,
there are Dutch tasks available but fewer (Tjong Kim Sang, 2002) and older, not
testing the full capabilities of LM.

CoNLL 2002 NER task

The models are close in performance on this task, especially in the precision metric,
where the models score between .03 from each other. The difference is made in the
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recall of the models, where the FastText is scoring considerably lower than the other
models. RobBERT scores well in both categories but just a little less than the Flair
model does. On top is the BERTje model with a .9003 score.

Another metric that stands out is the training loss. The training loss is the error
the function has on the training set while training. The lower the training score, the
better the model can fulfil the task on the training set. If the model can generalize
well and does not overfit on the train set, this will result in a high score on the test
set. The FastText model seems to not fit to the test set well and it shows in the
training loss (0.7698). It does not come close to the training losses of the other 3
models. What stands out is that with a higher training loss, 0.1317 to 0.1091, Flair
gets to outperform RobBERT on the test set. It cannot be concluded that there is
overfitting but it can be that RobBERT does not generalize well from the training-
to test set.

DBRD sentiment analysis task

The DBRD sentiment analysis task consists out of sentences that are either positive
(1) or negative (0). Just as the NER task, the models are trained, however for a
significant number of less epochs (50 on NER, four on sentiment analysis). This
is due to the recommendations of the tests setups, where the NER task advices a
maximum of 150 with a patience of 5. Patience means that after five epochs of no
improvement, the model after the epoch with the lowest training loss is used. The
sentiment analysis task only advices four epochs. While training the models on the
sentiment analysis task, training took up to 8 hours to train for the Flair model.

Unfortunately, the output of the models for this task is very brief, only returning
the MCC score. Flair and FastText do have the hardest time to perform in this
task, both scoring considerably lower than the Transformer-based models. The big
difference is the nature of the data, where the task consists of understanding the
sentiment of full sentences. If there is an interplay between words, one could argue
that transformer-based models have an easier time understanding through their
attention mechanisms than through a RNN for both the other models. As a general
remark, the difference in training method can have an influence on the final scores.

4.3.2 Qualitative tests

The qualitative tests have much more room for interpretation. These tests focus on
the quality of the embedding layer of the models and therefore do not return a score,
result or metric. The embedding layer returns a vector representation of the input,
a translation so to say from text to computer-interpretable numbers that can be
used to do computations on. The metric that is used often by the qualitative tests,
is the cosine similarity. A measure that returns a result between 0 and 1 where 1 is
complete similarity, two inputs that are precisely the same, and 0 no similarity.

Triplets analysis

These aspects are ranked from a one (no) to 5 (very much). The average of these
aspects result in a score between one and five that shows the strength of the corre-
lation between the interests. The expert evaluation method creates a right skewed
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distribution of interest correlations. The correlation score distribution of the models
on the hand, is closer to a normal distribution.

Also important to note, the expert evaluation ranking consists of 44 ties. This
means that two of the three scores are ranked equal and therefore the ranking does
not consist out of [1,2,3] but out of [3,1,1] or [1,3,,3]. The likelihood of the models
returning two equal correlation scores is very small and therefore it is safe to say
that there are no equal ranks in the ranking of the models. Therefore, for 44 cases,
the correct prediction cannot be made. The models that return two of the three
interest pairs correct in a triple, that triple is deemed correct.

A comparison of every correlation of every triplet could be done in order to find
out more about the precise nature of the embeddings. This is deemed unfeasible
due to the amount of work that would be created in combination with the other
tests. Therefore the choice is made for a selection of triplets that hold distinctive
properties to see how the models cope with those properties. To dive intp more
detail, six triplets are chosen that are distinctly different and hold a relation in
for example a social activity, a school related subject or a individual activity. The
activities are numbered as in the triplets set, and are shown in table 4.4. Again, the
full triplets analysis can be found in appendix B. For every model, the triplets are
discussed.

To start with the FastText model, it has made only one mistake (No. 80) from
the selected triplets, while all the other models had at least two full mistakes. As
for this model and almost all the other models, it has ’Nieuws’ correlating high with
’Drinken met vrienden’, while to the experts it is given that ’Drinken met vrienden’
and ’Dingen doen met vriendinnen’ is strongly related (a score of 4.29 by the experts,
[1,5]). For FastText, this correlation was strikingly low.

For the RobBERT model, there were two mistakes in the triplets. As mentioned
above, no. 80 was wrong but also triplet No. 5. The experts ranked the ’Video
editen’ and ’Creatief bezig zijn ...’ as the highest ranked interest relation. This is
not shared by the model, that ranks this relation the lowest. The relation of ’Video
editen’ and ’Zingen’ is strong by most of the models, except for the FastText model.

The comparision of the RobBERT model to its fine-tuned counterpart is interest-
ing. The idea behind the fine-tuning is that the model would be better in handling
the interest data. When inspecting the six triplets chosen for this analysis, the
model got a better score on the number of totally correct triplet rankings while the
number of incorrect stays roughly the same (increase of six more correct answers
and two incorrect answers less). The models both have more or less the same incor-
rect answers, but the answers that RobBERT has partially correct, are done totally
correct more often by the fine-tuned RobBERT model. A notable difference when
looking at the correlation scores distribution of the fine-tuned and non-fine-tuned
model is that the fine-tuned model has a greater spread. This is not the case for the
BERT model when it is fine-tuned.

To go into more detail for the BERTje model, the triplet of interest is No. 56. The
experts ranked this triplet with relatively big difference between the interest sets. To
be more precise, the relation between ’Bio-Informatica’ and ’het vak geschiedenis en
scheikunde’ is the strongest (3.57), followed by ’het vak geschiedenis en scheikunde’
and ’Lezen zowel literatuur als manga’ (2). The relation between ’Bio-Informatica’
and ’Lezen zowel literatuur als manga’ is the lowest (1.29). When looking at these
scores, the decision is clear cut. However, when looking at the scores of BERTje, and
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also for the fine-tuned version, the scores are relatively close to each other (between a
range of 0.1). Also, the relation between ’Bio-informatica’ and ’het vak geschiedenis
en scheikunde’ is not curated as high as the experts do. For both the models, the
relation as both beta disciplines are not recognised.

To compare the fine-tuned model of BERTje to the standard BERTje model, the
BERTje fine-tuned model got more answers correct (three extra), but also more an-
swers incorrect (five extra). The correct and incorrect triplets are roughly the same
for both the models. Finally, the distribution difference as seen by the RobBERT
models, is not occurring for this model. Where there is an clear improvement for
the robBERT model by fine-tuning, this is not as clear for the BERTje model.

The models that are left, are the Flair model and its fine-tuned brother. The
scores get better by fine-tuning, but only minimally (one extra correct, three less
incorrect). However, when looking at the incorrect scores for both the models, only
twelve of the 31 are similar. This means that roughly twenty incorrect answers do
not overlap. This is the same for the correct answers, where only ten are of the
23 are the same. This phenomenon can be the product of the fine-tuning heavily
affecting the model where there is previous information lost in the model.

No. Interest 1 Interest 2 Interest 3

3 Films kijken op netflix Serie kijken Toneelspelen
5 Video editen Zingen Creatief bezig zijn, (...)

schilderen en
handlettering

17 Met vrienden chillen Basketball Sociaal doen met
vrienden

23 Informatica School Sporten
56 Bio-informatica Het vak geschiedenis en

scheikunde
Lezen zowel literatuur

als manga
80 Nieuws Drinken met vrienden Dingen doen met

vriendinnen

Table 4.4: The interests used for deeper analysis

Lastly, looking at the distribution of the correlation scores, the range of scores
is roughly the same for both the models. However, the models differ on where the
range is between 0 and 1. The Flair base model has a range between 0.16 and 0.44,
while the fine-tuned model has a range between 0.31 and 0.66. To compare this to
the other models, the correlation scores are typically between the 0.4 and 0.8. When
contrasting the Flair models, the embeddings are effectively getting more similar,
changing the distribution to higher scores.

Inductive interest analysis and clustering

The general conclusion of the experts was that the results were not as expected.
The experts evaluated the clusters as superficial and morphological, not given the
substantive meaning of the embeddings. Clusters are made from similarities in
verb/noun, abbreviation and matching words, not the meaning.

The inductive interest analysis and clustering focuses on more of a production
setting where the simulation of the use of visualization and clustering methods is
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applied. The main driver for using this method is the automated clustering that
takes away the difficult task of creating coherent clusters from all the interests. The
researchers found that doing this by hand, the number and coherence of clusters
could easily change when new interests were introduced. Secondly, the visualization
of interests helps to grasp the distribution of interests and how they relate to each
other.

The analysis of the models by using the spreadsheets has taken away the view on
the whole plot and therefore the general distribution of interests in a two-dimensional
space. On the other hand, the clustering is as important, because interests that are
in the cluster but do not belong, are also close to the interest in the cluster in the
plot.

Another reason in favour for using the spreadsheet over the plot, is the degree
of manageability that the spreadsheet brings. The only focus is the coherence of
clusters, not a full plot with tens of clusters and the coherence therein. When the
clusters are right, the coherence between is a viable option. However, the level of
correctness was not reached by any of the models.

The models were all suffering from the same shortcomings. Firstly, the degree
of how the models react on parts of words that are equal, for example the use of
social-. To extend the example, Social media, Social worker are two very different
things. Secondly, the models seem to react on characters that do not often occur.
For example, the Flair FT model creates a cluster that is probably linked with each
other because it contains brackets. The RobBERT FT model looks like it makes
a cluster because it are abbreviations. For every model, multiple examples can be
pointed out.

The researchers have opted to not continue with filling out the outlier to which
clusters, since the coherence of clusters was not on a level to say with certainty if
the outlier would fit the cluster. This results in a test that has unfortunately failed
by all the models, and is not ready to be used in production.

Ultimately, the question was raised if the plotting and clustering methods do
influence the embeddings so much that the interpretation of the embedding is not
‘pure’ anymore. To expand on this, do the dimension reduction technique in UMAP
and the clustering algorithm HDBSCAN take away the subtleties from the vector
representations? Closer inspection of the similarity matrices made for the models
to inspect discrepancies between the models and the plots, shows that there was no
such thing found. The resulting two-dimensions from the vectors of the embedding
layer was not effected significantly by the dimension reduction techniques and the
clustering method was seemingly working the way it should.

To investigate the raw embeddings more, the deductive interest analysis takes
a look at the similarity scores between items that are widely understood as similar
in a sense and therefore can verify the quality of the embeddings. The underlying
problem here is the degree of meaning the model has of the language. The inter-
pretation of the researchers is that the model focuses on a lot of the morphology of
words, but not necessary in semantics of words.

Deductive interest analysis

For the final test, the interest analysis is executed using hierarchical structures from
Wikipedia and analyse the embeddings on similarity between equally categorised
items. The number of items for sports and instruments was too big to analyse all.
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Figure 4.2: a cluster based on abbreviations

Therefore the same sample is taken for every model. The middle school courses are
all analysed, since this number was more manageable.

The middle school courses, broken down in alpha, beta and gamma, worked
generally well for all the models. Most of the models could distinguish the languages
very well, except for flair FT that had difficulties with Latin. BERT could not
correlate French high with the other languages and FastText could not work well with
German. The beta courses also share the same word part in ‘-kunde’. Therefore this
score is less significant because the high correlation can also be based on consisting
of the same word part. For the gamma courses, this was the hardest of the middle
school course categories. Multiple models had difficulties to distinguish the courses
like biology, geography and economy from the beta courses. Math was scoring high
on the gamma courses for BERTje. For RobBERT, history was correlating the
highest with math. For multiple models, Philosophy was correlating high with beta
courses.

Unfortunately, the good performance of the models on the courses is not contin-
ued in the sports categories. The sample consists of American football, badminton,
bridge, hockey and bergsport. For American football, the models could not under-
stand well that it was a ball sport. The Flair model was correlating English words
high with American football. BERTje correlated words with ‘bal’ in it. For bad-
minton, a racket sport, tennis was nowhere to be found in all the models. FastText
correlated ‘rolstoel’ high with badminton. FastText was working relatively well on
the other sports in bridge and hockey. The other models could not interpret bridge
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as a mind sport. BERTje is correlating hockey the highest with football and tennis,
probably due to the popularity of the sports. The last sport, ‘bergsport’ was only
correlating with words that also had sport in it. This can be caused by not being
in the vocabulary and falling back on word parts.

The last category are the instruments, that are judged on the following instru-
ments; zither, trumpet, recorder and synthesizer. For all the instruments, the mod-
els were performing poorly. Even a trumpet, a widely known instrument, does not
work well and is not getting close to other wind instruments. Only FastText could
disambiguate some instruments and create some good correlations.

4.4 Conclusion

To conclude, the overall qualitative results were not as expected. The quantitative
tests were hopeful for well-performing models on the Dutch language in the domain
of interests of adolescents. The different tests have shown that the embeddings for
interests are not good enough to make meaningful relations. The reasoning behind
this conclusion will be expanded on in the Discussion, chapter 5.
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Chapter 5

Discussion

This section will discuss the outcomes of the research and offer a reflection, limi-
tations and future research. Firstly, section 5.1 gives a summary of the research,
stating the problem statement, the research approach, method, execution and lastly
the results. This section will answer the research questions respectively. The sum-
mary is followed by a section that reflects on the study. This section elaborates on
the course of events that has led to this thesis. The third section, section 5.4, will
go into the limitations of the study. Section 5.5 will expand on the future research
that. Finally, the conclusions are given in section 5.2.

5.1 Summary

This research focuses on the problem of analysing amounts of unstructured text, in
the form of short, colloquial Dutch written by adolescents. For solving this problem,
NLP models are used that have proven their worth on the English language, but have
counterparts pre-trained on Dutch data. Based on a literature study, the models
were selected in combination with the fundamental different neural network archi-
tectures and input types the models have (character-, word- and sentence based).
Additionally, enrichment strategies are identified, where LM fine-tuning is applied.
The data for fine-tuning the models is scraped from social media website Reddit and
applied to all the models that are capable of LM fine-tuning. This results in seven
models that are tested.

The models are tested in various ways, consisting of two fine-tuning tasks (CoNLL
2002 NER and DBRD SA) for a quantitative comparison and three qualitative tests
focusing on the output of the embedding layer of the models. To expand on the
qualitative tests, the first test’s goal is to see if a model can correctly rank the corre-
lation scores between a triplet of real-data interests. The second test is a inductive
analysis where experts evaluate the models capabilities through a visualization and
clustering of interest data. The last test is a comparison between hierarchically
structured data from Wikipedia that the model has to replicate. The outcome of
the qualitative tests helps to define if the models create meaningful representations
of interest data and how those representations relate to each other.

This model test design leads to a thorough evaluation of the models where a
combination of quality of the embeddings and the results of downstream tasks con-
clude into an answer to the following question. What NLP techniques can be applied
and perform well in order to analyse Dutch interest data captured over time while
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accounting for colloquial language used by adolescents?
Unfortunately, the models do not perform up to the standards that were ex-

pected. The models show promising scores on the quantitative analyses. However,
the results of the qualitative tests disappoint. The models have difficulties to cor-
relate related interests together and do not agree most of the time with expert
evaluated rankings. The second test shows that models are not able to relate sim-
ilar interests together on their meaning, but find relatedness strongly in matching
word parts. This observation is confirmed in the third test, where correlation scores
are high for matching word parts, but for similar instruments or sports, it is not.

For using the models, a tool is created that consists out of two parts. The first
part is the ‘embedder’, where the data is embedded and ready for use in the second
part. The second part can perform multiple automated functions such as reduce
and visualize the data as a plot, cluster your data, or give the correlation scores of
the data. A separate instance is made for modelling the data of interests over time.

5.2 Conclusions

By going through the research questions chronologically, and answering them re-
spectively, this research can come to its final conclusions. The first sub-RQ “How
do different (pre-trained) models relate to each other in terms of performance?”, has
been answered in stages. Firstly, the literature study identified NLP models that
could be identified as candidates. The native Dutch models were found to be out-
performing multilingual models. Secondly, the selected models were evaluated on a
broad set of tasks in order to quantitatively and qualitatively compare the models.
The relation of the nature of the models to the nature of the data also plays a part.
To answer the question, BERTje performs best on the quantitative tasks and the
performance on the qualitative tests is rated poorly for all models.

The second sub-RQ is stated as follows: “How to account for the pipeline in the
use of the Dutch language in modelling personal interests?” This question was also
firstly tackled by using the literature study, identifying the possible solutions for
the Dutch language. Models have the ability to fine-tune, and even for languages,
such as a multilingual pre-trained version of BERT (Devlin et al., 2018) shows.
Furthermore, there are native Dutch, so pre-trained model trained on only Dutch
text, available. As identified earlier, the interest data contains misspelling, slang
and colloquial Dutch, written by adolescents. To account for this, models LM fine-
tuned on Reddit data are used in the model comparison, unfortunately not showing
big differences with the models that are not fine-tuned.

The last RQ is stated as the following: “What ways can the models be visualized
and how to interpret the results?” This question focuses on the implementation of
the tool. The tool is the basis for the visualization and interpretation of the results,
serving as a gateway. The tool consists of different options for visualization such as
plotting through dimension reduction, adding a clustering layer over that and cosine
similarity scores. The tool is easy to use, intuitive and mainly kept very simple. The
only downside is, due to technology constraints, that the embedding step is separate
of the visualizations.

To conclude, answering the main research question “What NLP techniques can
be applied and perform well in order to analyse Dutch interest data captured over
time and how to account for colloquial language used by adolescents? The use of
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language models that are pre-trained on the Dutch language are available. While
the performance on downstream tasks such as NER and sentiment analysis are good,
the outputs of the embedding layer are disappointing. The language models seem to
have no understanding of the semantical aspect of the Dutch language and do not
perform on semantical relation classification and clustering of interests. Fine-tuning
seems to help the models to get a grasp of the interest data, but is model specific.

5.3 Reflections

Over the last year, while the study was conducted, a lot of revelations have occurred
during the exploratory- , conducting- and reviewing stages. During the exploratory
phase, the focus lied on the SOTA of NLP models, their capabilities and shortcom-
ings. While reading the different papers, the gist was that the pre-training of the
models would result in a neural network that provides a semantical representation
of the language trained on (Akbik et al., 2018; M. Peters et al., 2018).

With this assumption, the research has been conducted and the focus has been
on the difference between the architectural choices from the models within. The dif-
ference between character-, word- and sentence based models has led the researchers
to believe to interact differently with the target task, analysing interest data of short
nature, with special focus on spelling mistakes and a relatively new vocabulary.

While conducting the experiments, The first model that worked was the Fast-
Text model, plotting interests in a two-dimensional plot using PCA as dimension
reduction technique. The result was promising, showing clusters like school courses
and sports. The overall consensus was at that moment was; FastText is the first
and oldest model, trained on a relatively small dataset (only Wikipedia) and has no
contextual awareness. Therefore, the use of the Flair and Transformer models will
likely improve on this. This was the assumption made at that moment in time.

With the design of the qualitative tests running longer than expected and coming
up with new questions while designing, the quantitative tests were ran first. Again,
with very promising results, showing scores from BERT that were not expected in
a positive way. For the other models, the expectation that Flair would perform
well on the NER task was validated and showing more difficulties on the sentiment
analysis task was expected. This was the same for the FastText model, still putting
up decent scores on these tasks.

On the contrary, the triplets scores were not what was expected. It was not an
outrageous expectation or standards set too high, but the best model only having
less than 30% correct was truly striking. Subsequently, the task was reviewed and
the researchers concluded that the task is fairly hard for a model to do correctly.
The differences between the interests in the triplets are subtle and from different
perspective and reasoning, it is possible to come to other conclusions and thus, other
rankings. The ranking has been an intensive process where experts in the field of
interest analysis have conducted the analysis of the triplets. The structure on how
interests are reviewed is substantial and therefore this test and its results are not
nullified. Actually, the test shows the intricate nature of the Dutch language or even
language in general. Therefore, this task can be provided as a general benchmark
on how the relation structure of interests are expressed in language models.

It was up and until the qualitative tasks before the drawbacks became clear for
using language models. While conducting the cluster analysis, the results were not
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as expected. To be blunt, far from what was expected. The nature of the embed-
dings was not at all what was expected and showed the superficial understanding of
language. The clusters were partially correct, but were more morphologically based
than semantically based. There was doubt in the use of the dimension reduction-
and clustering technique used, however, the cosine similarity scores were rejecting
this doubt immediately.

To confirm our suspicion that the problems were originating from the nature of
the embeddings, the third test felt as a painful defeat of the language models. Where
the given structures were expected to be known by the models such as common
sports and instruments, all the models did not succeed in doing so. Again, the
models seemed to focus on the morphological structures and not the semantics of
the middle school courses, sports and instruments.

To conclude, the purpose of the reflection has been to contextualize the research
approach and the unexpected underestimation of the NLP models. The late re-
alisation of the performance of the model has resulted in a lack of applying data
enrichment and knowledge infusion. Section 5.5 describes the different steps that
can be taken to improve the results from a data-centered approach.

5.4 Limitations

The limitations of this project are discussed using the four aspects of validity (Wohlin
et al., 2012). for the inductive interest analysis and clustering, questions were raised
if the dimension reduction and clustering techniques did not alter the interests in
such a way that signal was lost. To overcome this, an exploratory analysis of the
correlation scores of the interest data was done (section 4.3.2). The results of this
analysis found that the correlations scores, based on raw embeddings, were in line
with the reduced and clustered data.

The conclusion validity of this research could suffer through the sampling of
results of the deductive interest analysis. The samples were consistent over all
models, but these samples could have had an influence on the impression of the
quality on the researcher. All data could be analysed, however in the constraint of
time, this is not a possibility.

For construct validity, this research could look into mono-method bias. The
only method that is used to depict the relation between interests are NLP models.
However, there are more options that could be used to do this, such as probabilistic
techniques. Again this brings their own set of challenges and literature shows that
these relations can be mapped quite nicely with NLP models (Mikolov, Sutskever,
et al., 2013).

Lastly, general remarks that can be made on the experimental setup of the quan-
titative tests is the difference in training methods. For training and fine-tuning the
Flair and FastText model, the Flair framework (Akbik et al., 2019) is used. For train-
ing and fine-tuning of the Transformer based models, so BERTje and RobBERT,
Huggingface Transformers is used. While the models use different frameworks, the
underlying implementation both rely on the PyTorch framework. While there are
differences in usage and method, both framework’s underlying foundation is equal,
hopefully therefore not differing too much in results, but a factor to keep in mind.
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5.5 Future research

This research has shown that there is still a lot to gain on the performance for
pre-trained NLP models on the Dutch language. The identified cause for the lack
of performance is the quality of embeddings demonstrated by the qualitative tests
executed in this research. The different models lack the ability to create relations
based on meaning and quickly fall back on similarity of words. Therefore, it would be
interesting to further evaluate the embeddings. This research should be done from
a more general perspective, not focused on interest analysis, and ideally provide a
framework for analysis, comparing and contrasting model embedding quality.

This research uses the vector representations for measuring the relation to other
words. Thereafter, clusters are created and plotting overall distances is used to
analyse relations. An unexplored option is to create a downstream task for this. For
example, the clustering method can be generalised to a multi-classification problem,
where the models are presented with a training set in order to learn the predefined
classes (clusters) of interests.

Lastly, the models and data could be enriched. From a data-centered approach,
the interest fields can be enhanced. There is extra data available that describe the
interests in more detail. These fields can be added as a whole to the input but a more
delicate approach would be using only certain parts of the sentence that is interest-
ing. This can be done through a NER system that selects certain named entities
to add to the input. The model enrichment can also be done through knowledge
infusion. This can be done in multiple ways, through fully training a neural network
on knowledge graphs, such as ERNIE (Zhang et al., 2019). Secondly, this can be
done through taking a pre-trained model and retraining it, for example KnowbERT
(M. E. Peters et al., 2019). The last option is training a smaller neural network
on knowledge data and fusing this together with a pre-trained model, therefore not
having to change the pre-trained model. This method is called K-adapter (R. Wang
et al., 2020).
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Appendix A

This appendix elaborates on the research protocol that is the inception for the
literature review. The motivation is described in section A.1 accompanied with a
flow chart of the process (figure A.1).

A.1 Literature research protocol

Research in the realm of NLP is a challenge in multiple aspects. There is a vast
difference in literature research with other fields, and therefore, chosen for an al-
ternative research protocol. Firstly, the field of NLP is moving very rapidly. Since
the inception of efficient pre-trained word embeddings for neural networks (Mikolov,
Sutskever, et al., 2013), the pace increased to multiple new SOTA language models
per year. Not only the push of new scientific work has brought the field so far, the
pull of corporate- and consumer applications has created demand for technological
advances in this field. Research institutes from the biggest conglomerates around
the world (e.g. Facebook, Google, Tencent, Zalando and others) have had their
fair share in contributing to research and technological advances in NLP (Akbik
et al., 2018; Bojanowski et al., 2017; Devlin et al., 2018). Next to universities and
corporates, other research institutes such as AllenNLP (M. Peters et al., 2018) and
Openai (Radford et al., 2018) have contributed to this field.

This vast amount of researchers working in the field of NLP, and therefore the
sheer amount of papers published, has an effect on the literature research method.
Using search engines such as Arxiv or Google Scholar with chosen keywords have
adversarial effects. Firstly the number of papers that are returned in keyword search
is immense. Making a selection or a cut-off at a certain metric (number of citations
etc.) would be arbitrary. Secondly, the quality of the papers found in the search
engines is sometimes hard to determine. Papers can be pre-published before peer
review or the relevancy is not yet established.

This can be partially controlled by using a different source to start to dive into
NLP research by making sure the quality and impact of papers are substantial.
In this research protocol, the use of the association of computer linguistics (ACL)
conference proceedings will be the beginning of creating a thorough understanding
of the field of NLP. Using the last three years (2019, ’18 and ‘17) of the ACL
proceedings, 2513 papers in total of which 748 are long/short papers and the rest
workshops or demonstrations. These papers are thoroughly reviewed and therefore
ensured of high quality. Secondly, the yearly conference ensures that the papers are
relevant for their time and not obsolete when published.

By creating a high quality subset of the available research papers, the next step in
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the literature research protocol is selecting the relevant papers. Using different key-
word(s) on the abstracts of the papers, a filter on the papers is applied to find papers
with coinciding interests of research. The abstracts with one or more keyword(s)
are then read and selected/discarded on relevance according to the researcher. This
final selection of papers lays the groundwork for the literature research of this thesis.
Figure 2 depicts the flow of the literature research protocol.

To accompany the first method described above, (reverse) snowballing is applied
to dive deeper into certain subjects that sparked interest and/or were deemed fruitful
for this research. Furthermore, papers that were referenced through multiple papers
were marked as fundamental for certain techniques and therefore important for
further research.

Finally, the field of NLP is marked by an approach of practicality and papers are
more often than not accompanied by links to code repositories with implementations
available. This makes that sources that are not necessarily peer reviewed papers are
also in need of attention to fully grasp the impact and degree of importance of some
papers. Practitioners of this field hold valuable information in the form of blogs and
accounts on for example Medium, where they inform a wide ranging audience on
NLP papers, techniques and methods that are relevant today. These blogs are not
used as sources but rather as inspiration and understanding of certain techniques
and are found helpful to progress the search of literature throughout.

Figure A.1: Diagram of the literature research protocol
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Appendix B

This appendix provides the materials used in the triplets analysis (section 3.4.1).
This appendix contains a part of the triplet evaluation done by the experts and a
figure containing the results from the models. Note that this is just a part of the
spreadsheet containing the analysis. The full spreadsheets are provided through the
dedicated repository of this work1.

1https://git.science.uu.nl/tvdermeer/thesis
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Figure B.1: Triplets analysis of the experts
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Figure B.2: Triplets analysis of the experts of a single triplets
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Figure B.3: Overview of ranking of triplets by BERTje
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Figure B.4: triplets analysis of the experts
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Figure B.5: Histogram of the expert scores distribution

Figure B.6: Histogram of the BERTje model scores distribution
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Appendix C

As in appendix B, this appendix contains supporting materials for executing the
cluster analysis experiment. Appendix C provides an example of the cluster plot
and the spreadsheet used for evaluating one of the models. The additional plots and
spreadsheets are found in the repository, noted in appendix B.

Figure C.1: An interactive cluster plot of the Flair model to investigate the coherence
of clusters
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Figure C.2: the cluster overview page of the spreadsheet from the Flair model
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Figure C.3: The spreadsheet page of one cluster from the Flair model
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Figure C.4: The outlier page of the cluster analysis spreadsheet from the Flair model

65



Figure C.5: The similarity matrix for comparing the clusters to the similarity scores
for the Flair model
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Appendix D

Appendix F contains the spreadsheets used for the deductive analysis. Again, this
appendix provides one (part) of the spreadsheet, the full spreadsheets for all the
models is found in the repository provided. As a sanity-check and to see if the model
BERT multilingual model did not exceed the capabilities of the Dutch models, the
spreadsheet for this test is also available in the repository.
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Figure D.1: The similarity matrix for middle school courses of the FastText model
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Figure D.2: The similarity matrix for instruments of the FastText model

69



Figure D.3: The similarity matrix for sports of the FastText model
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Appendix E

This appendix provides screenshots of the tool. The full code of the tool plus
embedded interests are provided in the repository.

Figure E.1: The file upload module of the tool
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Figure E.2: The plotting module of the tool

Figure E.3: The similarity score module of the tool
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Figure E.4: The heat map module of the tool
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Abstract

The analysis of interests from young ado-
lescents in the form of short, colloquial
Dutch text is a challenging task for pre-
trained neural networks. By quantitative
and qualitative tests, four pre-trained lan-
guage models, including three language
model fine-tuned models, are compared
and contrasted on the Dutch language. The
goal is to effectively analyse Dutch inter-
ests on semantical relations. Firstly, the
models are evaluated on quantitative tests.
The Qualitative tests consist of triplets,
clustering and structure analysis, focusing
on the output from the embedding layer of
the models.

1 Introduction

The individual interests of people are unique and
develop from situations throughout life (Akker-
man and Bakker, 2019). In order to understand
the interest development, daily activities of people
are tracked to gain insight. The currently running
research project titled “Lost in Transition: Mul-
tiple Interests in Contexts of Education, Leisure
and Work” gathers this data with the goal to find
out how different interests relate to each other and
how these interests develop over time. This is done
through an experience sampling method (ESM)
data collection process, where events throughout
the day are recorded by the user themselves.

The nature of the data are short texts, written in
colloquial Dutch, containing possible slang, mis-
spellings and other contaminations. These proper-
ties provide an extra challenge. The task at hand is
to analyse the data effectively through automated
methods in order to ultimately map interest devel-
opment of people over time.

The research landscape of natural language pro-
cessing (NLP) has radically changed over the last

decade. The ability to train word representation
models with vast amounts of natural language
(Mikolov et al., 2013b), has been a catalyst to
a wide range of new techniques. Using unsu-
pervised training of a neural network on large
datasets, a sense of syntactical, semantical and
contextual awareness can be found in the word
representations (Peters et al., 2018). Language
model fine-tuning (LMFT) (Howard and Ruder,
2018) is important to capture the idiosyncrasies of
the target corpus.

In order to tackle the problem of analysing
short, colloquial Dutch text, pre-trained language
models are used to effectively process the data into
vector representations. These representations are
used to uncover relations between the interests and
used to show the interest development for young
adolescents over time.

The scientific contribution of this paper is the
in-depth analysis of the output embeddings of var-
ious Dutch NLP models. The qualitative tasks are
an addition for exhaustive exploration of the vec-
tor representations of language models. Lastly, a
comparison between different language model ar-
chitectures is made that uncovers motivations the
relational structures are based on.

This paper is structured as follows. Section 2
introduces the development of NLP models and
architectures over the last years. There is a spe-
cial focus for native Dutch NLP models. Section 3
will focus on the method used in order to quantita-
tively and qualitatively vet the selected NLP mod-
els. The results of the experiment are laid out in
section 4. The paper is concluded in section 5.

2 Related work

In this section, the evolution of language models
over the last decade are discussed (2.1). This is
followed by the pre-training of those model archi-
tectures on Dutch data and the models that are con-
ceived from this (2.2).



2.1 Language models

The goal of language modeling, central to NLP,
as given by Jozefowicz et al. (2016) is ”to learn
a probability distribution over sequences of sym-
bols pertaining to a language.” This has histori-
cally been done through different methods, such
as a parametric model, count-based and since the
current decade more through neural networks. To
put into context, a five-gram (probability over five
words) model from 1995 has been a strong base-
line that has been competitive with neural network
approaches (Jozefowicz et al., 2016).

The enabler of the pre-trained neural network
language models that are seen today, is the re-
search of Mikolov, Chen et al. (2013a). The abil-
ity to pre-train, unsupervised, a neural network on
text was a breakthrough. The neural network ar-
chitectures were already invented (Rumelhart et
al., 1986; Hochreiter and Schmidhuber, 1997), the
training methodology now enabled training on bil-
lion word sized corpora with unlimited vocabulary
sizes (Mikolov et al., 2013a).

Since the inception of this efficient training
method, the first pre-trained language model
through this method was made available, named
Word2Vec (Mikolov et al., 2013b). The language
model training made use of the Skip-gram ar-
chitecture to learn word embeddings, namely us-
ing the input (word) to predict the surrounding
words (window size). This method resulted in a
model that is able to capture semantic relation-
ships (Mikolov et al., 2013b). Linzen (2016) how-
ever, is more critical and proves that this is not
completely true, especially for analogies.

Extensions on this method has become appar-
ent, providing new pre-trained models with meth-
ods such as out-of-vocabulary (OOV) capabilities
(Bojanowski et al., 2017). OOV words do not get
a vector representation from the Word2Vec model
(Mikolov et al., 2013b), because there is no infor-
mation remembered about this word. The Fast-
Text model of Bojanowski et al. (2017) solves
this by using subword information to create an
embedding. Bojanowski et al. (2017) show that
OOV representations work fairly well, showing
relatively correct word similarities built from sub-
word information.

Model architectures also have evolved dras-
tically over the last decade. Where the mod-
els above use recurrent neural networks (RNN)
(Rumelhart et al., 1986), the architectures also

evolve over time. To improve upon RNN’s on
long term dependencies, long term short mem-
ory (LSTM) model architectures (Hochreiter and
Schmidhuber, 1997) are used in language models
(Jozefowicz et al., 2016; Peters et al., 2018). The
LSTM architecture implements a ’cell’ with gates
that can be trained in order to store long term de-
pendencies.

Vaswani et al. (2017) introduce the Trans-
former architecture, enabling a new wave of lan-
guage models using this neural network architec-
ture. The key component of the transformer is the
attention mechanism. The attention mechanism
takes in a longer input consisting of multiple parts,
like a sentence, and captures the input. To cap-
ture a whole sentence in one way is not enough, so
multiple attention ’heads’ are used to catch differ-
ent aspects of the sentence. These inputs are cap-
tured by the encoder from the transformer. The de-
coder uses the information from the multi-head at-
tention to create a prediction. To relate this to pre-
trained language models, The GPT models from
Openai use the transformer architecture (Radford
et al., 2018; Radford and Salimans, 2018).

Another improvement upon the training of neu-
ral network, is bi-directionality. When having a
sequential input using the previous context to pre-
dict the next, this can also be done using the future
context predicting the input before. This idea is
formalized by Peters et al. (2017). The biLM, con-
catenates the prediction of a forward- and back-
ward language model in order to predict the cor-
rect output. This notion of bi-directionality is also
important for at that moment future state of the art
(SOTA) language models like BERT (Devlin et al.,
2018).

Where both the GPT and BERT models use the
transformer architecture of Vaswani et al. (2017),
BERT differs in pre-training procedure. Using
masked language modeling (MLM) the BERT
model learns bidirectional representations. MLM
uses a sentence as input, but fifteen percent of the
words in the sentence are masked with a token.
The model has to predict what should be on the
spot of the token (Devlin et al., 2018).

Finally, RoBERTa (Liu et al., 2019) is an exten-
sion on the BERT model. liu et al. (2019) found
in their replication study that the BERT model
from Devlin et al. (2018) was ’significantly under-
trained’ and therefore, by choosing different hy-
perparameters and more data, the RoBERTa model



is created (Liu et al., 2019).
The final model that is discussed in this section

is the Flair model (Akbik et al., 2018). The Flair
model is unlike the word- (Mikolov et al., 2013b;
Bojanowski et al., 2017) and sentence (Devlin et
al., 2018; Liu et al., 2019) models, a model based
on the sequence of characters. With the use of a bi-
directional architecture, the model learns contex-
tualized representations with SOTA performance
(Akbik et al., 2018).

2.2 Dutch language models

The models described above, also have a Dutch
implementation. This ranges from a FastText im-
plementation trained on only the Dutch Wikipedia,
to robBERT, a RoBERTa implementation on a col-
lection of corpora, a total of 39GB. An overview
of the models with their respective input type, ar-
chitecture and corpora trained on, is given in table
1.

When it comes to the models based on the trans-
former architecture, there are multiple Dutch mod-
els available. to For Dutch tasks, de Vries et
al. (2019) showed that the BERTje model outper-
formed the multilingual implementation of Devlin
et al. (2018) BERTje was again outperformed by
RobBERT (Delobelle et al., 2020), the on Dutch
corpora trained version of RoBERTa (Liu et al.,
2019).

3 Method

In this section, the method for evaluating the
Dutch pre-trained language models is described.
The model evaluation is done quantitatively (sec-
tion 3.1) and qualitatively (section 3.2). The quan-
titative method consists out of two parts, namely
the CoNLL 2002 named entity recognition (NER)
task (3.1.1) and the Dutch book review database
(DBRD) sentiment analysis task (3.1.2). The qual-
itative method consists out of three tests. The
triplets test (3.2.1), clustering test (3.2.2) and the
structure test (3.2.3).

3.1 Quantitative analysis

To create an overall assessment of the different
Dutch NLP models, two baseline tasks are identi-
fied, trained on and evaluated. For the quantitative
tasks, four models are used, namely the FastText,
Flair, BERTje and robBERT model. Note that for
the FastText and Flair model, the models trained
on Dutch are used (self-evidently also trained on

Dutch for the BERTje and robBERT).

3.1.1 CoNLL 2002 NER task
The first baseline task is the CoNLL 2002 NER
task (Tjong Kim Sang, 2002) where the model
has to recognise four entities. The entities are
person, location, organization and miscellaneous.
The dataset is provided through the Flair frame-
work1, including the code to run this task for both
the Flair and FastText embeddings. The train-
ing runs for 50 epochs, a full cycle over all the
training data, while the other hyperparameters are
kept standard. The transformer models are trained
for the same amount of epochs in the Hugging-
face transformers framework2. The metric used
for evaluating the models is the F1-score.

3.1.2 DBRD sentiment analysis task
The second task is a sentiment analysis binary
classification task on the 110kDBRD3. The dataset
consists out of 110 thousand book reviews scraped
from Dutch book review website Hebban4. A bal-
anced training subset of more than twenty thou-
sand reviews is trained, followed by a ten percent
test set to evaluate the model. After training for
four epochs, the model is tested on the test set and
the Matthews Corrlation Coefficient (MCC) score
is calculated.

3.2 Qualitative analysis

The goal of the qualitative tests is to see how
the models interpret interest data. The focus lies
on the outputs of the embedding layer of the
models. These outputs are obtained through the
Flair framework for the FastText and Flair models
and the Huggingface Transformers framework for
BERTje and robBERT. The embeddings returned
are not the same dimensions for the models, rang-
ing from 300 to 768.

The qualitative analysis is done for seven mod-
els. The three extra models are LMFT models
of the Flair, BERTje and robBERT models. The
models are fine-tuned on Dutch Reddit data from
subreddit /r/thenetherlands5. The dataset consists
of scraped comments ,resulting in a set of more
than 70.000 comments. The Flair model is fine-
tuned through the Flair framework and BERTje

1https://github.com/flairNLP/flair
2https://github.com/huggingface/transformers
3https://github.com/benjaminvdb/110kDBRD
4https://www.hebban.nl/
5https://reddit.com/r/thenetherlands



Model name Input type Architecture Trained on
FastText Word-based RNN Wikipedia/Common Crawl

Flair Character-based
Forward and backward

RNN
OPUS

BERTje Sentence-based Transformer
Books, TwNC, SoNaR-500,

Wikipedia, Web News
RobBERT Sentence-based Transformer OSCAR

Table 1: An overview of the input type, architecture and pre-training datasets

and robBERT through the Hugginface transform-
ers framework.

3.2.1 Triplets test
The goal of the first experiment is to see if the
model interprets interests in the same way experts
do. For the first test, the method of the experiment
is as follows. The data consists out of 100 sam-
ples. one sample consists out of three interests,
forming a triplet. The experts rank the similarity
of the interests from most similar to least similar.
The experts have created a 7-dimensional interest
relation classification form (table 5 in appendix)
to score the relation between interests on differ-
ent aspects. The triplets are created by the experts
separately and later on discussed until agreement
of the scores.

The model has to do the same. The three in-
terests are embedded by the model and the output
from the embedding layer is returned. To see if the
model understands the different interests, the rela-
tive similarity of the embeddings is calculated, us-
ing cosine similarity6. The closer the cosine simi-
larity score is to one, the more similar the interest
are.

Finally, the classification of the models is com-
pared to the classification of the experts. To mea-
sure the ranking of the relative interests, there are
three groups. Interest classification done totally
correct, so all interests correlations are ranked cor-
rectly. Secondly, ranking where only one interest
correlation ranking is correct of the three. Finally
there are the rankings that are totally incorrect.

3.2.2 Clustering test
To move to the clustering test, the goal changes
to a more broader approach to interest analysis
and how the interests relate. Where the triplets
test looked and individual samples where three in-
terests were inspected closely, this clustering test

6https://scikit-learn.org/stable/modules/metrics.html#cosine-
similarity

looks at the big picture where the structure of hun-
dreds of interests are investigated.

The second test is a blind test where experts
get a two-dimensional plot of all the unique in-
terests that occur in the data gathering period for
one school. In order to bring back the highly-
dimensional data that is returned from the mod-
els to a two-dimensional plot, UMAP is used
(McInnes et al., 2018). The plots are filled
with annotated data points. Furthermore, the
researchers are also provided with an unsuper-
vised clustered set of interest, using HBDSCAN
(McInnes et al., 2017).

While investigating the plots, the researchers
are given the task to take into account the distribu-
tion of the interests, looking for a structure of re-
lated interests grouped together, recognising over-
arching practices or the odd one out. Using the dif-
ferent plots and comparing the different structur-
ing, the desire is to better understand the semantic
connections the models make.

Additionally, the researchers are also provided a
spreadsheet with a list of the different clusters and
outliers. The researchers have to name the clus-
ters and see if the clusters have interests that do
not belong to the cluster. Furthermore, the experts
describe what they think the factors are that the
cluster is based on. Lastly, the list of outliers is in-
spected in order to see if the outliers do not fit into
one of the clusters. The naming of the clusters is
conducted in order to indicate the coherence of the
clusters and the possible outliers that can adhere to
this cluster.

3.2.3 Structure test

The third and last test is investigation of the ability
to categorize words correctly. For this categorisa-
tion, the Dutch Wikipedia category tree7is used.
The categories are musical instruments, sports and
middle school course. In order to bring back the
number of sports and instruments, a selection was



made to make sure the items are correct and more
generally known, so that the item is included in the
vocabulary of the model.

The models have as input the lists of sports, in-
struments and courses. The correlation score of
these vector representations are computed and a
matrix is created to have a comparison to all. The
researchers take a sample that is consistent over all
models to check how the instruments and sports
are correlated. For the school courses, all items
are checked.

4 Results

The results in this section are described in the
same order as the method (section 3) is. The full
results and spreadsheets and scores are made avail-
able through the following repository8.

4.1 Quantitative results
4.1.1 CoNLL 2002 NER task
The full results are in table 2. The scores are ex-
pressed in F1-score, accompanied with precision,
recall and the training loss of the model. The order
is based on the F1-score from best to worst.

The F1-score has a scale from 0 to 1 and con-
sists out of the harmonic mean of precision and re-
call. The F1-scores all fall between a range of 0.1
difference. For the precision, this window is only
0.01858. Recall has more spread between low .90
and high .78. The lowest training loss is recorded
at 0.0881 and the highest training loss is 0.7698.

The models are close in performance on this
task, especially in the precision metric, where the
models score between .03 of each other. The dif-
ference is made in the recall of the models, where
the FastText is scoring considerably lower than the
other models. RobBERT scores well in both cat-
egories but just a little less than the Flair model
does. On top is the BERTje model with a .9003
score.

Another metric that stands out is the training
loss. The training loss is the error the function has
on the training set while training. The lower the
training score, the better the model can fulfil the
task on the training set. If the model can gener-
alize well and does not overfit on the training set,
this will result in a high score on the test set. The
FastText model seems to not fit to the test set well
and it shows in the training loss (0.7698). It does
not come close to the training losses of the other

8https://git.science.uu.nl/tvdermeer/thesis

3 models. What stands out is that with a higher
training loss, 0.1317 to 0.1091, Flair outperforms
RobBERT on the test set. It cannot be concluded
that there is overfitting but it seems that RobBERT
does not generalize well from the training- to test
set.

4.1.2 DBRD sentiment analysis task
The scores are expressed in the MCC score. The
MCC metric has a scale of -1 to 1. A score of 1 is a
perfect score, so all the scores are equal to the test
set truth. A score of 0 is equal to random chance.
A score of -1 is total disagreement. Table 3 shows
the results of the different models on the DBRD
task.

Flair and FastText do have the hardest time to
perform in this task, both scoring considerably
lower than the Transformer-based models. The big
difference between the quantitative tests is the na-
ture of the data, where the task consists of under-
standing the sentiment of full sentences. If there
is an interplay between words, one could argue
that transformer-based models have an easier time
understanding through their attention mechanisms
than through a RNN for both the other models. As
a general remark, the difference in training method
can have an influence on the final scores.

Model name MCC-score
BERTje 0.85072

RobBERT 0.76551
FastText 0.60433

Flair 0.54329

Table 3: Results from the DBRD task

4.2 Qualitative results
4.2.1 triplets test
Table 4 shows the results of the different models
on the triplets test. The columns show the num-
ber of correct, partially correct and incorrect rank-
ings compared to the expert evaluation. The mod-
els followed by the letter FT are the fine-tuned
models. The RobBERT model that is fine-tuned
on Reddit texts is performing the best with 29 of
the 100 correct rankings. FastText is second, while
have less rankings correct it has more partially cor-
rect answers and less incorrect answers. Flair fine-
tuned, Flair and RobBERT are all close together,
with Flair and RobBERT scoring the exact same
score. Both the BERTje models have the lowest
number of correct scores of all the models.



Model name F1-score Precision Recall Training loss
BERTje 0.90309 0.89961 0.90660 0.0881

Flair 0.87603 0.88088 0.87195 0.1317
RobBERT 0.86372 0.86216 0.86528 0.1091
FastText 0.82795 0.88103 0.78928 0.7698

Table 2: Results from the CoNLL task

4.2.2 Language model fine tuning

To compare and contrast the LMFT models
against their standard model counterpart, the fine-
tuning seems to have different effects on the dif-
ferent models. For the robBERT model, the model
score improves. The number of incorrect answers
stays almost the same, while the partially correct
answers are changed into fully correct answers.
A notable difference when looking at the correla-
tion scores distribution of the fine-tuned and non-
fine-tuned model is that the fine-tuned model has
a greater spread. When looking at the other trans-
former model, BERT, this is not case the when it
is fine-tuned. The influence of the LMFT is not as
apparent. There are more correctly ranked triplets,
but there is also an increase in incorrect triplets.

For the Flair models, the scores get better by
fine-tuning, but only minimally (one extra cor-
rect, three less incorrect). However, when looking
at the incorrect scores for both the models, only
twelve are similar (of the 31). This means that
roughly twenty incorrect answers do not overlap.
This is the same for the correct answers, where
only ten are similar of the 23. This phenomenon
can be the product of the fine-tuning heavily af-
fecting the model where there is previous infor-
mation in the model is lost.

4.2.3 Clustering test

The general conclusion of the experts was that the
results were not as expected. The experts eval-
uated the clusters as superficial and morphologi-
cal, not given the substantive meaning of the em-
beddings. Clusters are made from similarities in
verb/noun, abbreviation and matching words, not
the meaning.

The models were all suffering from the same
shortcomings. Firstly, the degree of how the mod-
els react on parts of words that are equal, for ex-
ample the use of social-. To extend the example,
Social media and Social worker are two very dif-
ferent things. Secondly, the models seem to react
on characters that do not often occur (figure 1 in

appendix).
The question was raised if the plotting and clus-

tering methods do influence the embeddings so
much that the interpretation of the embedding is
not ‘pure’ anymore. To expand on this, do the
dimension reduction technique in UMAP and the
clustering algorithm HDBSCAN take away the
subtleties from the vector representations? Closer
inspection of the similarity matrices made for the
models to inspect discrepancies between the mod-
els and the plots, shows that there was no such
thing found. The resulting two-dimensions from
the vectors of the embedding layer was not af-
fected significantly by the dimension reduction
techniques and the clustering method was seem-
ingly working the way it should.

To investigate the raw embeddings more, the de-
ductive interest analysis takes a look at the simi-
larity scores between items that are widely under-
stood as similar in a sense and therefore can ver-
ify the quality of the embeddings. The underlying
problem here is the degree of meaning the model
has of the language. The interpretation of the re-
searchers is that the model focuses on a lot of the
morphology of words, but not necessary in seman-
tics of words.

4.2.4 Structure test
The middle school courses, broken down in al-
pha, beta and gamma, worked generally well for
all the models. Most of the models could dis-
tinguish the languages very well, except for flair
FT that had difficulties with Latin. BERT could
not correlate French high with the other languages
and FastText could not work well with German.
The beta courses also share the same word part in
‘-kunde’. Therefore this score is less significant
because the high correlation can also be based on
consisting of the same word part. For the gamma
courses, this was the hardest of the middle school
course categories. Multiple models had difficulties
to distinguish the courses like biology, geography
and economy from the beta courses. Math was
scoring high on the gamma courses for BERTje.



Model name Correct Partially correct Incorrect
RobBERT (FT) 29 39 32

FastText 27 47 26
Flair (FT) 24 45 31

Flair 23 43 34
RobBERT 23 43 34

BERTje (FT) 20 46 34
BERTje 17 54 29

Table 4: Results from the triplet test. (FT) Stands for fine-tuned.

For RobBERT, history was correlating the highest
with math. For multiple models, Philosophy was
correlating high with beta courses.

Unfortunately, the good performance of the
models on the courses is not continued in the
sports categories. The sample consists of Amer-
ican football, badminton, bridge, hockey and
bergsport. For American football, the models
could not understand well that it was a ball sport.
The Flair model was correlating English words
high with American football. BERTje correlated
words with ‘bal’ in it. For badminton, a racket
sport, tennis was nowhere to be found in all the
models. FastText correlated ‘rolstoel’ high with
badminton. FastText was working relatively well
on the other sports in bridge and hockey. The
other models could not interpret bridge as a mind
sport. BERTje is correlating hockey the highest
with football and tennis, probably due to the popu-
larity of the sports. The last sport, ‘bergsport’ was
only correlating with words that also had sport in
it. This can be caused by not being in the vocabu-
lary and falling back on word parts.

The last category are the instruments, that are
judged on the following instruments; zither, trum-
pet, recorder and synthesizer. For all the instru-
ments, the models were performing poorly. Even
a trumpet, a widely known instrument, does not
work well and is not getting close to other wind
instruments. Only FastText could disambiguate
some instruments and create some good correla-
tions.

5 Conclusion

Bertje (de Vries et al., 2019) is the best model for
the quantitative tasks (4.1). The model fine-tuning
on a training set seems to work effectively and the
model does not seem to be overfitted. Unfortu-
nately, the results from the models on the quanti-
tative tasks, are not carried over on the qualitative

tests.
As the results from the qualitative analysis (4.2)

portray best, none of the models possess output
embeddings that enable Dutch interest analysis to
be done unsupervised. The models output em-
beddings from the embedding layer do not show
the semantic relations that were expected to be
found in the triplets (4.2.1), clustering (4.2.3) and
structure 4.2.4 tests. As shown in the cluster-
ing and structure tests, the model similarity score
are mainly driven by the morphological similarity
found in the interests and structures.

Applying LMFT to the models, seem to effec-
tively change the outputs from the embedding, but
is not always an improvement. The model that
seems to react the best, is the robBERTa (Delo-
belle et al., 2020) model.

5.1 Future research

Where this research uses the vector representa-
tions for measuring the relation to other words,
creating clusters and plotting overall distances to
other representations, an unexplored option is to
create a downstream task for this. For exam-
ple, the clustering method can be generalised to
a multi-classification problem, where the models
are presented with a training set in order to learn
the predefined classes (clusters) of interests.

Furthermore, the models and data could be en-
riched. From a data-centered approach, the inter-
est fields can be enhanced. There is extra data
available that describe the interests in more detail.
These fields can be added as a whole to the in-
put but a more delicate approach would be using
only certain parts of the sentence that is interest-
ing. This can be done through a NER system that
selects certain named entities to add to the input.

Secondly, the model enrichment can be done
through knowledge infusion. This can be done
in multiple ways, through fully training a neu-



ral network on knowledge graphs, such as ERNIE
(Zhang et al., 2019). Secondly, this can be done
through taking a pre-trained model and retraining
it, for example KnowbERT (Peters et al., 2019).
The last option is training a smaller neural network
on knowledge data and fusing this together with a
pre-trained model, therefore not having to change
the pre-trained model. This method is called K-
adapter (Wang et al., 2020).
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A Appendix



Name Explanation
Time, rhythm
and regularity

When the interests are time bound,
are these comparable to the notion of regularity?

Specificity of knowledge
and skills

When there is knowledge and skill needed,
are these comparable?

Societal knowledge of
phenomenon

When societally known, are the interests the same in the matter
of culture and history? Both on a micro- (inside the two interests)

and macro level (for a broader audience that share culture and history)

Material comparability
When materials are needed to practice the interest,

are these materials comparable?

Geographical comparability
When bound to a physical or digital space,

are these comparable?
Social necessity
and social nature

When bound to someone else,
how comparable are these people?

Link to institutions When bound to institutions, how comparable are these?

Table 5: The dimensions used by the experts for assessing the relation between two interests

Figure 1: a cluster based on abbreviations


