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Abstract 

In this research, a coupled chemical reactive transport model is developed for the simulation of calcite 

dissolution under CO2 storage conditions. The coupled model is applied to systematically evaluate the 

relative effects of pore-structure parameters and their evolution during calcite dissolution. Pore-

structures are represented using different pore networks which vary in pore-size distribution and 

average pore connectivity (i.e. coordination number). The model discretises the 3D pore-network 

generated using PoreFlow software into several cells over which PHREEQC performs 1D reactive 

transport calculations. Through averaging, PoreFlow outputs the pore-throat radii and total specific 

reactive surface area for each cell, which is needed for the reaction calculations using PHREEQC. 

Subsequently, PHREEQC outputs the calculated amount of dissolved calcite for PoreFlow where it is 

redistributed over the network according to the relative residence times of the various pore-throats. 

For simplicity it is assumed that dissolution only occurs within pore-throats and that pores with a 

shorter residence time dissolve more than pores with a longer residence time. Through this coupling, 

reactive transport calculations can be done at a relatively low computational cost whilst still taking into 

account the evolution of pore-structure. Results of reactive transport simulations indicated a relatively 

high reactivity which can be attributed to the high temperature and pressure conditions but could also 

be caused by an overestimation of the rate considering the system may not be well-mixed for the 

velocity used. Notably, the average coordination number is found to have a negligible effect on the 

evolution of the pore-throat radius distribution. Furthermore, networks with a small mean pore-size 

are found to be much more sensitive to dissolution and show more drastic variations for changes in 

standard deviation. This may be attributed to small pores increasing at a much faster rate than large 

pores. Moreover, because pore networks with a smaller mean pore-size have a higher density of pores 

they will also have relatively more reactive surface area and will thus dissolve faster than networks 

with a higher mean pore-size. The relationship between residence time and pore-throat radius is 

shown to be insufficient to explain the observed evolution of pore-throat distribution and thus gives 

further evidence of the complexity of the system.  
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1 Introduction 
In recent centuries anthropogenic CO2 emissions have rapidly increased and predictions suggest that, 

with the growing global population and the associated growing energy demand,  the CO2 

concentrations in the atmosphere will continue to rise in the future unless a drastic reduction of CO2 

emissions is implemented [Ramharack et al 2010]. A major concern is that the anthropogenic CO2 and 

other greenhouse gas emissions are producing an enhanced greenhouse effect in the Earth’s 

atmosphere, which is resulting in global warming [Stocker and Schmittner, 1997][T.J. Crowley, 

1999][Solomon et al. 2009][IPCC, 2013]. CO2 sequestration, the capture and long-term storage of 

anthropogenic CO2 in the subsurface, is gaining interest as a possible solution to stabilize and reduce 

the concentration of CO2 in the atmosphere. The primary challenge is ensuring that the CO2 remains 

securely stored underground for a significant amount of time (hundreds to thousands of years) so that 

it can no longer contribute to climate change. Potential storage sites such as depleted oil and gas 

reservoirs [Kovscek and Wang, 2005] and deep saline aquifers [Bachu et al. 2003], are often composed 

of carbonate rock or sandstone that contains some degree of carbonate minerals as a cement fraction. 

When the injected CO2 dissolves into the formation water it forms a weak acid, which will then react 

with the carbonate minerals in the surrounding host rock, leading to mineral dissolution and 

precipitation reactions. The precipitation of carbonate minerals is a form of CO2 immobilization, which 

is referred to in literature as mineral trapping [Gunter et al. 1996].  The reverse dissolution reaction, 

however, is problematic for CO2 storage as it could corrode the formation or overlying cap rock and 

thus create pathways through which CO2 can escape back to the surface. The behaviour of these 

chemical reactions is dependent on various factors such as the composition of the fluid, the 

composition of the host rock, flow rates and in situ pressure and temperature [Rochelle et al, 2004]. It 

is further complicated by several feedback effects and the close coupling between chemical and 

physical processes. For instance, dissolution and precipitation reactions induce changes in pore-

geometry which affect the porosity and permeability of the formation, resulting in changes in flow 

rates which in turn could affect the rate of dissolution/precipitation [e.g. Andreani et al. (2009)]. 

Moreover, the dissolution/precipitation reactions also affect the reactive surface area which again 

affects the reaction kinetics [e.g. Noiriel et al. (2009)]. Mineral dissolution and precipitation reactions 

can have significant consequences for the long-term storage security of CO2 and thus a fundamental 

understanding of the rock-fluid interactions involved is essential before CO2 storage can be proposed 

as a reliable option to mitigate CO2 emissions in the atmosphere. 

As it is very difficult to obtain enough qualitative and quantitative data through experiments alone, 

numerical modeling is a useful tool to investigate various coupled processes occurring during the 

reactive transport of CO2 in the subsurface. Reactive transport processes are essentially all occurring 

at the pore-scale; however, it is not computationally feasible to perform such detailed modeling over 

the large spatial scales at which CO2 storage is implemented. Typically, a continuum approach is used 

instead, where pore-scale properties are averaged over a macroscopic length scale and lumped 

together in various effective constitutive parameters such as porosity, permeability, dispersivity, 

tortuosity, and specific mineral surface area. However, because natural porous media is inherently 

heterogeneous, these parameters are scale-dependent which makes it difficult to find appropriate and 

representative values. Determination of these parameters is often based on empirical relationships 

that are limited in their detail and applicability. During reactive transport there is an added 

complication that the parameters are evolving in time due to the chemically induced changes in pore-

geometry. Upscaling is also an important issue regarding reaction rates as they have been found to be 

scale dependent as well. Li et al. (2006) investigated several upscaling procedures for reactive 

transport at the pore-scale and demonstrated that continuum approaches or volume averaging 

approaches often introduce significant errors. This is because the rate laws that are used are often 
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measured in well-mixed laboratory systems, whereas porous media cannot always be considered well-

mixed. While it is true that under certain flow conditions single pores may be considered well-mixed 

[Li et al., 2008], concentration gradients are still likely to develop at the network scale due to pore-

scale heterogeneities and the effect of diffusion between pores [Li et al. 2006].  

The importance of pore scale processes has become increasingly evident and has led to an increasing 

interest in pore-scale modeling of reactive transport in porous media. Modeling at this scale can be 

useful in gaining more insight in the scale-dependency of continuum parameters and their evolution 

during reactive transport. The relative impact of system properties can be easily investigated through 

systematic variation, something which is otherwise very difficult to achieve experimentally. A popular 

pore-scale modeling approach is pore network modeling (PNM), where a porous medium is 

represented as a network of pore bodies and pore throats of varying size, interconnected according to 

a specified topological configuration. The change in solute mass is calculated for each pore by using 

mass balance equations. While this idealization of pore space fails to capture any sub-pore gradients 

(i.e. each pore is typically assigned averaged values for concentration) it does allow for simulation over 

larger domain sizes (i.e. core-scale) at a relatively modest computational expense compared to other 

pore-scale modelling techniques such as the Lattice Boltzmann method.  

Pore network modelling has been widely employed to investigate various reactive transport processes 

in porous media such as reaction-induced changes in transport properties [Algive et al. 2010, 

Varloteaux et al. 2013, Nogues et al. 2013], the scaling effect of adsorption [Raoof et al. 2010], 

upscaling of reaction rates [Li et al. 2006][Kim et al. 2011] and the response of wellbore cement during 

geological storage of CO2 [Raoof et al. 2012]. While a lot of progress has been made in understanding 

the coupling between physical and chemical processes that occurs during reactive transport, many 

fundamental problems remain to be solved before accurate long-term prediction for CO2 sequestration 

can be made. Pore-scale modeling has been proven a useful tool to simulate pore-scale processes and 

improve the understanding of the feedback mechanisms occurring at the continuum scale. However, 

it remains a challenge to upscale pore-network models for use in continuum models as they are still 

limited by the size of the network and will run into computational issues when solving for very large 

networks [Mehmani et al., 2012]. Another challenge is ensuring an accurate representation of the 

pore-structure, as it has major influence on flow properties and chemical reactions. Despite pore-

network models using an idealized representation of pore-space, they are nevertheless capable of 

capturing important statistical characteristics such as pore-size distributions and coordination number 

distributions [e.g. Raoof et al., 2009]. These topological characteristics have been shown to be very 

important for the accurate representation of flow properties in porous media [Arns et al. 2004, Chatzis 

and Dullien, 1977]. However, knowledge on how these characteristics evolve during reactive transport 

and their relative impacts on flow properties and rate of reaction seems to be lacking.  

The objective of this research is to develop an upscaled pore-network model which simulates pore-

scale reactive transport of calcite dissolution under CO2 storage conditions (high temperature and 

pressure). This is done by coupling PoreFlow [Raoof et al., 2013], a multi-directional pore-network 

(MDPN) model, with PHREEQC [Parkhurst and Appelo, 2013], a 1D reactive transport model, using a 

similar coupling method as proposed by Ameri et al. (2017). The basic concept behind this coupling 

method is that the pore-network properties in PoreFlow are upscaled such that 1D reactive transport 

calculations can be performed using PHREEQC, at relatively low computational cost. Because it is not 

intuitive what the relative effects are of the various pore-structure parameters or how they evolve 

during dissolution a systematic evaluation of pore-geometry is furthermore performed by running the 

model for several networks with varying pore-size distributions and average coordination numbers.  

 



5 
 

2 Background information 
In this section a brief introduction is given to PoreFlow [Raoof et al., 2013] and PHREEQC [Parkhurst 

and Appelo, 2013], before discussing the coupled model approach in section 3 (Methods). 

2.1 PoreFlow 
PoreFlow [Raoof et al., 2013] is a pore-network model capable of generating multi-directional pore-

networks (MDPN) and simulating three-dimensional pore-scale fluid flow and solute transport in 

(variably) saturated porous media. PoreFlow represents a porous medium as a network of pore bodies 

that are connected by pore throats. A main feature of the model is that pore-throats can be oriented 

in 13 different directions, allowing for a maximum coordination number of 26 (Figure 1). With this wide 

range in coordination numbers, PoreFlow is then capable of generating a network with a specific 

coordination number distribution that matches that of a specific porous media. To further resemble a 

natural porous media structure, PoreFlow can also give pore throats a range of different cross-

sectional shapes to account for the angularity found in real porous media. Further details on the 

network generation method can be found in Raoof and Hassanizadeh (2009). 

To create a flow field across the network, PoreFlow imposes a pressure difference between the two 

opposing vertical boundaries and treats the boundaries parallel to the overall flow direction as no-flow 

boundaries. The discharge in any given pore throat is then calculate by the Hagen-Poiseuille equation: 

𝑞𝑖𝑗 =  𝑔𝑖𝑗(𝑝𝑗 − 𝑝𝑖) ,         (1) 

where 𝑞𝑖𝑗 is the total volumetric flow rate [L3T-1] through the pore throat 𝑖𝑗 (connecting pore body 𝑖 

and 𝑗, see Fig. 1), 𝑔𝑖𝑗  is the conductance of pore throat 𝑖𝑗 [L3(ML-1T-2)-1T-1], and 𝑝𝑖  and 𝑝𝑗  are the fluid 

pressures [ML-1T-2] in pore bodies 𝑖 and 𝑗, respectively. The conductance, 𝑔𝑖𝑗, for a cylindrical pore 

throat is described by: 

𝑔𝑖𝑗 =  
𝜋∙𝑅𝑖𝑗

4

8∙𝜇∙𝑙𝑖𝑗
 ,          (2) 

where 𝑅𝑖𝑗  is the pore throat radius [L], 𝜇 is the fluid dynamic viscosity [(ML-1T-2)*T], and 𝑙𝑖𝑗  is the length 

[L] of the pore throat. Furthermore, for incompressible and steady-state flow, the continuity equation 

requires that the sum of discharges in and out of a pore body equal zero: 

∑ 𝑞𝑖𝑗 = 0
𝑧𝑖
𝑗=1           (3) 

where 𝑧𝑖  is the coordination number of pore body 𝑖. The above equation applies to all pore bodies in 

the network, except those lying at the flow boundaries where pressures are fixed. 

By combining the above equations, the pore body pressures can be determined, after which Eq. 1 can 

be used to calculate the pore throat velocities (discharge divided by cross-sectional area) as well as the 

total discharge of the network 𝑄𝑡. The total discharge is equal to the sum of fluxes through all the pore 

throats at the inlet and outlet of the boundary, and can subsequently be used to calculate the average 

pore velocity, �̅�, and permeability, 𝑘, of the network: 

�̅� =  
𝑄𝑡∙𝐿

𝑉𝑓
,          (4) 

𝑘 =  
𝜇∙𝑄𝑡∙𝐿

𝐴∙∆𝑃
 ,          (5) 

𝐿 is the network length [L], 𝑉𝑓 is the total fluid volume [L3], 𝜇 is the dynamic viscosity [(ML-1T-2)*T], 𝐴 is 

the network cross-sectional area [L2], and ∆𝑃 is the pressure difference [ML-1T-2] between the inflow 

and outflow boundaries. 
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2.2 PHREEQC 
PHREEQC is a geochemical model capable of simulating a variety of geochemical reactions and 

transport processes, including speciation, batch reaction, 1-D transport and inverse modeling. 

PHREEQC evolved from the Fortran program PHREEQE [Parkhurst et al., 1980] which has been 

completely rewritten in C programming language and been regularly updated and extended since then. 

In this section a brief overview of the features relevant for this research are given, including speciation 

and reactive-transport calculations. More detailed and extensive information about PHREEQC can be 

found in [User’s Guide to PHREEQC, version 2]. 

PHREEQC determines the speciation for a given solution, which may interact with solid and gas phases, 

by solving a set of functions derived from mole- and charge balance equations assuming the system is 

at equilibrium. Essentially the total element concentrations, which are constrained in the initial input, 

are redistributed among aqueous species assuming all reactions will reach instantaneous equilibrium. 

By default, the program assumes that there is 1 kg of water, as solvent for the solution, such that 

concentrations are expressed in molal units (moles per kg of water). 

Incorporated in PHREEQC is an extensive database containing the necessary equilibrium reactions and 

constants which are required to formulate expressions for the number of moles of different types of 

species. All chemical reactions in PHREEQC are written in terms of “master species”, which represent 

different elements and element valence states (i.e. Ca2+, Fe2+, Fe3+). As such the amounts of species 

(moles) can be expressed in terms of these “master species”, which vastly reduces the number of 

unknowns to be solved. The equations for the number of moles of species are then substituted in mole- 

and charge balance equations that are solved simultaneously using a modification of the Newton-

Raphson method. This numerical method iteratively refines the values of the unknowns until the 

residuals are within a specified tolerance. 

Aside from the equilibrium reactions there is also the possibility to include kinetic reactions in 

PHREEQC, for which the rate expressions can be incorporated by the user in the form of BASIC language 

statements. 1D transport processes such as advection, diffusion and dispersion are modelled in 

PHREEQC by solving the general advective-transport equation: 

𝜕𝐶

𝜕𝑡
=  −𝑣

𝜕𝐶

𝜕𝑥
+ 𝐷𝐿

𝜕2𝐶

𝜕𝑥2 −
𝜕𝑞

𝜕𝑡
 ,        (6) 

Figure 1 
Left: Schematic of pore network consisting of 3 x 3 x 3 pore bodies, showing all 26 possible connections with pore body 14 

(in the centre). Numbers inside squares denote throat directions and plain numbers are pore body numbers. 

Right: Schematic of interconnected pore bodies and pore throats, showing flow direction from pore body j to pore body i 

through pore throat ij. From: Raoof et al. (2013) 
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where C = concentration (mol/kgw), t = time (s), x = distance (m), v = velocity (m/s), DL = dispersion 

coefficient (m2/s) and q = concentration in solid phase (mol/kgw). On the right-hand side of the 

equation; the first term represents the advective transport, the second term represents the dispersive 

transport and the last term represent the change in concentration in the solid phase due to chemical 

reactions. PHREEQC considers a 1D column discretized into a number of cells (1 – n), for which the 

initial conditions, such as initial solution composition, can be defined individually for each cell. 

Transport through this column is calculated with the following split operator scheme, which is thought 

to minimize the numerical dispersion; advective transport – chemical reactions – dispersive transport 

– chemical reactions.  First advection is calculated by simply shifting the solutions from one cell to the 

next, with the infilling solution always being solution number 0 (i.e. solution 0 to cell 1, solution in cell 

1 to cell 2, and so on), then any cell-batch reactions are done (kinetic and/or equilibrium), followed by 

dispersion, which is essentially calculated as a mixing between neighbouring cells under the restriction 

that never more is mixed out than stays behind, and lastly cell-batch reactions are performed again. 

The most important user defined variables for these transport calculations are the number of cells, the 

number of shifts (how many times the solutions are shifted to the next cell), the time step (amount of 

time required to shift solution from one cell to the next) and the cell lengths. The velocity in each cell 

is determined by the cell length divided by the timestep and it is thus not possible to define the velocity 

explicitly. 
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3 Methods 

3.1 Calcite dissolution kinetics 
Over the past three decades the kinetics of calcite dissolution has been studied extensively in 

geochemical literature [e.g. Plummer et al. (1978); Chou et. al (1989); Sjöberg (1978); Arvidson et al. 

(2002)]. Despite some of the conjecture that still remains regarding the mechanisms involved and the 

absolute values of the rate under certain conditions, it is generally believed that the dissolution of 

calcite occurs via three parallel pathways. Here, we consider the three parallel reactions as proposed 

by Plummer et al. (1978) and Chou et al. (1989) (see Table 1). 

 
Table 1: 
Forward (dissolution) reactions with corresponding rate constants at 25°C and 50°C. 
Rate constants at 50°C are derived assuming an Arrhenius type relation, using values at 25°C from Chou et al. (1989) and 
apparent activation energies from Plummer et al. (1979).  

Forward (dissolution) reactions Rate constant (25°C) Rate constant (50°C) 

 [mol m-2 s-1] [mol m-2 s-1] 

 

(𝑅1)      𝐶𝑎𝐶𝑂3(𝑠) + 𝐻+ →  𝐶𝑎2+ + 𝐻𝐶𝑂3
−  

 

𝑘1 =  0.89  

 

𝑘1 =  1.16  

 

(𝑅2)      𝐶𝑎𝐶𝑂3(𝑠) +  𝐻2𝐶𝑂3
∗  →  𝐶𝑎2+ + 2𝐻𝐶𝑂3

− 

 

𝑘2 =  5.01 ∙ 10−4  

 

𝑘2 =  1.85 ∙ 10−3  

 

(𝑅3)      𝐶𝑎𝐶𝑂3(𝑠)  →  𝐶𝑎2+ + 𝐶𝑂3
2−   

 

𝑘3 = 6.6 ∙ 10−7  

 

𝑘3 = 1.85 ∙ 10−6  

 

Far from equilibrium and under low pH conditions, the first reaction is the dominant pathway. This 

reaction occurs at a much faster rate than the other two reactions. As the reaction progresses and pH 

increases, the second reaction will become dominant under high PCO2 conditions. Finally, when the 

reaction is near equilibrium, under high pH and low PCO2 conditions, the last reaction will become the 

dominant pathway. The forward rate of dissolution is thus determined by the sum of all three forward 

reactions and, following the principle of detailed balancing (i.e. microscopic reversibility), the 

backward rate is determined by the sum of all three backward reactions. Chou et al. (1989) have 

shown, however, that the backward rate of dissolution (precipitation) is only dependent on reaction 

(R3), leading to the following rate law for the dissolution of calcite: 

𝑅𝑎𝑡𝑒 =  𝑘1 ∙ 𝛼𝐻+ + 𝑘2 ∙ 𝛼𝐻2𝐶𝑂3
∗ +  𝑘3 − 𝑘−3𝛼𝐶𝑎2+ ∙ 𝛼𝐶𝑂3

2−,    (7) 

where 𝑅𝑎𝑡𝑒 is the net rate of dissolution [mol m-2 s-1], 𝑘1, 𝑘2, 𝑘3 are the forward rate constants of 

reactions (R1), (R2), and (R3) respectively, 𝑘−3 is the backward rate constant of reaction (R3), and 𝛼𝑥 

is the bulk activity of species 𝑥. 

Furthermore, it is assumed here that reactions between aqueous species all attain instant equilibrium. 

With this assumption each individual reaction rate may be rewritten in terms of calcite saturation using 

the equilibrium constants given in Table 2. The overall rate of reaction can then simply be described in 

terms of distance from equilibrium: 

𝑅𝑎𝑡𝑒 = (𝑘1 ∙ 𝛼𝐻+ + 𝑘2 ∙ 𝛼𝐻2𝐶𝑂3
∗ +  𝑘3) ∙ (1 −

𝛼
𝐶𝑎2+ ∙𝛼

𝐶𝑂3
2−

𝐾𝑠𝑝
),    (8) 

where 𝐾𝑠𝑝 is the equilibrium constant of calcite. 
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Table 2: 
Equilibrium dissociation reactions with corresponding equilibrium constants at 25. 
a from Koutsoukos and Kontoyannis (1984) 
b from Plummer and Busenberg (1982) 

Equilibrium reactions Equilibrium constant (25°C) 

 

(𝑅4)     𝐻𝐶𝑂3
− ↔ 𝐻+ + 𝐶𝑂3

2−  

 

𝐾1 =  4.446e − 7 𝑎  

 

(𝑅5)      𝐻2𝐶𝑂3
∗  ↔  𝐻+ + 𝐻𝐶𝑂3

−  

 

𝐾2 =  4.688e − 11 𝑎  

 

(𝑅6)      𝐶𝑎𝐶𝑂3(𝑠)  ↔  𝐶𝑎2+ + 𝐶𝑂3
2−   

 

𝐾𝑠𝑝 =  3.31e − 9 𝑏  

 

Note that by using bulk activities in the above reactions it is essentially assumed that the dissolution 

rate is reaction-limited and thus not inhibited by the transport of species from the bulk solution to the 

reactive surface. This is of course the case for well-mixed systems where there is a uniform 

concentration, which for single pores in calcite occurs under flow conditions slower than 0.001 cm/s 

or faster than 1000 cm/s [Li et al., 2008]. However, in reality, these flow conditions cannot always be 

guaranteed during CO2 injection/storage and transport limitations should thus be accounted for to 

ensure the rate of reaction is not overestimated. This is not an issue for models where pore spaces are 

discretized into cells (e.g. Lattice Boltzmann) because transport effects are already incorporated into 

the concentration calculations for each cell. However, in pore-network models, where concentration 

gradients within pores are not considered and thus only average concentrations within the pore-

spaces are known, transport limitations will need to be accounted for in some other way. 

 

3.2 Network generation 
The pore-networks implemented in this model are generated in PoreFlow for a specified pore-body 

radius distribution and average coordination number (see section 3.4). As previously stated, PoreFlow 

allows for a maximum coordination number of 26, which means that a given pore-body may be 

connected to a maximum of 26 neighbouring pore-bodies. To achieve a specified average coordination 

number PoreFlow employs an elimination procedure to rule out some of the connections. The details 

of this elimination procedure are discussed in more detail in Raoof and Hassanizadeh (2009).   

For a given pore-body radius distribution PoreFlow calculates the corresponding pore-throat radii by 

using the BACON bond method from Acharya et al. (2004). They use two simple power-functions to 

construct a biconical shaped pore-throat connecting two spherical pore bodies (see Figure 2). The 

radius of the narrowest section of the pore-throat connecting pore bodies 𝑖 and 𝑗, located at the point 

of intersection between the two power functions (𝜉𝑡), is determined by: 

𝑟(𝜉𝑡) =  𝑇𝑖𝑇𝑗(𝑇
𝑖

1

𝑛 +  𝑇
𝑗

1

𝑛)−𝑛,    𝑛 > 0         (9) 

 

Where 𝑟(𝜉) is the dimensionless bond-size function along the central axis (𝜉) of the pore-throat, 𝑛 is 

the curvature parameter that determines the longitudinal shape of the function and  𝑇𝑖 and 𝑇𝑗 are the 

values of 𝑟(𝜉) at the corresponding pore body centres and are calculated by: 

 

𝑇𝑖 =
�̃�𝑖sin (

𝜋

𝜁
)

[1−�̃�𝑖 cos(
𝜋

𝜁
)]𝑛

,    𝑛 > 0         (10) 
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𝑇𝑗 =
�̃�𝑗sin (

𝜋

𝜁
)

[1−�̃�𝑗 cos(
𝜋

𝜁
)]𝑛

,    𝑛 > 0         (11) 

 

�̃�𝑖 and �̃�𝑗 represent the dimensionless pore body sizes and 
𝜋

𝜁
 is the angle BAF under bisector AF for 

pore body 𝑖 and the angle GBA under the bisector BG for pore body 𝑗. 

 

 

 

Figure 2 
Construction of the BACON bond, from [Acharya et al., 2004]. a) Showing the power law functions describing the radius as a 
function of ξ (scaled distance between pore-bodies). The centre of pore body i is located at ξ = 0 and the centre of pore body 
j is located at ξ = 1. The pore-throat inlet and outlet are located at ξF and ξG respectively, and the ξt is the point of intersection 
and the narrowest section of the pore-throat. b) Showing the outline of the pore-throat walls (thick lines) connecting pore 
body i and j. 

 

Instead of assuming biconical shaped pore-throats this model assumes cylindrical pore-throats that 

have a fixed radius along the entire length of the pore-throat, equal to the narrowest section of the 

biconical pore-throat in the BACON bond method. Here, the radius of pore-throats is calculated using 

equation (9) with a curvature parameter of 0.3. This simplification of pore-throat geometry could, 

however, underestimate the amount of friction on the flow at the inlet and outlet of the pore-throat. 

To compensate for this, PoreFlow enhances the length of a given pore-throat depending on the pore-

body surface areas of the connected pore bodies and their respective coordination numbers. The pore-

throat length between two adjacent pore bodies is initially determined by the lattice distance minus 

the respective pore-body radii, after which a fraction of the surface area of both connecting pore 

bodies is added to this length. This fraction is equal to the total surface area of the pore body divided 

by the number of pore-throats connected to the pore body (i.e. coordination number). 

 

3.3 Modeling approach 
The previously introduced PHREEQC and PoreFlow models are coupled to develop an up scaled pore-

network model with which to simulate reactive transport for CO2 storage applications. The basic 

concept of the coupled model is visualized in Figure 3. The model discretizes a 3D pore network, 

generated in PoreFlow, into a series of cells over which PHREEQC is then able to perform 1D reactive 

transport calculations. For each of these cells PoreFlow determines the specific reactive surface area 

needed for the reaction calculations and outputs these to PHREEQC. PHREEQC then performs a 

reactive transport step and outputs the calculated change in calcite back to PoreFlow. PoreFlow 

distributes the volume of dissolved/precipitated calcite, generated from PHREEQC, over the pore 

spaces and recalculates the specific surface area required for the subsequent reactive transport step. 

PHREEQC and PoreFlow are thus run consecutively for each time step whilst information is fed back 

and forth between the two models.  
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This coupled model is therefore able to perform simple 1D reactive transport calculations whilst still 

taking into account the effect of pore-structure. Instead of having to consider each individual pore-

body and pore-throat, of which a vast amount exist within a pore-structure, transport and reaction 

calculations are only necessary for a small number of cells, which reduces the computational run-time 

considerably. 

 

 

 

 
 
 
 
 
 
 
 
Figure 3 
Coupling between PHREEQC and PoreFlow, adapted from [Ameri et al., 2017]. 

 

Several assumptions are made regarding the distribution of calcite over the network and the resulting 

changes in pore-structure. For simplicity it is assumed that dissolution occurs only within pore-throats 

and solely affects the pore-throat radius. Pore-body sizes and pore-throat lengths thus remain fixed 

throughout the reactive transport simulations. As such the surface area that is outputted from 

PoreFlow to PHREEQC only includes the pore-throat surface area. Furthermore, the amount of 

dissolved/precipitated calcite in each pore-throat is assumed here to be related to their relative 

residence times, defined as the volume over the discharge: 

𝑇𝑟𝑒𝑠,𝑖𝑗 =  
𝑉𝑖𝑗

𝑄𝑖𝑗
=  

𝜋∙𝑅𝑖𝑗
2 ∙𝐿𝑖𝑗

𝑄𝑖𝑗
,         (12) 

Where 𝑇𝑟𝑒𝑠,𝑖𝑗  is the residence time for a given pore-throat with radius 𝑅𝑖𝑗  and length 𝐿𝑖𝑗. 

By arguing that a lower-residence time allows for more reactive solution to pass through a given pore-

throat and thus for more reactions to occur, it is assumed here that pore-throats with lower residence 

times dissolve more than pore-throats with higher residence times. As such a larger fraction of the 

total change in calcite will be attributed to pore-throats with lower residence times. The change in 

volume due to dissolution/precipitation for a given pore-throat, 𝑑𝑉𝑐𝑎𝑙,𝑖𝑗,  is calculated with the 

following equation: 

𝑑𝑉𝑐𝑎𝑙,𝑖𝑗 =  
𝑑𝑉𝑐𝑎𝑙,𝑡𝑜𝑡𝑎𝑙 ∙ 

1

𝑇𝑟𝑒𝑠,𝑖𝑗

∑
1

𝑇𝑟𝑒𝑠

,        (13) 

where 𝑑𝑉𝑐𝑎𝑙,𝑡𝑜𝑡𝑎𝑙 is the total volume change for the whole cell,  
1

𝑇𝑟𝑒𝑠,𝑖𝑗
 is the inverse residence time for 

that pore-throat and  ∑
1

𝑇𝑟𝑒𝑠
 is the sum of all inverse residence times of all pore-throats belonging to 

the same cell. Considering that the volume of a given pore-throat after dissolution should equal the 
original volume before dissolution plus the volume of dissolved/precipitated calcite the following 
equation applies for cylindrical pore-throats: 
 

𝜋 ∙ 𝑅𝑖𝑗,𝑛𝑒𝑤
2 ∙ 𝐿𝑖𝑗 =  𝜋 ∙ 𝑅𝑖𝑗,𝑜𝑙𝑑

2 ∙ 𝐿𝑖𝑗 + 𝑑𝑉𝑐𝑎𝑙,𝑖𝑗,       (14) 

 

By rearranging the above equation, the new pore-throat radius is calculated as follows: 

 

PoreFlow (3D) 

Specific reactive 

surface area 

PHREEQC (1D) 

Calcite 

concentration 
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𝑅𝑖𝑗,𝑛𝑒𝑤 =  √𝑅𝑖𝑗
2 +

𝑑𝑉𝑐𝑎𝑙,𝑖𝑗

𝜋∙𝐿𝑖𝑗
 .        (15) 

 

The new pore-throat radius may also be described as the sum of the old pore-throat radius and the 

change in pore-throat radius, and as such the following equation for the change in pore-throat radius 

applies: 

 

𝑑𝑅 =  √𝑅𝑖𝑗
2 +

𝑑𝑉𝑐𝑎𝑙,𝑖𝑗

𝜋∙𝐿𝑖𝑗
−  𝑅𝑖𝑗         (16) 

 

If the pore-throat radius 𝑅𝑖𝑗  is very large,  
𝑑𝑉𝑐𝑎𝑙,𝑖𝑗

𝜋∙𝐿𝑖𝑗
   becomes negligible and the radius thus does not 

change much. However, for a small pore throat radius the second term in the square root has a much 

bigger affect and so the pore-throat increases more. So, the relative change in pore-throat radius due 

to dissolution/precipitation reactions increases for smaller initial pore-throat radii.  

 

A schematic flowchart of the coupled modeling procedure is given in Figure 4 and is explained in more 

detail below. After generating the initial network, PoreFlow is run with a zero change in calcite to 

determine the total initial reactive surface area for each cell which is then written to 

PHREEQC_CELL_INFO.TXT. Note that since dissolution is assumed to only occur within pore-throats, 

this surface area thus also only includes pore-throat surface areas. PHREEQC and PoreFlow then run 

consecutively in a loop over a specified number of time steps. In PHREEQC all cells are initially filled 

with a solution of water in equilibrium with calcite and are all given the same initial porosity equal to 

the total network porosity determined in PoreFlow. All cells are given an initial amount of calcite 

available for reaction (in moles), set to 10% of the initial solid volume of the pore-network cell to 

simulate a sandstone with a 10% volume fraction of calcite. The injecting solution is composed of water 

in equilibrium with CO2 at a partial pressure of 10MPa to simulate the high-pressure conditions during 

CO2 storage. With these initial conditions and the initial specific reactive surface area from PoreFlow, 

PHREEQC performs a 1D reactive transport shift and outputs the new solution composition and kinetic 

reactant data to a dump file. This file is written in a format which enables it to be incorporated directly 

as input for the subsequent transport step. PHREEQC also outputs the amount and change in calcite 

per cell to an output file called delCalcite.txt which will be used as input for PoreFlow. After PHREEQC 

has completed the reactive transport step, PoreFlow is run with the delCalcite.txt as input to 

recalculate the pore-throat radii (see Equation 15) and corresponding new pore-throat areas. 

PHREEQC_CELL_INFO.TXT is rewritten with the new total specific surface area per cell, such that it may 

be implemented in PHREEQC in the next loop. In this way PHREEQC and PoreFlow are run consecutively 

in a loop for a specified number of time steps, updating the various input and output files after each 

run. 

It is important to note that whilst PoreFlow and PHREEQC use the same cell-sizes they do not assume 

the same fluid volume per cell, which requires the output exchanged between PHREEQC and PoreFlow 

to be scaled. PHREEQC by default assumes 1 liter of water for the batch reaction calculations regardless 

of the fluid volumes in the pore-network. As such the total surface area per cell calculated in PoreFlow 

is scaled up to a specific surface area per liter and the amount of calcite calculated in PHREEQC is 

conversely scaled down from a liter to the pore-network fluid volume for the corresponding cell in 

PoreFlow. The full model code including the batch executable and PoreFlow and PHREEQC input files 

can be found in the Appendix. 
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Figure 4 
Flowchart of model procedure. 

 

3.4 Model configuration 
To investigate the effect of the pore-network structure on the dissolution of calcite 18 different initial 

pore-networks are generated, varying in average coordination number and pore-size distribution. 

These networks are generated from six lognormal pore-size distributions with mean values of 200, 300 

and 400 um and standard deviations of 30 and 86 um (see Fig. 5), and three different average 

coordination numbers (3, 4 and 5). These mean pore-sizes are chosen to simulate sandstone, which 

are generally found to have relatively large pore sizes1.  

All networks have a total network length of ~95 mm and are discretized into 20 cells with lengths of 

~4.8 mm and volumes of ~1540 mm3. Networks with a mean pore-size of 200, 300 and 400 um are 

given an initial network porosity of 0.15, 0.20 and 0.25, respectively. These porosities are achieved by 

adjusting the number of nodes (pore bodies) and the lattice distance (distance between pore body 

centres) for each network. For instance, networks with a larger mean pore-size and/or larger average 

coordination number will automatically have a larger porosity, however by increasing the lattice 

distance and/or decreasing the number of nodes the porosity can be lowered. The ratio of number of 

nodes in each direction is kept at 5:1:1 (Ni:Nj:Nk) for all networks. The initial network properties are 

summarized in Table 3. The different networks are referred to by a code starting with a capital letter 

                                                           
1 There may be a minor fault in that the mean pore-size values used here actually resemble sandstone grainsizes rather 
than pore sizes, and are thus around an order magnitude larger than what is typically found in literature [Philip Nelson, 
2009][Dong and Blunt 2009]. The networks generated here thus represent (unrealistically) coarse sandstone.  
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to identify the mean pore-body radius of the network: A, B and C are networks with mean pore-body 

radius of 200, 300 and 400 um respectively. Next the corresponding standard deviation of the pore-

body radius distribution is denoted by L for low standard deviation (30 um) and H for high standard 

deviation (86/87 um). And lastly, the coordination number (3, 4 or 5) is given. As an example, AL-3 is 

the network generated from a mean pore-radius of 200 um with standard deviation 30 um and 

coordination number 3. 

For the pore-structure analysis all networks are run for 500 pore volumes with the following input 

parameters in PHREEQC. Time-steps in PHREEQC (the duration of a single shift) are set to 0.025 

seconds, corresponding to a velocity of ~193 mm/s. This high velocity is chosen to ensure that 

dissolution occurs uniformly along the length of the column (see section 4) [Golfier et al. 2001], making 

for better analysis of pore-structure parameters. Dispersivities are set to 10% of the cell length. 

Networks A, B and C are given 15, 11 and 8 moles of calcite per cell (concentrations per litre!) 

respectively, which amounts to about 10% of the initial solid volume per cell. High temperature and 

pressure conditions are simulated in PHREEQC by using a CO2 partial pressure of 10MPa and reaction 

constants valid at a temperature of 50°C (see Table 1 and 2). This temperature is also accounted for in 

the viscosity used by PoreFlow and is set to a value of 0.0005 Pa·s [Engineering ToolBox, 2004]. Lastly, 

since porosity changes are likely minimal after a single shift (time-step is very short) it is not necessary 

to update the pore-network after each individual shift. To reduce the computational expense of the 

model PHREEQC is run consecutively for 250 shifts (corresponding to 12.5 pore volumes and 6.25 

seconds) before coupling with PoreFlow.  

 

 

 
Figure 5 
Probability density distributions of pore-radius with mean of 200, 300 and 400 um and standard deviation of 30 (blue) and 

86 um (red), used for initial pore size generation. 
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4 General model behaviour and velocity 
First, an initial analysis is performed to investigate the general model behaviour for different flow 

velocities. Network AL-5 is run using time-steps of 1, 0.5, 0.1, 0.05 and 0.025 seconds, corresponding 

to velocities of 4.82, 9.63, 48.16, 96.32 and 192.64 mm/s respectively. To facilitate run time PoreFlow 

and PHREEQC are coupled every 20 pore volumes, meaning PoreFlow updates the pore-network every 

400 shifts. Such a large coupling interval could potentially cause significant inaccuracies, especially 

when using relatively slow velocities seeing as a larger reaction time results in larger changes in 

porosity. However, for the slowest velocity (i.e. 4.82 mm/s) the differences in results found using an 

interval of 20 pore volumes and a more frequent interval of 1 pore volume are still relatively small (see 

Appendix). After 60 pore volumes the maximum difference in porosity between the two coupling 

intervals is 0.02 and on average only 0.002. Also, the difference in calcite concentration is minimal with 

a maximum difference of only 0.11 mol. Considering these inaccuracies are even smaller for the faster 

velocities it is thus assumed that a coupling interval of 20 pore volumes is still sufficient to ensure an 

accurate analysis of the effect of velocity on the dissolution behaviour. Lastly, network CL-5 is run for 

a single pore volume using 8 mmol of initial calcite per cell and time-steps of 60 seconds (v = 0.08 

mm/s). 

The calcite and pH distribution after 0.5 pore volume, for a velocity of 0.08 mm/s (times-step = 60 

seconds), are presented in Figure 6. The calcite distribution shows that after 0.5 pore volume (10 

minutes) all the calcite in cells 1 – 9 has dissolved, whilst no net-dissolution of calcite has occurred in 

cells 15 – 20. The pH distribution shows a distinct three-step increase in pH toward the outlet where 

the first step, close to the inlet, coincides with the equilibrium pH for a solution in equilibrium with CO2 

(equal to injection solution pH with a value of 3.2), the second step is less pronounced but roughly 

coincides with the equilibrium pH for a solution in equilibrium with CO2 and calcite, and finally the third 

step coincides with the equilibrium pH for a solution in equilibrium with calcite (equal to initial solution 

pH with a value of 9.4). It is interesting to see that these steps in pH do not coincide directly with the 

calcite distribution. For example, even though cells 6 – 9 are depleted in calcite their pH values are 

higher than the injection solution pH, which shows that these cells have not yet been flushed out 

completely. Similarly, at the outlet the pH in cells 15 and 16 has decreased even though their calcite 

concentrations have not. This observation can be explained by dispersion, simulated in PHREEQC as a 

partial mixing of neighbouring cells, which makes the speciation in a given cell not only dependent on 

its incoming solution but rather on all neighbouring cells. 

In Figure 7 the calcite and pH distributions for a range of different velocities are shown. The calcite 

distribution plot (left) shows that for high velocities the dissolution occurs uniformly over the column, 

whereas for low velocities the dissolution is predominately occurring at the inlet (i.e., face dissolution). 

This is to be expected considering the reaction time scale is larger than the flow time scale (i.e., the 

solution reaches deeper into the sample before it dissolved much calcite and is buffered). Conversely, 

slow velocities provide longer reaction times causing more CO2 to be consumed at the inlet leaving less 

to react in the subsequent cells. This is confirmed by the pH distribution that shows lower pH values 

at the outlet for faster velocities. At the inlet, however, the pH values for the two slowest velocities 

are lower because the calcite is running out in the first cells which causes the pH to drop toward a new 

equilibrium. Furthermore, the pH in all cells has dropped below the initial equilibrium (upper step in 

Figure 6) because the column has already been flushed through completely (60 times) such that all 

cells contain some degree of CO2. On the other hand, in Figure 6 the initial pH front is still visible 

because it has not reached a full pore volume yet. 
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Figure 6 
Left: calcite distribution in network CL-5 after 0.5 pore volumes, run with velocity of 0.08 mm/s (time-step = 60 seconds). 

Calcite is normalized over the initial calcite per cell = 8 mol. Right: corresponding pH distribution and three equilibrium pH 

values (dash lines). Eq. calcite (initial solution) = 9.34, eq. CO2 (injection solution) = 3.11 and eq. calcite + CO2 = 4.84. 

 

Figure 7 
Left:  calcite distribution in network AL-5, after 60 pore volumes. Calcite is normalized over the initial calcite per cell = 15 mol. 

Right: corresponding pH distribution and three equilibrium pH values (dash lines).  

 

In Figure 8a the amount of dissolved calcite is plotted against pore volumes for the different 

velocities. For all simulations the increase in dissolved calcite is seen to become linear after about 1 

pore volume, which points to a steady-state dissolution behaviour.  

Figure 8b shows the porosity-permeability curves for the different velocity simulations, where each 

data point represents 20 pore volumes. Most notable is the shape of the porosity-permeability 

curves which differs from the usual convex shape (starting out relatively flat and becoming steeper as 

porosity increases) where the change in permeability becomes progressively larger as porosity 

increases. Here, the change in permeability is seen to first decrease and then increase with increasing 

porosity (two inflection points as opposed to one). A similar curve is found when plotting porosity 

against mean pipe radius. This initial decrease in the rate of  increase in permeability may be 

explained by the fact that the network consists of pore-throats of varying sizes which have varying 

rates of radius increase. For a given volume of dissolved calcite the resulting pore-throat radius 
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increase is larger for small pores than for large pores (see Equation 16) because large pores need to 

distribute the amount of dissolved calcite over a much larger surface area. Thus as dissolution occurs, 

small pores could cause the average radius to initially increase significantly but as they become larger 

the increase in radius will become progressively smaller. Since pore-throat radius is directly related 

to permeability this may explain why the permeability change is initially seen to decrease. 

Furthermore, it can be seen from Figure 8b that the porosity increase is greater for slower velocities. 

For example, after 100 pore volumes the fastest velocity has increased to 0.156 whereas the slowest 

has only reached a porosity of 0.146 after the same number of pore volumes. This is confirmed by 

the dissolution plot in Figure 8b, where steeper increases in total amount of dissolved calcite are 

seen for the slower velocities. Contrary to porosity, the permeability increase after 100 pore volumes 

is greatest for the intermediate velocities and slowest for the two extremes. Permeability is thus not 

only influenced by the relative amount of dissolution but also by the distribution of porosity 

throughout the column. In the case of extremely fast flow there is so little dissolution that the 

permeability is hardly affected, and in the case of extremely slow flow dissolution is only occurring at 

the inlet leaving most of the network unaffected. Furthermore, the permeability at a given porosity is 

lowest for the two slowest velocities which can again be explained by the lack of uniform dissolution 

which inhibits permeability. At a porosity of 0.145 the three faster velocities give the same 

permeability value (graphs intersect). However, even though the velocities all reach the same value 

the amount of pore volumes it takes to reach this point does differ. With a velocity of 192.64 mm/s it 

takes 80 pore volumes to increase the permeability by ~9 % while it only takes 40 pore volume with a 

velocity of 48.16 mm/s. 

 

Figure 8 
Left: total dissolved calcite over 3 pore volumes using network AL-5. Dissolved calcite is normalized over the total initial 

calcite, 20 x 15 moles = 300 moles. Right: corresponding porosity- permeability evolution during 100 pore volumes (in steps 

of 20 pore volumes). Permeability is normalized with the initial network permeability (= 5.31E-11).  

 

 

1

1,1

1,2

1,3

0,138 0,142 0,146 0,15 0,154 0,158

N
o

rm
. p

er
m

ea
b

ili
ty

 [
-]

 

Porosity [-]

Porosity vs. permeability - after 100 PV

0,0%

0,2%

0,4%

0,6%

0,8%

0 0,5 1 1,5 2 2,5 3

%
 T

o
ta

l c
al

ci
te

 d
is

so
lv

ed
 

Pore volume [-]

Dissolved calcite - after 3 PV

v = 4.8 mm/s v = 9.6 mm/s

v = 48.2 mm/s v = 96.3 mm/s

v = 192.6 mm/s



19 
 

5 Results 

Using a velocity of 192.64 mm/s (time-step of 0.025 seconds) the following result were obtained for 

the different networks. Results for network AL-4 could not be obtained due to an error in PoreFlow 

which, unfortunately, could not be resolved in time! 

Figure 9 shows the porosity increase over 500 pore volumes for the different networks and the 

corresponding rate of increase is given in Table 4. These rates can be compared to investigate the 

relative effects of mean pore-size, standard deviation and coordination number. Firstly, the results 

indicate that the porosity increases faster for a lower mean pore-size. In comparing differences in 

standard deviation the results show that networks with a low standard deviation increase in porosity 

faster than networks with a high standard deviation. And lastly, a coordination number of 4 seems to 

give the highest rate of porosity increase. 

Figure 10 shows the calcite distribution over the network after 500 pore volumes and it can be seen 

that overall distribution is rather uniform for the different networks (as expected for the high velocity 

used). The individual calcite concentrations per cell do, however, show variations and seem to be 

dependent on the initial mean pore-body radius. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 9 
Porosity evolution for different networks A, B and C (mean pore-body radius 200, 300 and 400μm respectively). Pore networks 

are further identified by a letter L or H to denote a low or high standard deviation, respectively, and a number to indicate the 

average coordination number. 
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Table 4 
Rate of porosity increase [1/pore volume]. 

AL-3 7.96E-05 BL-3 6.95E-05 CL-3 6.48E-05 

AH-3 7.71E-05 BH-3 6.81E-05 CH-3 6.38E-05 

AL-4 - BL-4 8.17E-05 CL-4 7.17E-05 

AH-4 8.10E-05 BH-4 8.00E-05 CH-4 7.01E-05 

AL-5 8.31E-05 BL-5 7.90E-05 CL-5 6.96E-05 

AH-5 7.75E-05 BH-5 7.59E-05 CH-5 6.73E-05 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 
 
Figure 10 
Calcite distribution after 500 pore volumes for all the networks A (top), B (middle) and C (bottom). Solid lines are networks 

with low standard deviation and dashed lines are network with a high standard deviation. Colours red, orange and blue 

denote coordination numbers 3, 4 and 5 respectively. Calcite is normalized over the initial calcite.   
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The following results show the relative effect of the initial pore-structure on the pore size distribution. 

Since dissolution is assumed to occur only within pore-throats, only the pore-throat distribution is 

affected. Thus, pore-body distribution and pore-throat length distributions remain unchanged. 

For all networks the mean pore-throat radius is seen to increase linearly over time (R2 = 1) with the 

slight exception of networks AL-* and AH-* which are a little less linear, shown in Figure 11. The 

complete set of figures for all networks can be found in the Appendix. The rate of increase in mean 

pore-throat radius is given in Table 5 and is on average around 0.04 um per pore volume for all 

networks. Within network B and C the differences are minimal whereas differences within network A 

are larger, showing faster increase in mean pore-throat radius for networks with a large initial standard 

deviation. On average, networks with a larger initial mean pore-size show a slightly larger increase in 

mean pore-throat radius. 

 

Figure 11 
Mean pore-throat radius evolution over 500 pore volumes (in steps of 50 pore volumes) for networks AL-* (left) and networks 

AH-* (right). Trend lines for aL-3 and aH-3, with their corresponding R2, are plotted as well. Data for AL-4 is missing! 

 

Table 5 
Rate of mean pore-throat increase in um/pore volume. 

AL-3 3.75E-02 BL-3 4.47E-02 CL-3 4.60E-02 

AH-3 5.80E-02 BH-3 4.40E-02 CH-3 4.71E-02 

AL-4 - BL-4 4.41E-02 CL-4 4.54E-02 

AH-4 5.63E-02 BH-4 4.48E-02 CH-4 4.65E-02 

AL-5 3.71E-02 BL-5 4.45E-02 CL-5 4.61E-02 

AH-5 5.56E-02 BH-5 4.40E-02 CH-5 4.68E-02 
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Figure 12 
The change in standard deviation of pore-throat radius, over 500 pore volumes (in steps of 50 pore volumes).  

Figure 12 shows the change in standard deviation over 500 pore volumes for all networks. Networks 

with a low initial standard deviation show little change in standard deviation during dissolution, 

whereas networks with high initial standard deviation all show a decrease in standard deviation. The 

biggest decrease is seen for network AH-* where the standard deviation decreases almost linearly 

during the first 350 pore volumes, after which the standard deviation appears relatively constant. 

Difference in coordination number are again very minimal. 

The pore-throat radius evolution is also described in Figure 13 where the distribution at 0, 250 and 500 

pore volumes are shown for all networks. Most notable is the change in distribution seen for networks 
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AL-3 and AH-3. These networks show a right-skewing of the distribution after 250 and 500 pore 

volumes, which is especially pronounced for network AH-3. 
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The next figure shows the initial distribution of all the residence times for networks with coordination 

number 5 (i.e. before dissolution). The spread in residence time goes up to 3.1e10 minutes but is most 

concentrated at much smaller residence times less than 5 minutes. For this reason, the histogram 

shown here only includes residence times of up 20 minutes and discretizes the smaller residence times 

into smaller bin sizes. A larger spread can be seen for networks with smaller mean pore-body sizes. 

Around 80% of residence times are smaller than 0.2 minutes for networks C, 70% for networks B and 

only 30% for networks A. This indicates that networks with a larger mean have a larger fraction of small 

residence times.  

The average residence time for a range of pore-throat sizes is shown in Figure 15. These results were 

obtained by truncating the residence time to exclude outliers. The cut-off point was chosen, arbitrarily, 

as the residence time below which ~95% of the data lies. The figure shows that average residence 

times seem to be decreasing with increasing pore-throat radius. For networks AL-5 and BH-5, however, 

the average residence time decreases up to a certain point after which it increases with pore-throat 

radius. Note, however, that these trends are sensitive to the choice of cut-off point and pore-throat 

bin sizes.  

 

Figure 14 
Histogram of residence times for networks A, B and C with an average coordination number 5. Networks with a low initial 

standard deviation are blue and networks with a high initial standard deviation are orange. Note that not all the data is shown 

in the histogram and that the bin sizes vary. 
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Figure 15 
Average residence time for different pore-throat sizes for networks A, B and C and average coordination number 5. Throat 

sizes are binned and the upper limit of the bin is given on the x-axis. Networks with a low initial standard deviation are 

coloured blue and networks with a high initial standard deviation are coloured orange. 
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6 Discussion 
With regards to the dissolution behaviour the model shows face dissolution occurring at relatively high 

velocities (4.82 and 9.63 mm/s). These velocities are much higher than the velocities at which 

wormholing is commonly reported [e.g. Fredd and Fogler, 1998]. This is interesting seeing as face 

dissolution is expected to occur at slower velocities than wormholing [Golfier et al., 2001]. In this 

research, however, the reaction rate is higher due to the high pCO2 and temperature conditions 

implemented which causes face dissolution to still occur at relatively high velocities. On the other 

hand, it is also possible that the reaction rate is overestimated because the rate is assumed here to be 

reaction-limited whilst the velocities used lie within the range of velocities (0.1 – 1000 cm/s) at which 

Li et al. (2008) report that mass-transport limitations occur. 

To facilitate the analysis of the relative effect of pore-structure parameters, simulations were run at a 

velocity of 19.2 cm/s to ensure a uniform dissolution. In that way any changes in the parameters could 

be attributed to dissolution occurring in the entire column rather than only at the inlet. This velocity 

may seem unrealistically high when considering that a typical groundwater velocity is in the order of 

m/day (0.001 cm/s). However, because of the earlier mentioned high reactivity of the system uniform 

dissolution will only occur at a very high velocity whereas a slower groundwater flow  velocity would 

restrict dissolution to the first cell only, which is not practical for the purpose of this study. As 

mentioned earlier however, it should be noted that in using a velocity of 19.2 cm/s the system may 

not be considered reaction-limited [Li et al. 2008] and so the rate of dissolution is likely overestimated 

because this model does not account for the necessary mass-transport limitations. Nonetheless, this 

issue is not particularly problematic for this research since only the relative effects of the pore-

structure parameters are investigated.  

For networks with varying initial mean pore-body radii, standard deviation and average coordination 

number the results show a linear increase in porosity (Figure 9) which is to be expected considering 

steady-state dissolution is already found after about 1-2 pore volumes (Figure 8a). The differences in 

rate of porosity increase are related to differences in total surface area, since networks with a larger 

total surface area will have a faster rate of reaction and will thus also increase in porosity faster. This 

relation is, to a certain extent, confirmed when comparing differences in rates in Table 4 and 

differences in total initial surface area in Table 3. Note that the total surface area does evolve over 

time and that Table 3 thus only gives an indication of what the relative total surface areas are for the 

different networks. It is found that the rate is higher for networks with a lower mean pore-size, a low 

standard deviation and/or a coordination number 4, which almost always coincides with a larger 

initial total surface area seen in Table 3. It makes sense that a lower mean pore size results in a larger 

total surface area when considering that the surface area to volume ratio is higher for smaller pores 

and that the density of pores within the fixed network volume will also be larger (more small pores 

fit into a fixed volume than large pores do). However it is interesting to see that this is still the case 

despite lower mean-pore sizes having been given a lower porosity. It is important to consider that 

the effect of pore-size distribution and coordination number on the total surface area is not very 

intuitive due to the set-up of the simulations. For example, it would usually be expected that a higher 

coordination number results in a larger number of pore-throats, and thus a larger total surface area 

of pore-throats and a higher rate of reaction. However, this is not necessarily the case here because 

the number of nodes for networks with a higher coordination number are lower and the lattice 

distances larger to ensure they have the same initial porosity value as the other networks with the 

same pore-size distribution. Together with slight variations in network length and porosity values it 

then becomes very difficult to determine exactly what the effect of a higher coordination number is 

on the specific surface area.   
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Since dissolution is assumed to only occur within pore-throats it is only the pore-throat radius which 

is affected by dissolution. Interestingly, the coordination number does not seem to affect the evolution 

of pore-throat distribution parameters (i.e. mean and standard deviation). The mean pore-throat 

radius is seen to increases linearly for all networks, with the slight exception of networks AL-* and AH-

* (Figure 11). Even though dissolution is steady-state (see Figure 8a and 9), this is a somewhat 

unexpected result. One would actually expect to see the increase in mean pipe radius becoming 

progressively smaller because pores become less sensitive to pipe radius changes as they increase in 

radius (Equation 16). As a result of this, differences in pore-sizes also gradually become smaller, but it 

is only when the network is completely homogeneous, and thus composed of equally sizes pores that 

increase in radius at the same rate, that the mean pipe radius increases linearly (for a steady-state 

dissolution). A possible reason for a linear increase in pipe radius in Figure 11 is simply that the range 

in radius is too small to show the entire curvature. Perhaps if the simulation were run for a longer 

period, and thus over a larger range in radius, the expected curve could be seen. Unfortunately, it was 

not possible to carry this out within the time-frame of this research. 

In comparing the different networks (Table 5), networks B and C show minimal difference in the rate 

of increase for the different standard deviations, whereas network A shows much larger variations. For 

these networks a higher initial standard deviation shows a larger rate of increase than for a lower initial 

standard deviation.  This can again be explained by Equation 16 which shows that the relative increase 

in pore-throat radius for a given volume of dissolved calcite is much larger for small pores than for 

large pores. Thus, when considering that a higher standard deviation indicates a larger amount of very 

small pores this could explain why the initial standard deviation has a larger effect on networks with 

smaller pore-sizes and why a higher initial standard deviation will show a faster increase in mean pore-

throat sizes. Table 5 also shows that the rate of pipe radius increase is higher for networks with a larger 

mean pore size (i.e. on average, the rate of radius increase for network C is larger than that of network 

A). This may seem surprising when considering the previous statement, that for a given volume of 

dissolved calcite small pores should increase in radius more than larger pores. However, it should also 

be considered that the density of pores is smaller for larger pore-sizes. As a result, the total volume of 

dissolved calcite will then be distributed over a smaller number of pores, giving each pore a larger 

volume of calcite to dissolve. This could then compensate for the fact that large pores are less sensitive 

to radius changes.  

With regards to the evolution of the standard deviation of pore-throat radius (Figure 12) a decrease is 

seen for networks with a high initial standard deviation while remaining almost constant for networks 

with a low initial standard deviation. This can again be explained by the fact that small pores increase 

in radius faster than large pores for a given volume of calcite. As such in a network with high standard 

deviation there are larger variations in pore-sizes and because the small pores will increase in radius 

faster than large pores this results in a decrease in standard deviation. On the other hand, for networks 

with a low standard deviation there are little differences in pore-size and so all pores will increase in 

radius at the same rate which keeps the standard deviation constant. Because the increase in radius is 

progressively larger for smaller pore-sizes this effect of high standard deviation is much more 

pronounced for networks with smaller mean pore-sizes.  

The evolution of standard deviation can to some degree be related to the distribution of residence 

time over small and large pores. The residence time is dependent on the size, velocity and 

configuration of pores and as such it is not intuitive whether the residence time is shorter in smaller 

pores or in larger pores. If the residence time is the same for all pores, the same volume of calcite is 

dissolved in every pore. However, this does not result in the same increase in pore-throat radius 

because small pores will increase more relative to large pores, as previously explained. As such, if the 
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residence time is the same for all pores the radius of small pores will increase faster than the radius of 

larger pores, resulting in a decrease in standard deviation. On the other hand, if the residence time is 

shorter for smaller pores than for larger pores, smaller pores are given a larger volume of calcite to 

dissolve. As a result, small pores will increase even more relative to large pores and again a decrease 

in standard deviation will be seen. Finally, if the residence time is shorter for large pores than for small 

pores, large pores are given a larger volume of calcite to dissolve. One possible result is that larger 

pores will increase at a faster rate than small pores causing an increase in standard deviation. However, 

if the difference in residence time is insufficient to outweigh the inherent advantage of small pores 

small pores could still increase faster than large pores which will again cause a decrease in standard 

deviation. Another possibility is that a balance is found where the difference in residence time 

compensates for small pores inherently increasing faster. In this situation the standard deviation would 

not change. So, from the decrease in standard deviation alone it is not possible to deduce whether it 

is the small or large pores that have a shorter or longer residence time because a decrease in standard 

deviation could occur for any of the three possible scenarios. The only situation where any certainty 

regarding residence times can be expected is when an increase in standard deviation is seen because 

this is only possible if larger pores have shorter residence times. With this reasoning the initial increase 

in standard deviation seen for networks AL-* and BH-* (Figure 12) indicate that during the first 50 pore 

volumes the larger pores have shorter residence times. The histogram in Figure 14 shows a larger 

fraction of short residence times for networks with a larger mean pore-size which also points to larger 

pores initially having shorter residence times. However, the initial average residence times for 

networks AL-* and BH-* (Figure 15) contradict this hypothesis as it shows shortest residence times for 

intermediate pore-sizes. It should be noted, however, that the distribution of residence time could 

evolve as the pore-network is evolving and is thus not per se the same after 50 pore volumes. As such 

a possible explanation could be that the distribution of average residence times has changed during 

the 50 pore volumes and cannot be coupled with the results seen in Figure 12. There could also be 

some inaccuracy in the way the figure was obtained as it is quite sensitive to the choice in cut-off point 

and bin size. Yet another possibility is that the distribution of residence time is much more complicated 

than initially thought and that short residence times are not exclusively found for small or large pores. 

Moreover, if the initial increase in standard deviation does in fact indicate large pores have shorter 

residence times, it would coincide with a wormholing type configuration. In the case of wormholing, 

channels penetrate the entire column and so velocities are larger for channels with larger radii which 

gives larger channels a shorter residence time. However, since dissolution is very uniform it seems 

unlikely that wormholing would occur. This goes to show the complexity in determining the evolution 

of the network by simply looking at the distribution of the residence time. 
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7 Conclusion 
In this research a coupled reactive transport model is developed which simulates calcite dissolution 

under CO2 storage conditions. The model is furthermore implemented for 18 different networks, 

varying in pore-size distributions and average coordination number, to investigate the relative effects 

of pore-structure parameters and their evolution during calcite dissolution simulations.  

The results are summarized below. 

 At relatively high velocities face-dissolution is still occurring, which can in part be explained by an 

enhanced reactivity induced by the high temperature and pressure conditions but it should also 

be considered that the rates are possibly overestimated because the velocities used all lie within 

the range of velocities at which mass-transport is reported to occur [Li Li et al. 2008]. Nonetheless 

this is not particularly problematic for the analysis of pore-structure parameters as only their 

relative effects are considered. For this analysis a velocity is chosen at which dissolution occurs 

uniformly throughout the column (19.2 cm/s).  

 When running the model for the various networks the overall dissolution is indeed occurring 

uniformly throughout the column. However, the calcite concentration in the individual cells does 

vary significantly per network and thus seems to be quite dependent on the initial network 

properties. 

 As expected for steady-state dissolution a linear increase in porosity is seen in all networks. The 

rate of increase in porosity is found to increase with decreasing mean pore-size which coincides 

with higher initial total surface areas found for lower mean pore-sizes. The rate is also found to be 

higher for networks with a low standard deviation and/or a coordination number of 4, which again 

coincides with a higher total initial surface area in most cases. However, due to the set-up of 

network generation it is not very intuitive what exactly the effect is of pore-size distribution and 

average coordination number on the total surface area of pore-throats. 

 The average coordination number does not seem to affect the evolution of pore-throat 

distribution parameters (i.e. mean and standard deviation) as it only causes minimal differences in 

results. 

 For networks with a small mean pore-size the effect of a high initial standard deviation is much 

more drastic than for networks with a larger mean pore-size. This is because the increase in pore-

throat radius becomes progressively smaller for an increasing pore-size and so small pores increase 

in radius much faster than large pores. This effect is seen in both the results for the mean and 

standard deviation of pore-throat radius. 

 The mean pore-throat radius is found to increase linearly with pore volume whereas the 

expectation is that the rate of increase actually gradually diminishes as pores grow larger and 

become less sensitive to pore-radius changes. A possible explanation could simply be that the 

range considered is too small to be able to observe this curvature. Furthermore, for networks with 

a small mean pore-size a high initial standard deviation results in a faster increase in mean pore-

throat radius compared to a low initial standard deviation, whereas for networks with a larger 

mean pore-size the effect of initial standard deviation is minimal. This is caused by the fact that 

small pores increase in radius faster than large pores. The rate of pore-throat radius increase is 

also seen to increase with mean pore-size which is explained by the lower density of pores 

associated for networks with larger mean pore-sizes. A lower density of pores means that the total 

volume of dissolved calcite is also distributed over less pores, giving the individual pores a larger 

volume of calcite to dissolve. This thus compensates for the fact that larger pores increase in radius 

relatively slower than small pores. 

 Overall, the standard deviation of pore-throat radius is seen to decrease for networks with high 

initial standard deviation whereas it remains fairly constant for networks with a low initial standard 
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deviation. Because the increase in radius varies for different pore-sizes, networks with a larger 

variation in pore-sizes can be expected to show larger changes in standard deviation. For networks 

with a small variation in pore-sizes the increase in pore-throat radius can be expected to occur 

more uniformly. However, because the increase in radius is also dependent on the residence time, 

it is not clear what the resulting evolution of the network would be. 

 A higher fraction of short residence times was found for networks with larger mean pore-sizes. 

 For networks showing an initial increase in standard deviation the initial average residence times 

were found to be shortest for intermediate pore-sizes. This contradicts the hypothesis that 

residence times must be shorter for larger pores if an increase in standard deviation is seen and 

indicates that residence times are not only influenced by pore-sizes but are also dependent on 

specific network configurations. As such it is very difficult to determine the distribution of 

residence time. 

In conclusion, the coupled model developed here shows potential for reactive transport modelling at 

a modest computational expense. However, further improvements could be made with regards to the 

reaction rate by incorporation the effect of mass-transfer limitations. With regards to the effect of 

initial pore-size distribution, networks with small pore-sizes are found to be much more sensitive to 

dissolution and variations in pore-structure parameters. It is speculated that this is caused by the fact 

that smaller pores increase in radius much faster than large pores and that it is moreover caused by 

the fact that small pores have relatively more surface area because of a higher density of pores. 

Furthermore, there appears to be no clear relationship between the residence-time distribution (i.e. 

average residence time for a given pore-throat size) and the evolution of the pore-throat distribution 

which is further evidence of the complexity of the system. 
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1 Main executable (script) 
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2 Network generating executable (script) 
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3 PHREEQC input file  
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4 Initial_dump (PHREEQC initial solution datablock) 

 

 

5 Initial_trans (PHREEQC transport datablock) 
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6 PoreFlow input file for network generation (Network AL-3) 
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7 PoreFlow input file for coupled model (Network AL-3) 
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8 Initial pore-sizes (PORER, PIPER and PIPEL) 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Network Mean [um] Stdev [um] Min [um] Max [um] Network Mean [um] Stdev [um] Min [um] Max [um] Network Mean [um] Stdev [um] Min [um] Max [um]

AL-3 200 30 119 360 AL-3 117 13 76 205 AL-3 117 13 76 205

AH-3 199 87 55 410 AH-3 102 40 33 260 AH-3 102 40 33 260

AL-4 200 30 119 360 AL-4 AL-4

AH-4 199 87 55 410 AH-4 AH-4

AL-5 200 30 119 360 AL-5 117 13 76 188 AL-5 117 13 76 188

AH-5 199 87 55 410 AH-5 102 40 32 261 AH-5 102 40 32 261

BL-3 300 30 207 446 BL-3 183 14 132 251 BL-3 183 14 132 251

BH-3 300 86 151 505 BH-3 171 41 92 327 BH-3 171 41 92 327

BL-4 300 30 207 446 BL-4 183 14 132 257 BL-4 183 14 132 257

BH-4 300 86 151 505 BH-4 171 42 92 325 BH-4 171 42 92 325

BL-5 300 30 207 446 BL-5 183 14 137 248 BL-5 183 14 137 248

BH-5 300 86 151 505 BH-5 170 41 91 330 BH-5 170 41 91 330

CL-3 400 30 289 520 CL-3 252 15 195 315 CL-3 252 15 195 315

CH-3 400 86 250 600 CH-3 242 44 154 399 CH-3 242 44 154 399

CL-4 400 30 289 520 CL-4 253 15 203 324 CL-4 253 15 203 324

CH-4 400 86 250 600 CH-4 241 44 154 397 CH-4 241 44 154 397

CL-5 400 30 289 520 CL-5 252 15 195 308 CL-5 252 15 195 308

CH-5 400 86 250 600 CH-5 241 43 155 399 CH-5 241 43 155 399

Pore Radius Pipe Radius Pipe Length
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9 Change in standard deviation of PipeR  

 

The change in standard deviation of pore-throat radius, over 500 pore volumes (in steps of 50 pore volumes). Colours blue, 

green and purple indicate coordination numbers 3, 4 and 5 respectively. 
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10 Mean pore-throat radius for networks B and C 
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11         Pore-size distribution for network A 
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12     Pore-size distribution of network B 
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13      Pore-size distribution network C 
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14  Comparing coupling interval 
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