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Abstract

Topological order in condensed matter physics has grown to become an important
concept in studying novel materials. It shows resilience of quantum properties (e.g.
quantized resistivity in quantum-hall systems) against perturbations and therefore
has many potential applications. Recently, some claims have been made that this
topological order also exists in one-dimensional quasicrystals, and that its effects
have been observed [1]. Due to the lack of periodicity in the lattice structure of
quasicrystals, it is hard to study topological properties in conventional ways. One
question that arises is how well protected topological phases are in this class of
materials. In order to start addressing this question, we chose to investigate the
effect of placing impurities in an otherwise quasiperiodic lattice.
To do so, we consider the tight-binding Fibonacci chain from the perspective of a
real-space renormalization procedure. Two implementations of the quasiperiodic
modulations are possible: the on-site potential or the hopping parameter. It is
however shown that they are equivalent under renormalization. The effect of im-
purities in the hopping model is then analyzed and it is found that the amount
by which quasiperiodic order is disturbed is highly dependent on what is called
the renormalization path of the site at which the impurity is placed. We point to
a link in the theory of local symmetry resonators in aperiodic binary chains and
finally, the topological properties of the chain are overviewed. These include the
appearance of a topological invariant, which is characterized by the presence of
edge states.
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1. Introduction

Two seemingly unrelated areas of condensed matter were born around the same
period, about forty years ago. These are the fields of topological matter and
quasicrystals. They have both been evolving on their own and produced many
discoveries and Nobel prizes [2][3][4]. Quasicrystals were first discovered by Dan
Schetchman in 1984 [5]. They introduce a new order of solid-state matter, in which
the microscopic structure does not follow a spatially periodic arrangement. Their
electronic and elastic properties distinguish them from usual crystalline matter,
where quasicrystals show poor conductivity and high tensile strengths [6]. They
have been mostly studied in one-dimensional systems, as the absence of perfect
periodicity makes them very difficult to model. These one-dimensional quasicrys-
tals nonetheless provide most of the novel features present in all dimensions [6].
Topological order, as discovered by David Thouless et al. in their seminal paper
[7], set in place a new field of physics. It is that of quantum matter with resilient
properties against decoherence, therefore opening up a vast well of potential ap-
plications, such as topological quantum computations [8]. This topological order
was later found to describe the quantum-Hall effect in all its forms, which in turn
provided the best known method to probe the fundamental constants of physics
[9]. These two discoveries already account for three Nobel prizes (one for the
Kosterlitz-Thouless phase transition and two quantum-Hall effects).

Recently, these two fields started to intertwine when it was claimed that topo-
logical order was found in one-dimensional quasicrystals [1][10]. In order to un-
derstand this relation, we first start by a comprehensive review on what is meant
by symmetry protected topological order. This is why in chapter two, we review
the important symmetries of condensed matter. In chapter three, we explain what
topological states are and give a few examples of these. It is followed by the
presentation of a general framework, the Ten-fold way, that describes symmetry
protected topological phases. Chapter four is an overview of a theoretical frame-
work treating systems with locally symmetric potentials. In Chapter five, we focus
our study in the one-dimensional Fibonacci chain, which is quasiperiodic, has scale
invariance and a self-similar spectrum. It also possesses reflection symmetries at
all levels. This chain can be thought of as a departure from complete periodicity,
while still containing a very high level of order in its spatial structure. We will
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CHAPTER 1. INTRODUCTION

present a comprehensive picture on the fragmentation of the spectrum through
a real-space renormalization procedure. There, a notion of renormalization path
emerges, which is used to characterize the level of disorder induced by the presence
of impurities that we will add later on. This part constitutes our original contri-
bution to the work. It is found that, depending on the renormalization path of
the site at which the impurity is placed, different classes of disorders emerge and
they can all be classified in terms of the same renormalization path. Finally, in
chapter six, we present alternative approaches to determine the topological order
and point to a correspondence with the theory of local resonator modes [11].
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2. Symmetries

One surprising aspect of nature is that it tends to have similar phenomena happen-
ing all over the universe’s scales. This also seems to be true in a temporal sense.
When one peers through a telescope at the past, an important observation is made;
the laws governing the dynamics of the universe have been the same throughout
its existence. In other words, they seem to be constant over space and time. In a
sense, one can always find inherent symmetries in nature, and this has profound
consequences for the laws governing its behavior.
In physics, one calls symmetry any property of a system that remains unchanged
after a transformation, whether active or passive, is applied to the system. Some
of the important insights into symmetries were given a mathematical foundation
by Emmy Noether [12]. She is one of the first persons to link conservation laws in
physics to symmetry. To this day, a theorem named after her is still the starting
point for many physics students that get introduced to the concept of symmetry.
In this section, we will briefly discuss global symmetries that lead to conservation
laws. After that, we will discuss the three fundamental discrete symmetries that
are relevant to condensed matter systems and have important consequences in the
topological features thereof.

2.1 Global Symmetries and Noether’s Theorem

The starting point of this discussion will be on global symmetries. These are global
transformations that leave the action of a system invariant. They are global in
the sense that they are independent of a system’s coordinates. They transform
the system everywhere in the same way. One can state that the condition for a
transformation T to be a symmetry of the action is that it acts trivially on the
action functional S ≡

∫
dtL, where L(x, ẋ, t) is the system’s Lagrangian function

T : S 7→ S.
The connection to physically conserved quantities happens by applying contin-
uous transformations, or differentiable transformations (with respect to a set of
continuous parameters). The infinitesimal variations δαxi = α, induced by the
transformation on i = 1, · · · , N generalized coordinates, result in a variation of
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CHAPTER 2. SYMMETRIES

the action given by

δαS =

∫ t2

t1

dtδαL =
N∑
i=1

∫ t2

t1

dt

(
∂L

∂xi
αi +

∂L

∂ẋi

dαi
dt

)
= 0, (2.1)

where δα refers to the variation induced by the specific symmetry transformation.
Using integration by parts, we can write the above equation as

δαS =
N∑
i=1

(
∂L

∂ẋi
αi

∣∣∣∣t2
t1

+

∫ t2

t1

dt

(
∂L

∂xi
− d

dt

(
∂L

∂ẋi

))
αi

)
= 0.

When combined with the Euler-Lagrange equations, resulting from the principle
of least action δS = 0 for a general variation in the action functional, the second
term vanishes and we end up with a conserved Noether charge

Q ≡
N∑
i=1

∂L

∂ẋi
αi. (2.2)

This is the essence of Noether’s theorem, which states that any continuous symme-
try gives rise to a conservation law. Note that an additional total derivative term
dΛ/dt can be added to the variation in the Lagrangian and modify the expression
for the conserved charge to

Q =
N∑
i=1

∂L

∂ẋi
αi − Λ. (2.3)

The field theoretic version of the previous discussion replaces generalized coordi-
nates with fields of infinite degrees of freedom. The Lagrangian is then expressed
in terms of some fields φi(x, t) and their derivatives. Since this approach incorpo-
rates relativity, we can express the action as a spacetime integral of the Lagrangian
density, defined through L =

∫
d3xL and make the time parameter a coordinate

of the system. Using Einstein’s notation, the action can then be written as

S = c−1
∫
d4xL(φi(x), ∂µφi(x), xµ),

where c denotes the speed of light, and appears because we write the time coor-
dinate as x0 = ct. Note that in most cases in physics, we only consider the first
order derivatives in the Lagrangian, but we can always extend the formulation so
as to contain higher order derivatives of the fields. How does Noether’s theorem
look like in this case? Letting a general infinitesimal symmetry transformation
vary the fields like δαφi = αΘi and inducing changes in the Lagrangian density of
the form L → L + α∂µΛµ, we derive in a similar way to the particle mechanics
case, the following Noether current

jµ ≡
∑
i

∂L
∂(∂µφi)

Θi − Λµ. (2.4)
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CHAPTER 2. SYMMETRIES

Another formulation of these ideas can be obtained when considering the Legendre
transform of the Lagrangian L(x, ẋ, t) → H(x,p, t) = ∂L

∂ẋ
·ẋ−L(x, ẋ, t) = p·ẋ−L.

This is sometimes useful because it can be translated to quantum mechanics
through canonical quantization. In that case, we consider symmetries of the Hamil-
tonian, which generate the variations

δH =
∑
i

(
∂H

∂xi
δxi +

∂H

∂pi
δpi

)
=
∑
i

α

(
∂H

∂xi

∂Ω

∂pi
− ∂H

∂pi

∂Ω

∂xi

)
= 0.

The second equality follows by rewriting the infinitesimal changes in the canonical
variables in terms of the Hamiltonian equations of motion and a generating func-
tion Ω(x,p, t), which has the role of generating a canonical transformation. The
above can be written in terms of Poisson brackets and we get

δH = α{H,G} = 0 for a canonical symmetry transformation. (2.5)

Since the Poisson bracket of any function of canonical coordinates and the Hamil-
tonian generates time derivatives of that function, we have for the Noether charge
the following relation:

dQ

dt
= {Q,H} = 0, (2.6)

which tells us that they are generators of canonical symmetry transformations.
Once we leave the classical realm and quantize our system, the Poisson brackets can
just be replaced by commutators, {Q,H} → (1/i~)[Q,H], provided the classical
symmetries are obeyed in the quantized theory.

2.2 Fundamental Discrete Symmetries of Condensed
Matter Systems

The symmetries of relativistic physics are generally described in terms of the Pois-
son group. However, once one begins describing lattice systems, the continuous
spatial symmetries of open space are lost and there is a spontaneous breaking of
Lorentz symmetry when a crystal forms. Nevertheless, one can still make use of
some residual discrete symmetries that exist in such systems, such as translational
symmetry or time-reversal symmetry. In this section, we will discuss some of
the important discrete symmetries of condensed matter systems. A fundamental
Hamiltonian that we can start with in condensed matter systems is given by

Ĥ =
∑
i

(
cα · p̂i + βmec

2
)

+
1

2

∑
i,j

e2

|ri − rj|

+
∑
i

P̂2
i

2Mi

+
∑
i,j

e2Zj
|ri −Rj|

+
∑
i,j

e2ZiZj
|Ri −Rj|

+ Uext.
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CHAPTER 2. SYMMETRIES

The first term is the Dirac equation for all electrons in the system while the sec-
ond is the Coulomb interaction between them. In the first term, α is a vector of
4 × 4 matrices and β is another 4 × 4 matrix obeying the relations α2

i = β2 = 1
and which mutually anticommute, me is the electron’s mass, e its charge, ri the
position of the ith electron and p̂i is its momentum. The third term is the kinetic
energy of all nuclei, where P̂i is the ith nucleus’ momentum and Mi its mass. The
fourth term is the Coulomb interaction between electrons and nuclei, where Zi is
the atomic number of the ith nucleus and Ri is its position vector. Finally, the
fifth term is the Coulomb interaction between all nuclei (the last term is just an
external potential). It is of course impossible to solve such a system as one has to
deal with an order of 1023 electrons and nuclei. However, if quantum computers
are ever realized, there would be a possibility for such systems to be solved to
great accuracy. Nevertheless, there are many models that simplify the picture and
offer a probe on the relevant physics.

Here, we discuss a simple, yet important Hamiltonian of condensed matter sys-
tems. It is one with a discrete set of continuous energy spectrum, from which many
properties of solids can be understood. In the simplest case, we model a solid as a
lattice where non-interacting and non-relativistic electrons roam under the influ-
ence of a periodic potential due to idealized fixed atomic nuclei. The Hamiltonian
in this case can be written as

Ĥ =
N∑
i=1

(
−~2∇2

i

2m
+ U(ri)

)
, (2.7)

where the sum runs over N electrons, and the potential is assumed to be periodic
over the lattice, U(r) = U(r + R), with R being any vector of the Bravais lattice.
It can be shown that, since the electrons are non-interacting, the eigenvalues of this
Hamiltonian are given by the sum of eigenvalues of the single-electron Hamiltonian.
Felix Bloch worked out the resulting physics and according to his theorem [13], any
particle’s wavefunction subject to a potential with discrete translational symmetry
can be decomposed into a set of periodic wavefunctions of the form

ψnk(r) =
eik·runk(r)√

N
(2.8)

where k is called the Bloch wave vector, ~k is the crystal momentum and n the
band index. For each k, there are infinitely many eigenstates of the Bloch Hamil-
tonian, labeled by the band index. For each of those, there is an associated energy
eigenvalue, called band energy Ek. This band structure allows us to distinguish
different types of solids, depending on the overall electronic properties that are
allowed. It is convenient to set the Fermi energy (the energy of the highest oc-
cupied state in a fermionic multi-particle system at absolute zero) to zero. Once
thermal energy is added to the system, the amount of excitations above the Fermi
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CHAPTER 2. SYMMETRIES

Figure 2.1: Energy bands in solids. C stands for conduction band and V for
valence band.

level will depend on how far apart the energy bands are from each other. Since we
are discussing lattice systems where the potentials come from atomic nuclei, the
highest occupied band beneath the Fermi level is called the valence band, while the
one above is called the conduction band, from which the electrons start roaming
through the solid. Depending on the energy difference between these two (usually
called the band-gap), we either deal with conductors, semiconductors or band in-
sulators. A schematic picture of these materials is depicted in figure 2.1. More
exotic phases, such as superconductors, topological insulators and so on, which on
top of thermal fluctuations also depend on quantum fluctuations, also exist and
are much more interesting than the regular ones depicted above.

Now that we have discussed the Bloch Hamiltonian, we will take a look at some
of the discrete symmetries that are relevant to the discussion on topological prop-
erties that will follow later on.

2.2.1 Time-Reversal Symmetry

We start with transformations that invert the flow of time, T : t → −t. Under this
operation, the classical position transforms trivially, while the classical momentum
operator undergoes inversion. Requiring this to hold for the quantum mechanical

7



CHAPTER 2. SYMMETRIES

operators,

T x̂T−1 = x̂,

T p̂T−1 = −p̂,
(2.9)

means that in order to preserve the canonical commutation relations [x̂i, p̂j] = i~δij,
the time reversal operator must be anti-unitary, which can be written as a complex
conjugation operator K followed by a unitary operator U , T = UK. For the spin
operator, the only way for the spin commutation relation to hold under time
reversal,

T [Ŝi, Ŝj]T
−1 = T (i~εijkSk)T−1,

is that the action of time reversal on the spin operator is given by

T ŜT−1 = −Ŝ. (2.10)

The spin operators for fermions (half-integer spin) are usually depicted in the
irreducible representation of the SU(2) group spanned by Pauli matrices, σi with
i ∈ {1, 2, 3}. In that case, the time reversal operator is represented by anti-unitary
2× 2 matrices, and we can deduce the following relation:

TσT−1 = −σ, (2.11)

where σ = (σ1, σ2, σ3). As we already stated before, the time reversal operator is
composed of a unitary operator and a complex conjugation operator. In order for
equation (2.11) to hold, one must impose the following form on the unitary part
of T : U = eiφσ2. This can be seen by writing the components of equation (2.11):

UKσ1KU
† = Uσ1U

† = −σ1,
UKσ2KU

† = Uσ∗2U
† = −σ2,

UKσ3KU
† = Uσ3U

† = −σ3.

These equations can only be simultaneously satisfied if U = eiφσ2. Applying the
time reversal operator twice results in T 2 = UKUK = eiφσ2e

−iφσ∗2 = −1. In other
words, we do not get the same states back when flipping the arrow of time twice,
as we would expect classically. This result holds for spin 1

2
particles and is in fact

related to the fundamental antisymmetric nature of fermionic operators in general.
For integer spin, the result is T 2 = 1.
When time reversal is a symmetry of the Hamiltonian, Kramers’ theorem [14]
tells us that each energy eigenvalue is doubly degenerate for any system with an
odd number of fermionic particles. This will have important consequences for
the topological properties of the materials as will be discussed later on. This only
works for odd fermion parity because of the anti-unitary nature of the time reversal
operator. On a Hilbert space of N particles, it must obey

T 2 == (T 2 ⊗ T 2 ⊗ · · · ⊗ T 2) = (−1)N1⊗N ,

8



CHAPTER 2. SYMMETRIES

meaning T 2 is anti-unitary if and only if N is odd.
To see Kramer’s theorem in action, we can write the noninteracting many-body
Hamiltonian in the second-quantized formalism,

Ĥ =
∑

k,α∈{↑,↓}

H(k)ψ†kαψkα, (2.12)

where we are assuming that we are dealing with electrons living in one band, so
that we may drop the band index, and where ψ†kα and ψkα are electron creation and
annihilation operators acting on states living in Fock space. H(k) = 〈k| Ĥ |k〉 =
Ek is the Bloch state energy eigenvalue, with Ĥ the Bloch Hamiltonian (first
quantization Hamiltonian given in equation (2.7)). If we want the Hamiltonian to
be invariant under this transformation, [Ĥ, T ] = 0, where T is the time reversal
operator acting on the Fock space, then we have to impose the following condition
on the Bloch Hamiltonian

TH(k)T−1 = H(−k). (2.13)

Hence we obtain the same energy eigenvalue for an electron with momentum −k
as one with k. Therefore, the spectrum is at least doubly degenerate, which is the
statement of Kramer’s theorem.

2.2.2 Particle-Hole Symmetry

This symmetry finds its importance in the description of superconducting systems.
It more commonly called charge conjugation symmetry. The transformation C it
enforces on a system turns creation operators into annihilation operators in Fock
space: Cψ†C−1 = ψ. We will describe the symmetry in the context of a supercon-
ducting Hamiltonian. The second quantized Hamiltonian, including interactions
is given by

Ĥ =
∑
k,α,β

ψ†kαHαβ(k)ψkβ +
1

2

∑
k,α,β

∑
k′,α′,β′

ψ†kαψ
†
−kβVαβα′β′(k,k′)ψ−k′α′ψk′β′ (2.14)

where we have added the possibility for the Bloch Hamiltonian to contain a spin
degree of freedom. We consider for the superconducting system the following
expansions in the interaction term

ψ†kαψ
†
−kβ = 〈ψ†kαψ

†
−kβ〉+ (ψ†kαψ

†
−kβ − 〈ψ

†
kαψ

†
−kβ〉),

ψkαψ−kβ = 〈ψkαψ−kβ〉+ (ψkαψ−kβ − 〈ψkαψ−kβ〉),

and only keep terms that are at most second order in the operators. This is
because we expect Cooper pairs to form and their energies to dominate in the

9



CHAPTER 2. SYMMETRIES

original Hamiltonian. The resulting mean-field effective Hamiltonian for a single
band superconducting system is given by

Ĥ =
∑
k,α,β

ψ†kαHαβ(k)ψkβ +
1

2

∑
k,α,β

[
ψ†kα∆αβ(k)ψ†−kβ + ψ−kα∆†αβ(k)ψkβ

]
, (2.15)

where we have also defined the pair potential

∆αβ(k) ≡ −
∑

k′,α′,β′

Vαβα′β′(k,k′)〈ψkα′ψ−kα′〉.

Defining a vector containing both the creation and annihilation operators Ψkα ≡
(ψ†kα, ψ−kα), the Hamiltonian can be written as

Ĥ =
1

2

∑
k,α,β

ΨkαHαβ(k)Ψ†kβ, (2.16)

with

Hαβ(k) ≡
(
Hαβ(k) ∆αβ(k)

∆†αβ(k) −Hβα(−k)

)
.

It is now almost obvious that such a Hamiltonian is invariant under the exchange
of the particle and hole sectors. Defining the anti-unitary matrix

C ≡
(

0 1
1 0

)
K,

where 1 is the identity in spin space, the Hamiltonian stays invariant under its
action and we deduce that the H matrix transforms as

CH(k)C−1 = −H(−k), (2.17)

which is the mathematical statement for particle-hole symmetry. This Hamilto-
nian is closely related to the multi-band Bogoliubov de-Gennes Hamiltonian, which
takes into account a set of N creation and N annihilation operators (one for each
band or one for each lattice site).
The symmetry is in fact related to the construction of this Hamiltonian. It re-
flects the redundancy in the degrees of freedom, since the creation operators are
related to the annihilation ones by a “dagger operation”. If we let Vα(k) ≡
(uα(k), v∗α(−k))T be an eigenvector of H(k) satisfying

H(k)Vα(k) = ε(k)Vα(k),

particle-hole symmetry implies that we have

H(k)(CVα(−k)) = −ε(−k)(CVα(−k)).

10
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In other words, eigenvalues come in pairs and we have a diagonalized H matrix
given by

Ud(k)H(k)U †d(k) =


ε↑(k)

ε↓(k)
−ε↑(−k)

−ε↓(−k)

 . (2.18)

This doubling/pairing of energies has important consequences for the protection
of topological states discussed later on.

2.2.3 Chiral Symmetry

The last of the three fundamental discrete symmetries is chiral symmetry, or as
it is most commonly realized in condensed matter, sublattice symmetry. It is a
mixture of both time-reversal and particle-hole symmetry. This kind of symmetry
arises when we consider, for example, a lattice with two different groups of cells
that form their own sublattices. In this case, the Hamiltonian can be schematically
thought as a direct sum of the two sublattice blocks H ∼ A

⊕
B. It will contain

information about hopping between the two sublattices encoded in off-diagonal
blocks. When such a Hamiltonian can be written as

H =

(
0 HAB

H†AB 0

)
, (2.19)

then it contains sublattice symmetry. That is, we can define a matrix

Σz =

(
1 0
0 −1

)
,

for which we have the following relation

ΣzHΣ−1z = −H. (2.20)

This means that if Ψ = (ψA, ψB)T is an eigenvector of H with eigenvalue ε, then
ΣzΨ = (ψA,−ψB)T is an eigenvector with eigenvalue −ε. The spectrum of ener-
gies always comes in symmetric pairs and as we shall later see, this can render any
topological classification trivial.
Chiral symmetry is in fact present whenever one has time-reversal and particle-
hole symmetries, which means it can be expressed in terms of the latter two. With
particle-hole symmetry, one has an equivalent description of both the particle and
the hole, with the sign of their charge interchanged, which amounts to invariance
under parity P : r → −r. If time-reversal symmetry is also present, then one
has invariance of "handedness", which can be defined as whether the direction of
spin is the same as that of linear momentum (helicity) or whether a molecule stays

11



CHAPTER 2. SYMMETRIES

the same when subject to its mirror image. The last statement is that of chiral
symmetry. Note that in a more abstract setting, chirality is actually defined as
whether the particle in question transforms under the right-handed or left-handed
representation of the Poincaré group.

After having briefly discussed the important symmetries in condensed matter sys-
tems, we will now move to the role of topology in the next chapter. In there, we will
see that the symmetries we mentioned here play an important role in categorizing
the kind of topological invariants that characterize different systems.

12



3. The Role of Topology

In this section, we investigate the role of topology in the description of quantum
mechanical condensed matter systems. To this end, we first describe the Quantum
Hall Effect (QHE). This is followed by an analysis of the Kitaev chain, and finally
we briefly describe a general framework for characterizing topological insultators
and superconductors through the tenfold way.

3.1 The quantum-Hall Effect

3.1.1 Classical Drude Model

As a starting point, we briefly describe the classical setup in which the classical
Hall Effect takes place. We consider a two dimensional material, through which
a current I passes across. When a magnetic field B is applied in a direction
perpendicular to the surface, a Hall voltage is created. This is because the charge
carriers that move along the current deviate from their paths by following a circular
trajectory. The frequency of this motion is

ωB ≡
eB

m
,

also called cyclotron frequency. To get a bit more quantitative, we consider the
Drude model for charge transport. The equation of motion, in the presence of
both an electric and magnetic field (E and B) and friction effects, is

mv̇ = −e(E + v ×B)− m

τ
v,

where m is the mass of the charge carrier, and τ is a characteristic collision time
between the charge carriers. When we consider an equilibrium situation, where
the velocity is constant, we can write the equation as(

1 ωBτ
−ωBτ 1

)
J =

e2nτ

m
E, (3.1)

where we introduced the current density J = −nev. By inverting the above matrix,
one obtains a general form of Ohm’s law, J = σE, where σ is the conductivity of

13



CHAPTER 3. THE ROLE OF TOPOLOGY

the material. In the case of the Drude model, this takes the form

σ =
e2nτ

m(1 + ω2
Bτ

2)

(
1 −ωBτ
ωBτ 1

)
.

The off-diagonal components of the conductivity tensor are responsible for the Hall
effect. The magnetic field deflects the charge carriers and there is a build up of
charge along the edges of the material. This creates an electric field in the direction
perpendicular to the initial current, which is responsible for the Hall voltage across
the material.
In the laboratory, people will measure the resistance R of a material, which in
turn depends on the resistivity ρ, through R = ρL/A, where L is the length across
the material and A the cross sectional area through which current is passing. The
resistivity is defined as the inverse of conductivity ρ ≡ σ−1. In the Drude model,
it is easy to compute and we obtain

ρxx =
m

e2nτ
, ρxy =

mωB
ne2

=
B

ne
. (3.2)

Hence, in the simple Drude model, the resistance Rxy = RHB grows linearly with
the magnetic field B, where we defined the Hall coefficient RH (RH = 1/ne in the
Drude model), which is also the effect observed by Edwin Hall in 1879 [15].

The story does not end with the simplistic classical model that we described above.
In 1980, Klaus von Klitzing discovered that this effect was in fact quantised at low
temperatures [9]. The original measurements are shown in figure 3.1. He was
awarded the Nobel prize of physics in 1985 for the discovery. The discovery of
this exact quantisation of a macroscopic observable is somewhat surprising, and it
therefore marks the start of a new era of theoretical investigations into this effect.
It turned out that the off-diagonal resistivity was quantised as follows

ρxy =
2π~
e2

1

ν
=

h

e2ν
, (3.3)

for a range of magnetic field values B, where ν ∈ Z is called the filling fraction.
Between each plateau, there is sharp increase to the next plateau at the next value
of ν. The QHE was observed in a variety of materials at very low temperatures,
but also at room temperature in graphene [16]. We will now describe the effect in
a theoretical setting.

3.1.2 Integer quantum-Hall Effect

We start the discussion by determining the quantum mechanical conductivity.
Note that the following derivations are based on a quantum mechanical description

14



CHAPTER 3. THE ROLE OF TOPOLOGY

Figure 3.1: Original measurements from Von Klitzing et al., showing quantisation
of the Hall Voltage given by the curve UH . Figure from Ref. [9]

of a single particle in an electromagnetic field (see appendix A).
In this case, to find the quantum mechanical current, we need to compute

I = −eTr (ẋ) = − e

m

∑
filled states

〈ψ| (−i~∇+ eA) |ψ〉 .

To make things easier, we deal with the vector potential in the Landau gauge
A = xBŷ, and assume that an electric field pointing in the x direction is present.
Furtermore, we assume that there are ν Landau levels filled. The currents in the
x and y directions then take the forms

Ix = − e

m

ν∑
n=1

∑
k

〈ψnk| − i~∂x |ψnk〉 ,

Iy = − e

m

ν∑
n=1

∑
k

〈ψnk| ~k + eBx |ψnk〉 .
(3.4)

The first of these is zero, as the expectation value of the momentum of a harmonic
oscillator is zero. In the second one, we use the fact that the expectation value of
the position of this harmonic oscillator is x′0 = −~k/eB −mE/eB2. This results
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CHAPTER 3. THE ROLE OF TOPOLOGY

in a current in the y direction, given by

Iy = − e

m

ν∑
n=1

∑
k

−mE
B

= eν
∑
k

E

B
= eν

AE

Φ0

,

where we used the number of electrons (ommiting the spin degree of freedom)
computed in (A.7). Dividing by the area to obtain the current density J, we see
that

J =

(
0

eEν/Φ0

)
=

(
0 −eν/Φ0

eν/Φ0 0

)(
E
0

)
, (3.5)

from which it can be inferred that the resistivity is given by

ρ =

(
0 Φ0/eν

−Φ0/eν 0

)
=

(
0 h/e2ν

−h/e2ν 0

)
,

which is indeed the same as equation (3.3).

The previous derivation of the resistivity just tells us that it is quantised, but
not why it stays the same for a range of magnetic field values. The reason for this
is due to the fact that the experiments are done in samples that are not completely
clean. This introduces the notion of disorder within the solid, due to all the im-
purities present.
Generally, the disorder is described by a random potential V (x). We assume that
it is much smaller than the level spacing ~ωB, so that we can treat it as a pertur-
bation. Furthermore, we assume that the potential varies very slowly within the
scale of a magnetic length lb: |∇V | � ~ωB/lb. This results in the lifting of degen-
eracy of Landau levels, together with the localization of the states to particular
spatial regions. To see why, we consider the quantum operators that describe the
centre of cyclotron orbits:

xc = x− Πy

mωB
,

yc = y +
Πx

mωB
.

The Heisenberg equation of motion dictates their time evolution:

i~ẋc = [xc, V ] = [xc, yc]
∂V

∂yc
= il2b

∂V

∂yc
,

i~ẏc = [yc, V ] = [yc, xc]
∂V

∂xc
= −il2b

∂V

∂xc
,

where the potential was expanded to first order, and the final equality follows
by expressing the center of orbit coordinates in terms of π, xc = −πy/eB and
yc = πx/eB, which fail to commute [πx, πy] = i~eB (note that the mechanical
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momentum Π is different than the momentum π, which is defined in appendix
A.1). What this says is that the orbits are moving in a direction perpendicular
to the gradient of the potential V ; i.e, along equipotentials. Since the disorder
potential rarely stretches across the sample due to its nature, these orbits tend
to stay localized around extrema of the potential, except along the edges, where
extended equipotentials are possible.
To understand why the plateaus exist, we can see what happens when we decrease
the magnetic field strength B, while keeping the electronic density constant. In this
case, we see from equation (A.7) that some of the electrons living in the nth Landau
level have to go to the next level n+1, which, according to the form of the potential,
localises these electrons around extrema of the potential. These localised electrons
do not contribute to the conductivity/resistivity, which is therefore still being given
by the filling factor ν = n. As the n + 1 level gets filled by more electrons, the
localised electrons start to migrate from the extrema towards equipotential lines
that stretch through the sample. This allows for percolation of these localised
states across the sample, and a very rapid increase in the resistivity follows.

3.1.3 Fractional quantum-Hall Effect

In this section, we briefly discuss the Fractional QHE (FQHE). In this case the
filling fraction ν ∈ Q was observed at fractional values ν = 1/3, 1/5, . . . at the
lowest Landau level [17]. These observations can be explained when we consider
the interactions between the electrons within the QH system.
One phenomonological description of the effect was given by Laughlin [18] through
his guessed Laughlin wavefunction. To be able to describe it, it is convenient to
introduce the complex coordinates

z = x− iy,
z̄ = x+ iy.

We also work with (anti)holomorphic derivatives given by

∂ =
1

2
(∂x + i∂y) ,

∂̄ =
1

2
(∂x − i∂y) .

In the symmetric gauge, rotational symmetry is still present, and when we write
down the annihilation operator acting on the lowest Landau level, we obtain the
following differential equation for the single electron state’s wavefunction

aψL(z, z̄) = −i
√

2

(
lb∂̄ +

z

4lb

)
ψL(z, z̄) = 0.

The solutions are of the form

ψL(z, z̄) = f(z)e−|z|
2/4l2b ,
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for some holomorphic function f(z). By applying the operator b = −i
√

2(lb∂ +
z̄/4lb), we can construct states with angular momentum quantum number m.
The lowest state that is annihilated by both a and b is unique and given by
ψL,m=0(z, z̄) ∼ e−|z|

2/4l2b . It then follows that the wavefunction of a general lowest
Landau state |0,m〉 is given by

ψL,m(z, z̄) ∼
(
z

4lb

)m
e−|z|

2/4l2b , (3.6)

where we ommit normalization as it does not contribute to the argument. When we
deal with N electrons, interacting through the central Coulomb potential V (|ri −
rj|) (between the ith and jth electrons), the wavefunction of the lowest Landau
level takes the form

ΨL(z1, . . . , zN , z̄1, . . . , z̄N) = f(z1, z2, . . . , zN)e−
∑N

i=1 |zi|2/4l2b ,

where the holomorphic function f(z1, z2, . . . , zN) must be antisymmetric under ex-
change of particles (since we are dealing with electrons). We must assume that the
separation between levels is higher than the potential, so that no mixing between
levels can occur. This is where Laughlin boldly guessed the wavefunction for a
filling fraction ν = 1/m to be of the form

ΨL(z1, . . . , zN , z̄1, . . . , z̄N) =
∏
i<j

(zi − zj)me−
∑N

i=1 |zi|2/4l2b , (3.7)

wherem is odd, which is clearly antisymmetric. A typical term of this wavefunction
looks like

z01z
m
2 z

2m
3 . . . z

(N−1)m
N e−

∑N
i=1 |zi|2/4l2b .

The angular momentum for a single particle can be computed from equation (3.6)
and is ~m, so the maximum angular momentum that a single electron can have in
the Laughlin state is Mmax = ~m(N − 1). On the other hand, the total angular
momentum for N particles is

Ltot = ~m
N∑
k=1

k =
~m(N − 1)N

2
.

The probability of finding an electron at some r = |z| can be computed from (3.6),
and has the following form

|ψL,m(r)|2 ∝ r2me−r
2/2l2b .

This peaks at rm =
√

2mlb. Therefore, the radius R =
√

2m(N − 1)lb determines
the size of the system, as all the other electrons will have angular momenta equal
or smaller than that and will thus remain within an area given by A = πR2 =
2πm(N − 1)l2b . The area that one electron occupies is given by ∆A = π(r2m+1 −
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r2m) = 2πl2b . Hence, we find that the filling fraction of the Laughlin state is given
by

ν =
∆A

A
N =

N

m(N − 1)
=

1

m
, (3.8)

for N � 1. This is indeed a filling fraction that explains the first few values ob-
served experimentally, asm is an odd integer. The Laughlin wavefunction provides
a simple explanation for the appearance of plateaus at fractional filling factors, at
least when we only consider the ground state of that QH system.

quantum-Hall effects show this behavior where macroscopic observables, which
at first sight depend on an incredibly complicated set of microscopic parameters,
are described by a simple integer in the end. In the next section, we will show, in
parts, how this integer can be computed from a general framework.

3.2 Topological Characterizations

3.2.1 Berry connection

In this section, we discuss an important and universal concept that has a deep
connection with the topological properties of quantum systems. It is the concept
of the Berry phase, or more generally, the Berry connection.
We consider time-dependent Hamiltonians that are parametrized by a set of exter-
nal, non-canonical degrees of freedom {αµ(t)}Kµ=1, H = H(α1(t), α2(t), . . . , αK(t)).
According to the adiabatic theorem, if we vary the parameters “sufficiently" slowly
in a degenerate quantum mechanical system, an arbitrary energy eigenstate with
energy E0 is restricted to live within theM -fold degenerate subspace of the Hilbert
space HE0

M . If the parameters of the Hamiltonian trace out a closed curve in pa-
rameter space, then we should end up in a state living in HE0

M , i.e

|φ〉 → Λ |φ〉 , where
Λ : HE0

M → HE0
M .

We will ignore the time evolution phase factor in this contribution by setting E0 =
0 and compute any additional phase that is picked up by this loop in parameter
space.
Let the α-dependent ground states be denoted by |nj(α)〉, where j = 1, . . . ,M .
The time evolution of these states is given by

|φj(t)〉 = Ujk(t)
∣∣nk(α)

〉
,

for some time dependent unitary operator U(t) ∈ U(N). The time-derivative gives∣∣∣φ̇j〉 =

(
dUjm
dt
|nm(α)〉+ Ujm(t)

d |nm(α)〉
dt

)
= 0,
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where the last equality is obtained by applying the Schrödinger equation with
energy eigenvalue zero, and assuming that the time evolution is sufficiently slow
so that the adiabatic theorem applies. We then have

U̇jm |nm〉 = −Ujm |ṅm〉 = −Ujm
∂

∂αµ
|nm〉 ∂α

µ

∂t
.

On the right hand side, we used that the time-dependence of the ground states
is parametrized through the set {αi(t)}i∈N. We eliminate the unitary evolution
operator on the right hand side to obtain

U †kjU̇jm = −
〈
nk
∣∣ ∂

∂αµ
|nm〉 ∂αµ

∂t
= i(Aµ)km

∂αµ

∂t
, (3.9)

where we defined the non-Abelian Berry connection

(Aµ)ij ≡ −i
〈
ni
∣∣ ∂

∂αµ

∣∣nj〉 . (3.10)

This is a U(M) gauge connection over the parameter space manifold. Since it is a
gauge connection, there is an ambiguity in its definition through the gauge choice
of our basis. A change of basis

∣∣nl〉 = Λlm |nm〉 induces the following change in
the connection

A′µ = ΛAµΛ† − ∂Λ

∂αµ
Λ†,

which allows one to define the curvature tensor, or antisymmetric field strength
tensor

Fµν =
∂Aµ
∂αν

− ∂Aν
∂αµ

− i[Aµ,Aν ]. (3.11)

The solution to equation (3.9) is

U = P exp

{
−i
∮
Aµdαµ

}
, (3.12)

where P stands for path ordering. The matrix U is called the Berry Holonomy.

If we consider a non-degenerate ground state for our Hamiltonian, the adiabatic
theorem implies that the ground state remains the same and just picks up a phase
factor eiλ, |φ〉 → eiλ |φ〉, which takes the role of the Berry Holonomy. In this case,
we do not need to deal with any path ordering and the result is easily given by

λ = −
∮
Aµdαµ,

where Aµ is now an Abelian U(1) gauge connection. The parameter λ is known as
the Berry phase. It is possible to write down the Berry phase as a surface integral
using Stoke’s theorem. This yields

λ = −
∫
S

FµνdS
µν , (3.13)
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where S is a surface enclosing the loop made by the line integral. This result is
very elegant, as it relates to topological properties of the parameter space by way
of a classification in terms of the Chern number C ∈ Z, defined by∫

S

FµνdS
µν = 2πC, (3.14)

where dSµν is a shorthand notation for the wedge product of the differential forms,
dαµ ∧ dαν . In fact, in the language of differential geometry, this is nothing but an
integral of the 2-form F = Fµν dα

µ ∧ dαν over the relevant part of the parameter
manifoldM,

C =
1

2π

∫
M
F.

3.2.2 Topological Invariants from the Berry Connection

We will first show a simple and useful example where the Berry phase plays an
important role. It is obtained when considering the Hamiltonian of a spinor in
a magnetic field. The second application of the Berry connection is one that is
related to the QHE, and shows the topological properties of QH systems.

Spinor in a Magnetic Field

The Hamiltonian of a particle with in a magnetic field B = (Bx, By, Bz) is given
by

H = µσ ·B,
where σ = (σ1, σ2, σ3) are Pauli matrices. It lives in a two-dimensional Hilbert
space, and its energy eigenvalues are ±µB, with B = |B|. The eigenstates are
given by

|0〉 =

(
e−iφ sin(θ/2)
− cos(θ/2)

)
,

|1〉 =

(
e−iφ cos(θ/2)

sin(θ/2)

)
.

(3.15)

Note that we have made use of spherical coordinates (B, θ, φ) in magnetic field
space, and that there is an ambiguity in the coordinate φ, as it does not define
the states in (3.15) properly when θ = 0. We pick the (nondegenerate) ground
state |0〉 to compute the components of the Abelian Berry connection, which are
Aθ = −i 〈0| ∂θ |0〉 = 0 and Aφ = −i 〈0| ∂φ |0〉 = − sin2(θ/2). This means that the
only nontrivial component of the Berry curvature is Fθφ = −1

2
sin(θ). In Cartesian

coordinates1, this is given by

Fij = −εijk
Bk

2B3
.

1Fij =
∂θ
∂xi

∂φ
∂xj Fθφ
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There is a monopole of charge −1/2 sitting at the origin at B = 0 and the field
strength is rotationally symmetric. What happens there is that a level crossing
appears. The two energy eigenvalues coincide, which makes the assumption of
adiabatic evolution nullified and the Berry phase undefined. This characterizes
the topology of the parameter space, as it contains a hole in the center. We relate
this to the Chern number by taking the whole sphere as our closed surface. This
results in

C =
1

4π

∫
S2

dθdφ sin(θ) =
1

4π

∫
S2

dΩ = 1.

TKNN Invariant and the QHE

We will now see how the Berry connection relates the quantisation of flux in the
QHE to the topological properties of the quantum system. This example was very
important in the history of topological quantum matter, as it is the first time that
the Chern number was applied to describe properties of a topological insulator.
The paper that set the ground for this idea was published by Thouless, Kohmoto,
Nightingale and Den Nijs (TKNN) [19], which is why the topological invariant is
called TKNN. In order to describe this relationship, we need an expression for the
conductivity in terms of the current operators. This can be obtained through per-
tubartion theory (or linear response theory). The result is called the Kubo formula
for the Hall conductivity:

σxy = i~
∑
n6=0

〈0| Iy |n〉 〈n| Ix |0〉 − 〈0| Ix |n〉 〈n| Iy |0〉
(En − E0)2

, (3.16)

where |n〉 is the nth energy eigenstate and I = (Ix, Iy) is the current operator. It is
a formula that describes the conductivity of a system through the linear response
of the current operator when it is perturbed by a time dependent weak electric
field.
The next step is to look at the band structure, and the Brioullin zone with edges
identified with themselves, (kx, ky) ∈ T2, where T2 is a two-torus. This time, we
define a Berry connection on the state space:

Ai = −i 〈uk| ∂ki |uk〉 . (3.17)

Note that |uk〉 is the Bloch state defined previously in equation (2.8) through
〈r|uk〉 = ψk(r) (where the band index is implicit). Because of this construction, one
can compute a Chern number Ca for each band by evaluating the Berry curvature
at each band a. The Kubo formula for a non-interacting many-body system leads
to a transverse conductivity

σxy =
ie2

~
∑
a

∫
d2k

(2π)2

(〈
∂kyu

a
k

∣∣∂kxuak〉− 〈∂kxuak∣∣∂kyuak〉). (*)
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The expression in between brackets is in fact the Berry curvature for the band a,

F a
xy = −i

〈
∂kyu

a
k

∣∣∂kxuak〉+ i
〈
∂kxu

a
k

∣∣∂kyuak〉 . (**)

Plugging Eq. (**) into Eq. (*), we have

σxy = −e
2

~
∑
a

∫
dkxdky
(2π)2

F a
xy

=
e2

2π~
∑
a

Ca,

where we used equation (3.14) to get the second line. In the end, we obtain the
famous TKNN formula for the Hall conductivity

σxy =
e2

2π~
C, where C ≡

∑
a

Ca. (3.18)

This establishes the topological aspect of the QHE, and gives an intuitive reason
for the fact that the quantisation of the Hall conductivity is very robust.

So far we have seen how the Chern number characterizes the topological properties
of a particle with spin, in a magnetic field, and also of QH systems. In the next
section, we will look at other kinds of characterizations through a simple example
from the class of topological superconductors.

3.2.3 Kitaev Chain

A simple model that displays topological properties is the 1D Kitaev chain. It
is a tight-binding model that includes superconductivty in a system of spinless
fermions. The Hamiltonian is given by

H = −µ
∑
j

c†jcj − t
∑
j

(c†jcj+1 + c†j+1cj) +
∑
j

(∆c†jc
†
j+1 + ∆∗cj+1cj), (3.19)

where t is the hopping strength, µ the chemical potential and ∆ the spinless pair
potential, similar to the one obtained from equation (2.15).This Hamiltonian takes
the following form in Fourier space

H = −
∑
k

[
µ+ 2t cos(k)

]
c†kck +

∑
k

i∆ sin(k)(c†kc
†
−k − c−kck),

H = −1

2

∑
k

(
c†k c−k

)
H(k)

(
ck
c†−k

) (3.20)

with
H(k) =

(
µ+ 2t cos(k) 2i∆ sin(k)
−2i∆ sin(k) −µ− 2t cos(k)

)
,
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where we took ∆ to be real for simplicity. Let us now apply a Bogoliubov trans-
formation, given by

ck = αkdk + βkd
†
−k,

c−k = α−kd−k + β−kd
†
k,

(3.21)

where the fermionic operator d†k creates a quasiparticle with momentum k that is
a superposition of a particle and a hole. The coefficients αk and βk are subject to
the constraints

|αk|2 + |βk|2 = 1,

αkβ−k + βkα−k = 0.

We set αk = α−k and βk = −β−k. In order to diagonalize the Hamiltonian, one
must impose the following condition on these coefficients:

α∗

βk
=
εk ±

√
ε2k + 4|∆k|2
2∆k

,

where εk = µ + 2t cos(k) and ∆k = i∆ sin(k). We can then choose the following
parametrization:

αk =

√
Ek + εk

2Ek
,

βk =
2∆k√

2Ek(Ek + εk)
,

where E2
k = ε2k + 4|∆k|2, such that the Hamiltonian takes the diagonal form

H = −
∑
k

Ekd
†
kdk +

∑
k

2|∆k|2

Ek + εk
. (3.22)

We can thus interpret the energy Ek as the excitation energy of a quasiparticle. It
has different features, depending on the values of the parameters. Some of these
can be seen in figure 3.2.
We clearly see a phase transition happening depending on the value of the chemical
potential. This is a topological phase transition where zero modes (with Ek = 0) at
the edges of the Brioullin zone (BZ) are identified. This phase transition happens
at about µ = ±2t. We can also see this when we compute the energy of a finite
chain numerically. In order to do this, we take the Hamiltonian (3.19) and write
it as

H =
1

2
C†HBdGC, (3.23)
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Figure 3.2: Energy of a quasiparticle excitation as a function of momentum in the
BZ. In all three figures, we set ∆ = t = 0.5. a) µ = 1.2, trivial phase. b) µ = 1,
critical point. c) µ = 0.8, topological phase. The figures on the second row are
plotted for negative values of the chemical potential.

where C = (c1, . . . , cN , c
†
1, . . . , c

†
N)T . The Bogoliubov de Gennes Hamiltonian takes

the form

HBdG =



µ −t 0 . . . 0 0 ∆ 0 . . . 0
−t µ −t . . . 0 −∆ 0 ∆ . . . 0
0 −t µ . . . 0 0 −∆ 0 . . . 0
...

... . . . . . . ...
...

... . . . . . . ...
0 0 . . . −t µ 0 . . . 0 −∆ 0
0 −∆ 0 . . . 0 −µ t 0 . . . 0
∆ 0 −∆ . . . 0 t −µ t . . . 0
0 ∆ 0 . . . 0 0 t −µ . . . 0
...

... . . . . . . ...
...

... . . . . . . ...
0 0 . . . ∆ 0 0 0 . . . t −µ


(3.24)

We plotted the energy as a function of chemical potential for a chain containing
N = 30 sites in figure 3.3. Two regimes are observed: between µ = −2t and
µ = 2t, we can clearly see zero modes, plotted in black. This is the topological
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phase, which we identified previously, with these modes living on the boundary of
the system. There is a phase transition to a trivial phase for |µ| > 2t, as can be
seen from the completely gapped nature of the system beyond the critical points.

=

Figure 3.3: Energy levels of a N = 30 Kitaev chain, with t = ∆ = 1. The zero
modes, plotted in black, appear between µ = −2 and µ = 2. Beyond this region,
the system is gapped.

To understand the nature of these zero modes, we write down the fermion operators
cj in terms of Majorana operators:

cj =
1

2
(γj1 + iγj2),

c†j =
1

2
(γj1 − iγj2).

(3.25)

These operators are self conjugate, γjl = γ†jl , and obey the anticommutation rela-
tions

{γjl , γkm} = 2δjkδlm.
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Partitioning the chain in this way, and using the parameters picked for our plots
(∆ = t = 1), we see that two unbound Majorana modes are isolated at the
boundary of the chain, as shown in figure 3.4.

Figure 3.4: N=4 Chain, where each site hosts two Majorana modes and pairing is
illustrated with a blue, shaded ellipse. a) Partition with unpaired Majorana’s. b)
Partition without unpaired Majorana’s

The topological phase is thus characterized by the stable existence of Majorana
zero modes at the boundary of the system. There is a distinction between the bulk
of the system, which is gapped and the edge, which is gapless. These modes are
in fact protected by the particle-hole symmetry that we previously talked about
and the fact that there is no bulk zero mode. This is an example of the Bulk-Edge
correspondance.
To see how the two phases can be regarded as topologically disctint sectors of
the Hamiltonian, we use Kitaev’s scheme [20] of calculating a Majorana number
Q = ±1. It is 1 when there are Majorana modes at the edges and 0 when there
are no unpaired modes. There is a certain quantity, called the Pfaffian of a matrix
M , which comes in handy. It is defined by

Pf2(M) = det(M). (3.26)

In case M is antisymmetric, its eigenvalues come in pairs ±λn, so that

det(M) =
∏
n

−λ2n,

and the Pfaffian takes the form

Pf(M) = ±i
∏
n

λn.
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Since the Kitaev chain has particle-hole symmetry, an antisymmetrized form of the
Hamiltonian would keep the sign of the Pfaffian intact, as the energy eigenvalues
come in pairs, Ek = −E−k. The only exception happens when zero modes are
present, which in the case of the present Hamiltonian happens when k = 0 and
±π, as can be seen from equation (3.20). Hence, we can construct antisymmetrized
matrices at those points through

Has(0) =
i

2

(
1 1
i −i

)(
µ+ 2t 0

0 −µ− 2t

)(
1 −i
1 i

)
=

(
0 µ+ 2t

−µ− 2t 0

)
,

Has(π) =
i

2

(
1 1
i −i

)(
µ− 2t 0

0 −µ+ 2t

)(
1 −i
1 i

)
=

(
0 µ− 2t

−µ+ 2t 0

)
,

(3.27)

where the subscript as stands for “antisymmetric". These in turn give the following
Pfaffians:

Pf(Has(0)) = µ+ 2t

Pf(Has(π)) = µ− 2t
(3.28)

The existence of zero modes thus allows for the Pfaffians to change sign when
µ = ±2t, in agreement with the band structure in figure 3.2. We can construct a
unique topological invariant of the Hamiltonian by using both Pfaffians to get

Q = sign(Pf(Has(0))Pf(Has(π))). (3.29)

We see that Q = −1 corresponds to the topological phase and Q = 1 corresponds
to the trivial phase. We should note that one cannot continuously deform Has(0)
into Has(π) without changing topological sectors, i.e crossing a zero energy line.
This means that the Hamiltonians at k = 0 and k = π belong to different homotopy
classes, characterized by a Z2 group.
Another way of constructing a topological invariant in this case can be achieved
by noting some properties of the single-particle Hamiltonian H(k), from equation
(3.20). We note that it can be written as

H(k) = f(k) · σ,

where f(k) ≡ (0,−2∆ sin(k), µ + 2t cos(k)). The image of the mapping from the
Brioullin zone to the unit vector f̂(k) = f(k)/|f(k)| lies on a unit circle on the
(fy, fz) plane. Thus, we can define a winding number for the mapping and see
how many times we circle over the origin as we go over half the Brioullin zone
k ∈ [0, π]. This winding number is generally defined by w =

∮
dθ/2π, which in

Cartesian coordinates gives

w =
1

2π

∮
dk

(
fy
|f |2

dfz
dk
− fz
|f |2

dfy
dk

)
. (3.30)
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It is not trivial to compute this in a straightforward way, but we can nonetheless
argue that its value should be either 0 or ±1. From the form of the vector f(k), we
see that the trajectory is that of an ellipse which will either contain the origin or
not, depending on whether it is in the topological or in the trivial phase, respec-
tively. We plot three different ellipses in figure 3.5, which show the two regimes.
The regimes where µ < 2t and µ > −2t (for µ>0 and µ < 0) have winding num-
bers ±1 respectively, but they still describe the same topological sector (with a
different physical realisation when the chemical potential is negative). We thus
find that the winding number gives an equivalent description of the topological
properties of the Kitaev chain as that given by the Pfaffian construction.

Figure 3.5: Ellipse in Hamiltonian space showing different regimes with the origin
marked in red. a) µ > 2t, µ > 0. Origin outside of ellipse, w = 0: trivial regime.
b) |µ| < 2t. Origin inside the ellipse, which is traversed once, w = ±1: topological
regime. c) µ < 2t, µ < 0. Origin outside of ellipse, w = 0: trivial regime again.

3.2.4 Tenfold Way

In the previous sections, we have discussed the topological properties of two spe-
cific models. The first was a 2D topological insulator giving rise to quantum-Hall
states and which is characterized by a Z topological invariant, the TKNN number.
The second one was a finite 1D topological superconductor, which gives rise to Ma-
jorana zero modes at the boundary of the system. It was characterized by a Z2

topological invariant, given either in terms of the Pfaffian of an antisymmetrized
first-quantised Hamiltonian, or through the winding number of the map from the
Brioullin zone to the Hamiltonian space.
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There is a very general framework based on the works of Altland and Zirnbauer
[21], which identifies the existence of topological phases in any number of spatial
dimensions. It is based on the characterizations of symmetry protected topological
states allowed by a set of Hamiltonians possessing the three discrete symmetries
discussed in section 1. Altland and Zirnbauer noted in their works that there
is a one-to-one correspondence between first quantised Hamiltonians possessing
the three symmetries and the set of “large” symmetric spaces. A fundamental
result obtained by the mathematician Élie Cartan [22][23] states that there exist
ten such symmetric spaces. The possible symmetries allowed by combinations of
charge conjugation C and time-reversal T are 10. This can be understood as fol-
lows:
Each Hamiltonian can be symmetric, antisymmetric or not symmetric at all under
each of the two operations. To each of these cases, we attach the numbers +1, −1
and 0 respectively. This means that there are 3× 3 = 9 combinations of the two.
The third symmetry to look at is chirality, which can be seen as a combination of
the two previous ones, as stated in the last part of section 2.2.3. It can also have
three different values depending on the the value of the previous two. There is
only one combination that makes its value ambiguous: when T and C are both 0.
The chiral symmetry Σ can in this case be either 1 or 0. Hence, removing the case
(0, 0) from the nine possibilities and adding the two additional ones for Σ ends up
giving 10 possible symmetry combinations of the Hamiltonian.

Figure 3.6 shows the ten symmetries, together with the group in which the time
evolution operator exp(iHt/~) lives, and the target space of the non-linear σ model
describing the topological insulator (superconductor) on its d− 1 boundary. The
latter description goes beyond the focus of our section, but more information can
be found in the article from Shinsei Ryu et al. [24]. In short, it reduces the prob-
lem of classifying the bulk topological insulator in d dimensions in terms of an
Anderson localization problem in d − 1 dimensions, where at long length-scales
(large mean-free path), a non-linear σ model emerges. Tackling those Anderson
localization problems allows one to define a topological term that depends on the
type of non-linear σ model and the dimension of the boundary d − 1. Arranging
these topological terms together with the symmetries present results in the table
given in figure 3.7.
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Figure 3.6: The 10 possible symmetry characterizations of Hamiltonians. The
first column assigns Cartan labels to each case. The second column shows the
combination of symmetries present. The third column lists the group in which the
time evolution operator exp(iHt/~) lives. The last column lists the non-linear σ
model describing the d− 1 boundary theory.

Figure 3.7: Exhaustive classification of the possible realisations of topological in-
sulators (superconductors) depending on the dimension of the theory and the sym-
metries present. 0 indicates triviality, i.e. no topological phase can exist in that
situation. Z indicates the existence of topological phases labeled by an integer
number. Z2 indicates the existence of a trivial phase and a topological phase. 2Z
indicates the existence of topological phases labelled by even integers.
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4. Local Symmetries

In the previous chapters, we talked about the role of symmetries in condensed-
matter systems and how they characterize their topological properties. In partic-
ular, we looked at some specific systems in which topological phases arise, and
finally we briefly discussed the tenfold way, a general framework in which topo-
logical states can arise depending on the kind of global symmetry present in the
system.
We now turn our attention to a new framework that deals with another kind of
symmetry that a system can possess. Namely, we will discuss the role of local
spacetime symmetries. To be clear, this is different from internal symmetries,
which are described by local transformations acting differently on each spacetime
point. These are generally referred to as gauge symmetries of the system, but can
be found in the literature under the name of local symmetries. In this work, we
will distinguish the two by referring to internal symmetries as gauge symmetries.
On the other hand, the local spacetime symmetries are actual physical symmetries
of the system. As we shall see in the next section, they can be seen as global
spacetime symmetries on a restricted set of subdomains.
We will first go through a general description of these local symmetries, following
the works of P. Schmelcher et al.. [25][26][27]. We will then try to find out whether
this new framework allows for the existence of topological states.

4.1 Wave Propagation in One-Dimensional Locally
Symmetric Potentials

4.1.1 Characterizing Local Symmetry: Invariant Currents

In this section, we describe generic quantum mechanical wave propagation through
a spatial locally symmetric potential landscape. Some general results are pre-
sented, such as a new class of invariant nonlocal currents that provide a mapping
between the various subdomains of the potential landscape, and also provide a
generalization of the Bloch and parity theorems to the cases in which the global
symmetries are reduced to local ones.
Let us begin with the derivation of two spatially invariant currents. The one-
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dimensional Schrödinger equation can be written as

ψ′′(x) + U(x)ψ(x) = 0 (4.1)

where
U(x) ≡ 2m

~2
(E − V (x)) (4.2)

with E being the energy of a particle of mass m and V (x) the potential it is
subjected to. A reflection about a point x0 takes x to −x+2x0, while a translation
by an amount L takes x to x + L. We can define the linear transformation F :
R→ R that takes into account both actions:

x 7→ x = αx+ β (4.3)

with
α = −1 and β = 2x0 → reflection;

α = 1 and β = L→ translation.

For any domain D ⊂ R where the potential U is symmetric under this transfor-
mation, one can write down the two following nonlocal currents in the subdomain
D:

Q =
1

2i

[
αψ(x)ψ′(x)− ψ′(x)ψ(x)

]
, (4.4)

Q̃ =
1

2i

[
αψ∗(x)ψ′(x)− ψ′∗(x)ψ(x)

]
. (4.5)

The first of these is obtained by transforming equation (4.1) with F , multiplying
the transformed equation by ψ(x), equation (4.1) by ψ(x) and subtracting the two.
Since the transformation now acts on the domain D, the potential terms cancel
each other and the result is expressed as

d

dx

[
αψ(x)ψ′(x)− ψ′(x)ψ(x)

]
= 0,

leading to the constant Q. Q̃ is obtained similarly by taking the complex conjugate
of equation (4.1).
These two nonlocal currents in subdomain D are linked to the globally conserved
current through

α
(
|Q̃|2 − |Q|2

)
= J2, (4.6)

where
J =

1

2i

[
ψ′(x)ψ∗(x)− ψ′∗(x)ψ(x)

]
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is the globally conserved quantum mechanical probability current.
One can write the two currents as a matrix equation

2i

(
Q

Q̃

)
=

(
αψ(x) −ψ′(x)
αψ∗(x) −ψ′∗(x)

)(
ψ′(x)
ψ(x)

)
.

Taking the inverse of this matrix yields an expression for the transformed wave
functions:

ψ(x) =
Q̃

J
ψ(x)− Q

J
ψ∗(x),

ψ′(x) = α

(
Q̃

J
ψ′(x)− Q

J
ψ′∗(x)

)
,

(4.7)

where it is assumed that the global probability current J is nonzero. This result
shows how the wavefunctions at different domains, where the realisation of the
symmetry U(x) = U(x) is present, can be mapped to each other through the use
of the newly found nonlocal currents. One can also see this as a generalization
of the Bloch and parity theorems to cases where the global symmetries are now
only realized locally. The invariant Q is the symmetry breaking term, which is
also referred to as the remnant of the broken global symmetry. When it is equal
to zero, we recover the usual Bloch and parity theorems. The wavefunctions then
become eigenfunctions of the operator F with eigenvalues Q̃/J or αQ̃/J for ψ′(x).
It follows from equation (4.6) that for reflection symmetry, α = −1, Q̃ = J = 0,
meaning that the only cases where there is a global parity symmetry is when the
probability current is null everywhere. This is the scenario for bound states or
scattering states with symmetrically incoming waves about the mirror axis. For
translations (α = 1), equation (4.6) says |Q̃/J | = 1, meaning that the eigenvalue is
a unit complex number, in agreement with being the eigenvalue of the translation
operator.

Consider now a realization of local symmetry inN different spatial subdomainsDn,
where n = 1, . . . , N . The potential is globally not symmetric under the operator
F . However, we do have a local realization of the symmetry, Un(x) = Un(x) for x ∈
Dn, i.e the symmetry is realized in each subdomain. Examples of such potentials
are shown in figure 4.1. Following the previous analysis in each subdomain Dn, a
number of invariant currents, also labelled by n, exist. By applying equation (4.6)
in each Dn, the currents are subjected to the following constraint:

|Q̃1|2 − |Q1|2 = |Q̃2|2 − |Q2|2 = · · · = |Q̃N |2 − |QN |2 (4.8)

These constants then provide a way to map the wavefunctions between the different
subdomains where the local symmetries are realized.
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Figure 4.1: Different realizations of locally symmetric potentials. Π refers to
reflection symmetry through axes α′s and T refers to symmetries under translations
by L’s. The symmetry operations map a domain D to D. a) Global Symmetry, b)
Nongapped Local Symmetry, c) Gapped Local Symmetry, d)Completely Locally
Symmetric Potential. Figure taken from Ref. [27].

4.1.2 A More General Approach

Local Symmetry Basis

In this section, a general approach to construct eigenstates of the local symmetry
operator is considered. Solutions of equation (4.1) can be written as superposi-
tions of two linearly independent basis wave functions φ1(x) and φ2(x). The same
procedure to construct the invariant currents derived previously allows now for
eight different currents, depending on whether one mixes the two basis functions
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or not. These are given by

Qmn =
1

2i

[
αφm(x)φ′n(x)− φ′m(x)φn(x)

]
,

Q̃mn =
1

2i

[
αφ∗m(x)φ′n(x)− φ′∗m(x)φn(x)

]
,

(4.9)

where m,n ∈ {1, 2}. In addition to these, we also have the conserved currents
(only in the case of translation symmetry) corresponding to the mth solution:

Jm =
1

2i

[
φ∗m(x)φ′m(x)− φ′∗m(x)φm(x)

]
. (4.10)

A similar relation as equation (4.6) exists between the three expressions:

|Q̃mn|2 − |Qmn|2 = JmJn. (4.11)

We can write the first line of equation (4.9) in matrix form as(
Q11 Q12

Q21 Q22

)
=

1

2i

(
φ1(x) φ′1(x)
φ2(x) φ′2(x)

)(
α 0
0 −1

)(
φ′1(x) φ′2(x)
φ1(x) φ2(x)

)
. (4.12)

Multiplying both sides by the inverse of the first matrix on the right hand side,
and then transposing, yields(

αφ′1(x) αφ′2(x)
−φ1(x) −φ2(x)

)
=

2i

W

(
−φ′2(x) −φ′1(x)
−φ2(x) φ1(x)

)(
Q11 Q12

Q21 Q22

)
(
αφ′1(x) −φ1(x)
αφ′2(x) −φ2(x)

)
=

2i

W

(
Q11 Q21

Q12 Q22

)(
−φ′2(x) −φ2(x)
−φ′1(x) φ1(x)

)
=

2i

W

(
Q21 Q11

Q22 Q12

)(
−φ′1(x) −φ1(x)
−φ′2(x) φ2(x)

)
,

where W ≡ φ1(x)φ′2(x)− φ2(x)φ′1(x) is known as the Wronskian. This provides a
mapping between the wavefunctions in terms of the invariant currents, similar to
the mapping obtained in the previous section.(

φ1(x)
φ2(x)

)
=

2i

W

(
−Q21 Q11

−Q22 Q12

)(
φ1(x)
φ2(x)

)
,(

φ′1(x)
φ′2(x)

)
=
−2i

αW

(
Q21 Q11

Q22 Q12

)(
φ′1(x)
φ′2(x)

)
.

(4.13)

We note that these results are general and independent of the the boundary con-
ditions imposed on the wavefunctions, as opposed to equation (4.7), which does
assume physical boundary conditions, as the global current J does not vanish,
implying a situation with scattering states with one incoming wave.
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We now proceed with the construction of a local symmetry basis (LSB) for the
general local symmetry operator F. To this end, we need to transform the basis of
linearly independent solutions {φ1(x), φ2(x)} to a new basis given by

χ(x) =

(
χ+(x)
χ−(x)

)
= Sφ(x), (4.14)

where the two new wavefunctions satisfy the condition Q±,± = 0, i.e

αχ±(x)χ′±(x) = χ′±(x)χ±(x), (4.15)

for all x ∈ D, with D being the subdomain where we have a realization of F -
symmetry. The matrix S diagonalizes the matrix Q within D, where

Q =
2i

W

(
−Q21 Q11

−Q22 Q12

)
.

With this we can write

χ(x) = Qχχ(x) = SQS−1χ(x) =

(
z+ 0
0 z−

)
χ(x). (4.16)

z± are the eigenvalues of Q. These can be computed through the characteristic
equation det(Q− z1) = 0, yielding

z2 − Tr(Q)z + det(Q) = 0.

We compute the determinant below:

det(Q) =
4

W2
(Q21Q12 −Q11Q22)

=
α

W2

[
φ′1(x)φ′1(x)φ2(x)φ2(x) + φ1(x)φ1(x)φ′2(x)φ′2(x)

− φ1(x)φ′1(x)φ′2(x)φ2(x)− φ′1(x)φ′1(x)φ2(x)φ2(x)

]
.

Since the currents are invariant throughout the domains of symmetry, we can
choose a point satisfying x0 = x0. We also note that the square of the Wronskian is
given by a similar expression as the one in between brackets in the above equation,
with the only difference that it is evaluated at x = x. Bringing these two facts
together, we evalutate the determinant to be

det(Q) = α, (4.17)

which is a nice a result as it permits the distinction between translation (+1) and
reflection (-1). With this result, we have that the eigenvalues are given by

z± =
Tr(Q)

2
±

√(
Tr(Q)

2

)2

− α (4.18)
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With these, the diagonlizing matrix S can be evaluated by taking the inverse of
the matrix of eigenvectors (S−1).
This basis permits the decoupled evaluation of the symmetry transformation, since
χ± are not mixed upon transformation by F . Indeed, acting with the operator
ÔF , corresponding to F acting on elements of D, we have

ÔFχ±(x) = z±χ±(x). (4.19)

For mirror symmetry (F = Π), z± = ±1, so that the wavefunctions χ± corre-
spond to the even or odd solutions of the Schrödinger equation with a locally
Π-symmetric potential. For translation symmetry (F = T ), three different cases
are distinguished, depending on whether Tr2(Q) > 4α (z± ∈ R), Tr2(Q) < 4α
(z± ∈ C with |z±|2 = α) or Tr2(Q) = 4α (z± = α). The first of these gives rise to
real solutions, which could diverge at ±∞, so that they can only exist for finite
locally symmetric subdomains D. The second one gives rise to propagating wave
solutions with z± = e±ikL, where L is the translation amount and

kL = arctan


2

√[
Tr(Q)

2

]2
− α

Tr(Q)

 .

In the case of global translation symmetry, ~k corresponds to the crystal momen-
tum of a Bloch state. Finally, the third one corresponds to solutions which are
periodic within the domain D, with period L (z± = 1) or 2L (z± = −1).

Global Basis and Physical Solutions

Having developed a scheme to construct a LSB, we now use it to construct a
global basis. It is global in the sense that it can be done for arbitrary potentials
with any combinations of Π and T symmetries. Different domains with different
symmetries of the potential will be patched up together and described by a global
basis of wavefunctions

ξ(x) =

(
ξ1(x)
ξ2(x)

)
which need to be continuous and have continuous first derivatives, so that special
care needs to be taken at interfaces between different symmetry regions. To this
end we will use a labeling of the different domains as introduced by P. Schmelcher’s
et al. [27]. A given potential is decomposed into N domains Dd = [xd−1, xd] of
different symmetry realizations Fd, with d = 1, . . . , N . Each of these Dd is divided
into Nd cells C

(d)
l of equal length, where l = 1, . . . , Nd. Note that for Π symmetric

regions, with the mirror axis centered about yd, Nd = 2 and the two cells are
C

(d)
1 = [xd−1, yd] and C

(d)
2 = [yd, xd]. For a T symmetric region, each cell covers a

period Ld. An example of such a decomposition is shown in figure 4.2.
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The LSB solutions χ(d)(x) within a subdomain Dd, as constructed previously, are
mapped to the different cells via

χ
(d)
l (F l−1

d (x)) = [Q(d)
χ ]l−1χ

(d)
1 (x), x ∈ C(d)

1 . (4.20)

In other words, we can write the LSB in the lth cell of a Dd symmetric region by

Figure 4.2: Example of a decomposition of a locally symmetric potential. The
orange region D2 is a Π symmetric region with inversion centre α. It is decomposed
into two cells of equal length. The green region is a T symmetric region with period
L. It is decomposed into N3 cells of length L. Figure extracted from [27]

mapping the LSB solution in the first cell through the application of the diagonal
matrix Q

(d)
χ l−1 times, i.e. through the application of the symmetry transformation

Fd l−1 times. We proceed now in connecting the LSB of the Dd subdomain to the
LSB of the Dd+1 subdomain. This is done by trying to match the two solutions
at the interface xd with a matching matrix Md+1. For a potential which allows
continuous derivatives of wavefunctions at the interface point xd, These matching
matrices are given by [27]

Md+1 =
1

W d+1,d+1
+,−

(
W d,d+1

+,− W d+1,d
+,+

W d,d+1
−,− W d+1,d

+,−

)
, (4.21)

where
W i,j
r,s ≡

[
χ(i)
r χ

′ (j)
s − χ(j)

s χ
′ (i)
r

]
x=xd

, (4.22)

which stem from requiring the continuity of the functions and their first derivatives.
Starting from some initial reference domain Di, we set

ξ(i)(x) = χ(i)(x). (4.23)

Using the matching matrix, we obtain an expression for the global basis functions
living in the domain Dd by successively applying the matching conditions above.
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Hence, with d > i, the function is given by the LSB of that domain multiplied by
a product of matching matrices:

ξ(d)(x) =

{
d∏

h=i+1

Mh

}
χ(d)(x) ≡M(di)χ(d)(x). (4.24)

Using equation (4.20), we can express the LSB in the lth cell of the Dd domain in
terms of the first cell wavefunction

χ
(d)
l (x) = [Q(d)

χ ]l−1χ
(d)
1

(
F
−(l−1)
d (x)

)
, x ∈ C(d)

l , (4.25)

so that the global basis functions can be written as

ξ(x) = ξ
(d)
l (x) =

{
d∏

h=i+1

Mh

}
[Q(d)

χ ]l−1χ
(d)
1

(
F
−(l−1)
d (x)

)
,

= M(di)[Q(d)
χ ]l−1χ

(d)
1

(
F
−(l−1)
d (x)

)
,

≡ G
(di)
l χ

(d)
1

(
F
−(l−1)
d (x)

)
, x ∈ C(d)

l ,

(4.26)

at the celullar level. The forward propagation matrix G
(di)
l takes the LSB χ(d)(x)

from the first to the lth cell and then applies the matching from domain Di to
domain Dd.
Finally, a general symmetry operation Fd in domain Dd acting on the global basis
functions is of the form:

ξ(d)(x) = M(di)Q(d)
χ

[
M(di)

]−1
ξ(d)(x) ≡ Q

(d)
ξ ξ(d)(x). (4.27)

If one starts with i = 1 and d = N , ξ(x) is a global basis of functions for all of
space covered by the locally symmetric potential. A physical solution is then given
by

ψ(x) = c1ξ1(x) + c2ξ2(x), (4.28)

where the coefficients c1 and c2 are determined from the boundary conditions
imposed on the system at x0 in D1 and xN in DN .

4.2 Application of the Framework and Experimen-
tal Observations

In this section, we present two cases in which local symmetries have played a
role. The first one is the actual observation of the nonlocal currents derived in
the previous section, albeit in the case of a discrete system [28]. The second case
explores the possibility to use local symmetries in a quantum network in order to
control the storage and transfer of quantum states [29].
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Local Symmetry in a photonic system To show the consequences of the
existence of local symmetries, an experiment was conducted in 2019 [28], in which
the team fabricated photonic waveguides that contained sites with either a global
symmetry, local symmetries, or no symmetry at all. Such setups can be seen in
figure 4.3.

Figure 4.3: Example of discrete distributions of lattice sites. a) Global symmetry.
b) Two regions with local symmetries. c) No symmetry. Figure taken from Ref.
[28].

They used femtosecond direct laser writing in silica glass wafers [30] to construct
their discrete lattices, where the symmetry distribution was incorporated in the
waveguide site separation distances. In order to distinguish between the three
cases, they injected a pulse into one of the sites, and measured the intensity pattern
of fluorescent light from the neighboring sites. They then fitted a polynomial to
the observed amplitude pattern in order to calculate the relevant derivatives and
compute currents.
The total “nonlocal” charge within a region D is calculated using [31]
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ΣD =
∑
n∈D

〈ψ|n〉 〈n|ψ〉 ≡
〈
ψD
∣∣ψD〉 , (4.29)

for a general state |ψ〉, and where {|n〉} is a basis in terms of lattice sites. The
continuity equation relating this charge to its flow across the boundary of D is
given by

∂zΣD = q∂D, (4.30)

where z is the wave propagation direction, and the current can be calculated from
[31] [28]:

q∂D = ±2(cb,b+1|ψa||ψb+1| ∓ ca,a−1|ψb||ψa−1|), (4.31)

where a and b respectively denote the sites at the start and end of the symmetry
domain, and cm,n is a coupling between the waveguides at site m and at site n.
The three cases depicted in figure 4.3 are distinguished as follows:

global symmetry : ∂zΣD = q∂D = 0,

local symmetry : ∂zΣD = q∂D,

no symmetry : ∂zΣD 6= q∂D.

The results of their measurements show a good agreement between theoretical
calculations and observations, as displayed in figure 4.4.

Storage and Transfer of Localised States The next application finds use for
local symmetries in the storage and transfer of compact localised states (CLS) in
a generic quantum network [29]. These are defined as eigenstates of the Hamil-
tonian that have vanishing amplitudes outside of a local region of space. Such
states can arise in a variety of physical systems [32] due to, for example, lattice
geometry resulting in destructive interference. The framework was applied to a
decorated Lieb lattice (square-octagon lattice shown in figure 4.5) and the team
has devised protocols to generate and manipulate (store and transfer) these CLS
using local reflection symmetries in particular domains of the lattice. Their cre-
ation and transfer is achieved via amplitude phase-flips, or control, over time, of
intersite couplings.

The Hamiltonian for a tight-binding “star” system, as shown on figure 4.5, is given
by [29]

H = vc |c〉 〈c|+
4∑

n=1

[
vn |n〉 〈n|+ Jn(|n〉 〈c|+ |c〉 〈n|)

]
,

where vn is the on-site potential, the index n denotes the four sites surrounding
the central site and Jn is a coupling between the nth central site. In the presence
of local symmetries, this star system hosts CLS’s. For example, as shown in figure
4.5, with J1 = J2 and v1 = v2, the state |I〉 = (|1〉 − |2〉)/

√
2 is an eigenstate
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Figure 4.4: Comparison of theory and experiment. The square checkerboard repre-
sents the matrix that encodes the symmetry transformation in the basis of lattice
sites (local inversion symmetry). Figure taken from Ref. [28].

with opposite sign amplitudes on sites 1 and 2, and 0 amplitude on the others.
Its hopping rate also vanishes, thereby making it a CLS. It stays localised for an
indefinite amount of time. It can be transferred to the state |F 〉 = (|3〉 − |4〉)/

√
2,

which has J3 = J4 and v3 = v4 using a modulation protocol devised by the authors
of the paper [29]. More information on the protocol and its robustness can be
found in the paper itself.

To summarize, we have studied the dynamics of wave propagation in one-dimensional
locally symmetric potentials by characterizing the local symmetry through invari-
ant currents. A general approach to the mapping of the wavefunction throughout
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Figure 4.5: Decorated Lieb lattice, constructed from the original Lieb lattice
(whose plaquette is shown in the lower lefthand inset) by replacing the encircled
sites with dimers. Each such dimer can host one CLS with opposite amplitudes
on the two dimer sites. The lower right-hand inset shows the isolated “star” sub-
system functioning as a unit for the CLS transfer. Figure and caption taken from
Ref. [29].

the region has been derived and some examples of the application of the framework
have been provided.
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5. Quasicrystals and Topology

In the first section of this thesis, we briefly discussed the features of periodic, crys-
talline systems, where the potential function in the general Hamiltonian (2.7) is
structured according to a perfect translational symmetry in the lattice, U(r) =
U(r + R) (R being a Bravais lattice vector). These crystalline symmetries come
in different forms and are mathematically characterised by space groups, of which
the translational symmetry of the lattice forms one of the two subgroups, with the
other being point groups of discrete rotations by an angle θ about some axis.
When a crystal belongs to a specific point group, it is expected to exhibit a particu-
lar difraction pattern when subjected to X-ray scattering experiments. According
to the mathematical apparatus describing these symmetries, there are only a few
3D point groups allowed; namely a 2-, 3-, 4- and 6-fold rotational symmetry. This
follows from what is called the Crystallographic Restriction Theorem. However, in
1982, Dan Shechtman observed diffraction patterns on an Al-Mg sample [5] that
challenged the results of the theorem. The pattern corresponded to a forbidden 5-
fold symmetry, which could not be understood at that time. Nowadays, it is known
that the pattern was due to a solid matter arrangement that is different from what
was commonly known as crystalline structure. It was initially thought to be a
phase that stood somewhere between amorphous matter and ordered matter, but
in 1992, the Union of Crystallography extended the notion of crystals to include
the category of quasiperiodic systems. They proposed the following definition:

In the following by “crystal” we mean any solid having an essentially discrete
diffraction diagram, and by “aperiodic” crystal we mean any crystal in which

three-dimensional lattice periodicity can be considered to be absent [33].

Hence instead of just having the periodicity of the atomic structure defining the
solid phases of matter, it is the presence of long-range order that should be con-
sidered as an attribute.
In this chapter, after briefly introducing quasicrystals in general, we will give a
description of the Fibonacci chain and understand its features through the per-
spective of a theory of local resonator modes [11]. We then give a brief overview of
the Harper model. We will show that one can define a generalized potential with
a parameter β, for which one can continuously move from the Fibonacci chain
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model to the Harper model, rendering them topologically equivalent. The pres-
ence of topological order in the Harper model is then established by following the
work of Kraus et al. [1][10]. After that, we focus on the Fibonacci chain and study
it through a real-space renormalization procedure, and finally, we will study the
effect of adding impurities on the chain.

5.1 Quasicrystals

Quasicrystals belong to the category of ordered condensed matter. This category
can be broken down into two families: classical crystals, which have a periodic
structure, and aperiodic crystals, which can be thought of as a generalisation of
the former [34]. This comes from the fact that every quasiperiodic function can be
described by a set of periodic ones. Mathematically speaking, periodic functions
are a special case of quasiperiodic functions, which themselves are a special case
of what is called almost periodic functions. The latter can be approximated by a
Fourier series having a countable infinity of pairs of frequencies with an irrational
ratio [35]. An explicit Fourier decomposition of an ordered lattice is given by

f(x) =
∑
k

ake
ik·x, (5.1)

where k is a vector in the reciprocal lattice. If k needs more basis vectors to span
its space than the real lattice vectors, then a higher dimensional description of
the reciprocal lattice is needed to have a periodic structure, which results in an
aperiodic function in lower dimensional lattice. An example of a one-dimensional
aperiodic function is given by

f(x) = A cos(x) +B cos(px),

with p being an irrational number. If we take this function to be obtained from
a two dimensional domain space, in which the “second” dimension y is projected
onto the x-axis by the linear relation y = px, then we obtain a periodic function
in two-dimensions, namely

f(x, y) = A cos(x) +B cos(y).

One way to construct quasiperiodic lattices is through the use of what is called
Penrose tiling. To obtain such a lattice with a 5-fold rotation symmetry, two basic
“tiles” are used: a rhombus with angles 36◦ and 144◦, and another rhombus with
angles 72◦ and 108◦. Each of the edges of the rhombi is given one or two arrows
and there is a specific rule used to construct mosaics from these tiles. Namely,
neighbouring edges must have the same amount of arrows and they must point
in the same direction. An example of this two dimensions mosaic with 5-fold
symmetry is shown in figure 5.1.
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Figure 5.1: Fivefold symmetric Penrose tiled mosaic (figure taken fromWikipedia).

Properties of Quasicrystals It is known that for a classical periodic crystal,
for which electronic wave functions are described by Bloch functions, electrons will
have different behaviors depending on the band structure. In particular, whether
the wavefunctions are localized or extended will determine the conduction prop-
erties of the material. Bloch functions have exactly the right structure to permit
extended wavefunctions (which comes about from the modulation of the localized
u(x) by the wave eikx). On the other hand, amorphous (completely non-periodic)
matter will only have a localized wavefunction possible at each atomic site n,

ψn(x) = Ane
−ln|x|.

This is due to the fact that the distribution of atoms, encoded in amplitudes
An and localisation lengths ln [36], is random throughout the material. This
makes any two atomic sites uncorrelated. If a short-range correlation shows up
in disordered matter, extended states start to appear. Since quasicrystals are
neither completely periodic, nor disordered, it is expected that they would stand
somewhere in between and have peculiar properties.
A classification can be made in terms of the spectrum of a discretised Hamiltonian
(discretised Schrödinger equation):

(Hψ)n = tψn+1 + tψn−1 + λ
(
[(n+ 1)p]− [np]

)
ψn (5.2)

where t is the hopping parameter (taken to be equal for all sites), λ is a measure
of potential strength, [x] denotes the nearest integer to x and p is taken to be the
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golden ratio for a quasiperiodic system. In the mathematical discipline of measure
theory and functional analysis, the Lebesgue’s decomposition theorem states that
the spectrum of a Borel measure can be decomposed into three parts (and mixtures
of them)

µ = µP + µAC + µSC , (5.3)

where µP is a pure-point measure, µAC is an absolutely continuous measure and
µSC a singularly continuous measure. For example, the hydrogen atom’s energy
spectrum has both the pure-point part and an absolutely continuous part. On
the other hand, only quasicrystals show the existence of a singular continuous en-
ergy spectrum [37]. According to the gap-labelling theorem, a relationship exists
between the spectra of Fourier space and those of energy, which allows for a clas-
sification of aperiodic systems as shown in figure 5.2. This allows one to think
about a correspondence between the kind of state (and hence wavefunction) and
the kind of spectrum a quasiperiodic system has. It would mean that we would
know whether we have localized or extended wavefunctions (or something in be-
tween, referred to as “critical” state).

Figure 5.2: Classification of aperiodic systems according to the spectral measures
of their Hamiltonian and of their lattice Fourier transform. Figure from ref. [38].

On the experimental side, many properties have been observed in quasicrystals,
such as the very low thermal conductivity and peculiar electronic conductivities
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[39] . The latter’s dependence on temperature shows that it does not behave like
a regular insulator does. In fact, as the temperature rises, its electrical conductiv-
ity grows linearly for high enough temperatures and as

√
T for low temperatures

(observed in an AlPdRe quasicrystal alloy [40]). On top of that, additional fea-
tures including low friction coefficients, high hardness, corrosion resistance and
superplasticity were also observed [6][41].

5.2 Fibonacci Chain

A large part of this thesis focused on studying impurities in the one-dimensional
Fibonacci quasicrystal (FQC). We will therefore give a description of how this
model is built and study its local symmetry structure. In general, there are two
inequivalent one-dimensional tight-binding Fibonacci chains. Both of them are
built on a chain with spatially periodic sites, but on which the on-site potentials,
or the hopping integrals, are modulated by a Fibonacci sequence. As will be shown
later, these two models are equivalent under this model’s renormalization group.
Finally, we study the effect of introducing an on-site impurity in the chain.

5.2.1 Fibonacci Sequence and Words

Before we start describing the models, we will briefly show how the Fibonacci
sequence is built. An intuitive way of constructing it is through the so-called
“rabbit sequence”, in which a Fibonacci word is generated from a set of binary
letters A = {L, S} (sometimes called a binary alphabet). An inflation rule is then
imposed on each letter, at each step (called a generation):

S → L

L→ LS
(5.4)

The first few generations are shown in table 5.1.
The intuitive picture behind the name “rabbit sequence” comes about by consid-
ering the letter S to be a small rabbit and L to be a large one. On one hand,
the small rabbit S grows to become a large rabbit L after one generation. On the
other hand, the large rabbit will stay alive and produce an offspring S, resulting
in the replacement rule L→ LS.
In a more mathematical language, the Fibonacci sequence {Fn}∞n=0 is constructed
as follows: we start with the first two numbers being 1 and construct the sequence
recursively according to

Fn = Fn−1 + Fn−2, n ≥ 2, (5.5)

where Fn is called the nth Fibonacci number. We note that at generation n, the
size of the Fibonacci word W (n)

F , generated by the inflation rule (5.4), is given by

|W (n)
F | = Fn,
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Generation Word size Word
0 1 S
1 1 L
2 2 LS
3 3 LSL
4 5 LSLLS
5 8 LSLLSLSL
6 13 LSLLSLSLLSLLS
7 21 LSLLSLSLLSLLSLSLLSLSL

Table 5.1: First seven generations of Fibonacci words. The word size follow the
Fibonacci sequence, as can be seen in the middle column.

as can be seen in the middle column of table 5.1. This means that we can also
write down a recursive scheme for each word generation:

W
(n)
F = W

(n−1)
F W

(n−2)
F , n ≥ 2. (5.6)

One notable feature of the Fibonacci sequence is that the ratio between two con-
secutive generations asymptotically approaches the golden ratio:

lim
n→∞

Fn
Fn−1

=
1 +
√

5

2
≡ τ.

5.2.2 Tight-binding Models

The tight-binding, (nearest-neighbor) Hamiltonian, in both the hopping and on-
site models, is given by

H =
N∑
i=1

(
vi |i〉 〈i|+ ti,i+1 |i〉 〈i+ 1|+ h.c.

)
. (5.7)

where, for a chain of generation M , the length is given by N = |W (M)
F | (boundary

conditions are open or periodic depending on the model used). The two models
are schematically depicted in figure 5.3.
Let us start with the on-site modulated FQC. The hopping strength is set to a
constant ti,i+1 = t, and the on-site potential follows the Fibonacci sequence such
that:

vi =

{
Vw, when site i falls on L
Vs. when site i falls on S

(5.8)

depending on the site number. To illustrate features of this chain, we plot the
energy spectrum in figure 5.4.
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Figure 5.3: A depiction of the two tight-binding models. a) Hopping model, where
a single bond represents a weak hopping and double bond represents a strong
one. b) On-site model, where the weak and strong potentials ,VW and VS, are
represented by wells in which the rabbits are happily resting.

The second model we look at is the hopping model. In this case, the on-site poten-
tial stays constant, vi = V , at each site. The hopping parameters are modulated
by the Fibonacci sequence and take on two different values:

ti,i+1 =

{
tw,

ts.
(5.9)

depending on i. In this case, the M th generation chain has size N = |W (M)
F | + 1,

and there are |W (M)
F | links. The energy spectrum is plotted in figure 5.4.

Another way of obtaining this tight binding model is to consider an XY quan-
tum spin chain without anisotropy on the Z quantization axis. The spin chain
Hamiltonian is given by

H =
N−1∑
i=1

Ji

[
[Sxi S

x
i+1 + Syi S

y
i+1

]
, (5.10)

where the couplings Ji take on values JL or JS according to the ith Fibonacci
number. Performing a Jordan Wigner transformation gives:

Sxj =
1

2

(
c†je

iπ
∑

l<j c
†
l cl + cje

−iπ
∑

l<j c
†
l cl
)
,

Syj =
1

2

(
c†je

iπ
∑

l<j c
†
l cl − cje−iπ

∑
l<j c

†
l cl
)
.

(5.11)
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Figure 5.4: Spectrum of the 16th Fibonacci chain approximant. a) Hopping Model.
b) On-site model. A trifurcating structure is clearly visible in both cases. We note
that in the on-site model, the largest clusters are the two that result from the first
decimation step in the renormalization procedure, as explained later in the text.

One then obtains the Hamiltonian

H =
∑
i

ti

(
c†ici+1 + cic

†
i+1

)
,

where ti = 2Ji. This is the hopping model with on-site potential set to zero.
Quantum spin chains with quasiperiodic modulation of the coupling parameter
have been studied in ref. [42]. They have analysed different regimes under a
renormalization group and plotted a phase diagram depicting them.

5.2.3 Local Symmetry Structure of the Fibonacci Chain

Fibonacci chains can be seen as a departure from a completely ordered crystal
phase. However, it still has a lot of structure. According to the classification
shown in figure 5.2, the FQC is not that far off from usual crystalline matter. In
terms of the local symmetry framework, the infinite FQC has, in fact, a completely
locally symmetric distribution of its components. Study of its structure has shown
that the infinite Fibonacci word belongs to the class of Sturmian word [43]. These
are words constructed out of a binary alphabet, in which there exists two kinds of
possible palindromes (words with a reflection symmetry) of a certain length l. If l
is even, then only one such unique palindrome exists and if it is odd, then there are
two possible choices. For example, if we take for l = 3, we have two possibilities:
LSL or SLS, while for l = 4, the only possible choice is SLLS, as we cannot have
a SS configuration.
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Some work has been done to link these local symmetries to the localisation of
Hamiltonian eigenstates by means of a perturbative approach [11], and where an
explanation for the appearance of edge states is also given within the same frame-
work.
We can use the results from chapter four to derive the non-local currents. How-
ever, since our system is discrete, we follow the procedure developed in ref. [31].
The non-local currents resulting from the flow of the non-local charges, due to
the presence of these local symmetries, are obtained when considering the time
derivative of the expectation value of the non-local density operator

σ̂n ≡ |n〉 〈S(n)| = |n〉 〈n| . (5.12)

That is,

∂tσn = (∂t 〈ψ|n〉) 〈n|ψ〉+ 〈ψ|n〉 (∂t 〈n|ψ〉)
= i 〈ψ|H |n〉ψn − iψ∗n 〈n|H |ψ〉
≡ q+n + q−n .

The non-local currents q±n are defined through the above equation and are obtained
when plugging equation (5.7) on the RHS,

q±n ≡ iψ∗n±1t
∗
n±1,nψn − iψ∗ntn,n±1ψn±1. (5.13)

They can be compared to the usual local currents, which in the discrete case are
given by:

j±n ≡ iψ∗n±1t
∗
n±1,nψn − iψ∗ntn,n±1ψn±1. (5.14)

The rate of change of the total charge Σψ
D, defined by

Σψ
D ≡

∑
n∈D

σn,

which flows out of a region D of local symmetry is given by the sum of the individual
non-local currents through the continuity equation:

∂tΣ
ψ
D =

∑
n∈D

(q+n + q−n ) ≡ QD. (5.15)

In order to construct an amplitude mapping relation, a dual current q̃±n has to be
introduced, which, contrary to the continuous case, is not naturally derived from
the problem setup. It is given by

q̃±n ≡ iψn±1tn±1,nψn − iψntn,n±1ψn±1. (5.16)

In this case, when all the currents are nonzero, the amplitude mapping relation
derived in equation (4.7) takes the discrete form

ψn =
1

j±n

(
q±n ψn − q̃±n ψ∗n

)
. (5.17)
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5.2.4 On-site Model and the Local Symmetry Theory of
Resonator Modes

The on-site model can be analysed using a framework devised by Röntgen et al.
[11], in which they have linked the real space local symmetries of the chain to
the local symmetries of eigenstates’ wavefunctions. This is done in a perturbative
manner and provides an intuitive understanding of the spectrum, shown below,
in figure 5.6 or in figure 5.4 for a larger chain. It also provides the possibility to
control the occurence of edge states, as was shown in the paper by Röntgen et al.,
with energies lying outside of the quasibands.

Figure 5.5: Examples of LRMs. The black/white large rectangles represent the
“high/low” on-site potentials of the Fibonacci chain. The vertical lines represent
the walls of a “cavity”. The blue and red rectangles represent positive or negative
values of the wavefunctions confined inside this cavity. Notice that the lower two
modes are the same as they are both antisymmetric under parity. The upper left
LRM has positive parity and is thus different than the ones below. Figure taken
from ref. [11].

Local Resonator Modes In order to understand the link between real-space
symmetries and wavefunction parities, building blocks that go under the name of
Local Resonator Modes (LRM) are introduced. It is called as such because when
one works perturbatively, the first few orders for the eigenfunctions all localise
within a particular resonator in the chain. Examples of local resonators, with
their modes, is shown in figure 5.5. The claim is that, in the regime of high
contrast

c ≡ |VS − VL|
t

� 1,

there is an almost one-to-one mapping between the two symmetries discussed
above. This can be seen by looking at figure 5.6, where it is shown that the lo-
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Figure 5.6: Eigenstate map of an on-site Fibonacci chain of generation 9, at high
contrast c. The topmost figure quantifies the extent of a locally mirror symmetric
region in the chain, in terms of

√
Sn, where Sn is the length of the mirror symmetric

region. Below it is the Fibonacci chain in terms of the on-site potentials, labelled
here by A and B. The small circles are the energies of each state (their axis is not
included as it would have cluttered the figure), and each “quasiband” of energies
is associated to a LRM, depicted on the right. We note that the edge modes’
energies, depicted by the three colored circles, lie outside of the quasibands, where
we see that they belong to a unique resonator structure, associated to cavity wall
ending at the boundary. Figure taken from ref. [11].

cal resonator blocks, with their reflection symmetries, have modes that are either
positive or negative under a parity transformation.
This establishes a very elegant organization of the bands in terms of these resonator
structures. As one goes to lower contrast, this picture still holds but is hidden
by the dressing of the wavefunctions in their delocalized, critical behavior. The
relatively higher hopping parameter induces a mixing of the wavefunctions, which
gives them more support at other sites of the chain, as can be seen in figure 5.7.
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Understanding the fragmentation of the eigenstates for c � 1. In the
regime c� 1, we can perform a perturbative treatment of the chain to understand
why the wavefunction fragments itself and isolates into these resonator cavities. For
simplicity, we set VS = V and VL = 0. We rescale the Hamiltonian as H ′ = H/V
and write

H ′ = H ′0 +
1

c
HI , (5.18)

where H ′0 = H0/V is the matrix containing the Fibonacci modulated on-site po-
tentials, rescaled by the on-site potential V and HI has ones in the first upper
and lower diagonals. Treating the second term as a perturbation of the first, we
can expand the full states and energies perturbatively and make use of degenerate
perturbation theory:∣∣φ(i)

〉
=
∣∣φ(i)

〉
0

+ λ
∣∣φ(i)

〉
1

+ λ
∣∣φ(i)

〉
2

+ . . .

E(i) = E
(i)
0 + λE

(i)
1 + λE

(i)
2 + . . . ,

where the index i = 1, . . . , N denotes which one of theN states we are dealing with.
This is because H0 has only two highly degenerate eigenvalues. The procedure for
obtaining the zeroth order states

∣∣φ(i)
〉
0
is complicated for binary chains, as the

degeneracies are only resolved at very high orders [44][45]. Röntgen et al. worked
out the expression for the zeroth order states

∣∣φ(i)
〉
0
up third order, and have

also given an expression for the first-order states
∣∣φ(i)

〉
1
. They have shown that it

localises either on sites labelled by L or by S (in their paper they called them A
and B). They have also shown that the block of potential on which they localize is
either of length 1 or length 2 (S, L, or LL). This explains the structure shown in
figure 5.6. At high contrast, with corrections to the zeroth order being marginal,
the fragmentation of these eigenstates is very strong.

Figure 5.7: Dressing of one resonating mode at high contrast, as c becomes smaller.
Figure taken from ref. [11].

5.3 Harper’s Model and its Equivalence to the FQC

Harper’s Model. In order to discuss the topological properties of the FQC,
we introduce yet another model for aperiodic one-dimensional chains, the Harper
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model. This model allows modulation of the on-site potential as well as the hop-
ping parameter. We can describe both cases using the following second-quantised
Hamiltonian:

H =
∑
n

{[
t+ λV (1)

n (φ)

]
c†ncn+1 + γV (2)

n (φ)c†ncn + h.c.

}
, (5.19)

where V (2)
n (φ − πp) = V

(1)
n (φ) = cos(2πpn+ φ) are the the modulating functions

in the diagonal and off-diagonal cases, respectively. The parameters λ and γ are
their respective amplitudes, and p is an irrational number that characterises the
quasiperiodic nature of the chain. Note that the chain can be composed of either
fermionic or bosonic particles, but we take them to be fermionic in the subsequent
discussions.
We start by describing the uniform hopping case, with only on-site modulation.
This means we set λ = 0. We will describe the higher dimensional periodic real-
isation of the model by taking the phase parameter φ ≡ k to be an extra degree
of freedom coming from the kth Fourier component of a two-dimensional periodic
Hamiltonian, called ancestor Hamiltonian [10]. Thus, we extend the fermionic
operators to cn,k =

∑
m e
−imkcn,m, obeying

{cn,m, c†n′,m′} = δnn′δmm′ . (5.20)

Summing over the new degrees of freedom, we can write down the ancestor Hamil-
tonian as

H =
1

2π

∫ 2π

0

dk
∑
n

{
tc†n,kcn+1,k + γ cos(2πpn+ k)c†n,kcn,k + h.c.

}
=
∑
n,m

(
tc†n,mcn+1,m + h.c.

)
+

1

4π

∫ 2π

0

dk
∑
n

∑
m,m′

(
γei(2πpn+k)eik(m−m

′)c†n,mcn,m′ + h.c.
)
,

resulting in

H =
∑
n,m

(
tc†n,mcn+1,m + γ

ei(2πpn)

2
c†n,mcn,m+1 + h.c.

)
. (5.21)

This Hamiltonian is already known to be describing a two-dimensional rectangular
lattice where electrons are hopping in the presence of a uniform magnetic field with
p flux quanta per unit cell (a similar setting as the QHE; see appendix A.2). A
graphical representation of this model is shown on figure 5.8a
When the flux quantum p = q/l is rational, the spectrum of this Hamiltonian is
composed of l bands. Recall that in section 3.2.2, we derived the Hall conductance
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(a) (b)

Figure 5.8: Graphical representation of the two-dimensional Hamiltonians. a) Di-
agonal modulation. b) Off-diagonal modulation. The arrows represent a hopping
amplitude (t, λ ≡ λd, γ ≡ λod), the amount of flux quanta going through a unit
cell is represented by p = b). Figure from ref. [10]

as the sum of Chern numbers associated with each band:

σxy =
e2

2π~
C, where C ≡

∑
a

Ca.

In other words, each gap is associated with a Chern number, given by integer
values of the Hall conductance. When taking an appropriate limit q, l → ∞, p
becomes irrational and the spectrum becomes fractal. The gaps, however, are still
characterised by those Chern numbers, and it is shown in a paper by Kraus et al. [1]
that for irrational values of p, the Berry curvature is independent of the parameter
k, such that one can obtain the topological characterisation without resorting to
an integration over Berry curvature. This means that the one-dimensional Harper
model inherits the Chern numbers associated to the two-dimensional model.
For the off-diagonal case, the ancestor Hamiltonian takes the following form:

H =
∑
n,m

(
tc†n,mcn+1,m +

λ

2
(ei2πpnc†n,mcn+1,m+1 + e−i2πpnc†n,mcn+1,m−1) + h.c.

)
(5.22)

with a graphical representation shown in figure 5.8b. The two models are topolog-
ically equivalent, meaning that the system can continuously change from having a
modulation of the on-site potential to having a modulated hopping without closing
the band gaps [10]. Their topological phases are therefore described by the same
indices.
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Topological Equivalence of the FQC and the Harper model If we let the
two values of the on-site FQC potential be vn± 1, we can write it in the following
form [10]:

vn = 2

([
n+ 2

τ

]
−
[
n− 1

τ

])
− 1 = ±1, (5.23)

where τ is the golden ratio. We can write down a generalized potential, V S
n (k; β),

in terms of a parameter β which smoothly connects the Fibonacci and Harper
potentials:

V S
n (k; β) =

tanh{β[cos(2πpn+ k)− cos(πp)]}
tanh β

. (5.24)

As β → 0, we recover the Harper modulation with a constant shift. As β → ∞,
the Fibonacci QC modulation (5.23) is obtained. In fact, the function V S

n (k; β) is
completely continuous when its domain is [0,∞), meaning that the two Hamilto-
nians are deformable into each other without crossing any singularities. They are
thus topologically equivalent.

Observations of Edge States in Quasicrystals As we have already seen be-
fore, in the numerical calculation of on-site FQC eigenstates of the Hamiltonian,
edges states arise in finite FQCs. They have in fact also been observed exper-
imentally in the works of Kraus et al. [10], where they constructed an optical,
quasiperiodic lattice based on the Aubry-André (Harper) model and measured the
existence of edge modes. It is in that same paper that they have argued that these
edge modes are in fact a result of the existence of a topological phase and that
they are protected by its symmetries.

5.4 Renormalization Group (RG) of the Fibonacci
Chain- Decimating Generations

In this section, we look at the RG method to understand the structure of the
spectrum in more detail [46]. We will overview steps that need to be taken to
decimate the chain generation by generation, and derive the effective couplings
that result from the procedure. On top of that, we show that the two models
that we study separately are equivalent under this RG. The equivalence becomes
clear after taking an additional step in the decimation process for the on-site model.

The goal of this method is to get an insight on the structure of the nth Fibonacci
approximant Hamiltonian spectrum, i.e the spectrum of

H =
Fn∑
j=1

tj

(
|j〉 〈j + 1|+ |j + 1〉 〈j|

)
, (5.25)
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where Fn = Fn−1 +Fn−2 is the nth Fibonacci number and the hopping parameters
take on two values, {tw, ts}, following the distribution of the Fibonacci chain. The
spectrum is shown in figure 5.4. In the limit ρ ≡ tw/ts � 1, we can devise a
perturbative approach to study the Hamiltonian. This procedure goes as follows:

• Diagonalize the strong-bond Hamiltonian H0, by setting tw = 0. This results
in three degenerate levels:

E0 =


ts, (bonding level)
0, (atomic level)
− ts, (anti-bonding level).

• We then introduce a perturbation H1 which contains all terms with tw. This
lifts the degeneracy in each level, but keeps them well separated. In turn,
each of these levels is further fragmented and constitutes the spectrum of a
sublattice. We call the three resulting sublattices

– bonding chain,

– atomic chain,

– anti-bonding chain.

• These chains have themselves a new set of hopping parameters, which we
call renormalized couplings taking the following values (which we will derive
next):

{t′w, t′s} =



{
t2w
2ts

,
tw
2

}
, (bonding chain){

t3w
t2s
,−t

2
w

ts

}
, (atomic chain){

t2w
2ts

,−tw
2

}
, (anti-bonding chain).

These three sublattices can be obtained by applying two kinds of generation deci-
mation. The first one, called molecular decimation is applied on the (anti) bonding
level, and goes as follows:

• Replace every strong bond of the original lattice by a site in the decimated
lattice.

• Connect the new sites with strong bonds if they are directly linked by a weak
bond in the original lattice. Connect them with weak bonds if an atomic site
is present in between them.

The second one, called atomic decimation, is applied to the atomic level and goes
as follows:
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• Replace every single atomic site in the original lattice by a site in the deci-
mated lattice.

• Connect the new sites with a strong bond if there is only one molecular bond
between the two atomic sites of the original lattice. Connect them with weak
bonds if there are two.

A scheme of the procedure is drawn in figures 5.9 and 5.10. We note at this point
that, although this procedure seems limited to the hopping model, it also works for
the on-site model in the case where |VS − VL| � t [46]. The equivalence between
the two is evident when we apply the following decimation procedure:

• Take the Hamiltonian H0 =
∑
Vi |i〉 〈i|, where t = 0. It is already diagonal

and has two degenerate levels with energies VS and VL.

• Introduce the perturbationH1 =
∑
t(|i〉 〈i+ 1|+h.c), within each level. This

results in two chains with one kind of site each, having different hoppings
given by

{tw, ts} =


{

t2

VS − VL
, t

}
, (VL chain){

t3

(VL − VS)2
,

t2

VL − VS

}
, (VS chain)

That last step is in fact a reduction to the hopping Fibonacci model. A scheme of
the decimation for one kind of site is shown on figure 5.11.

Figure 5.9: Molecular decimation. We obtain an effective strong hopping on the
left, and an effective weak one on the right.

In order to derive the effective hopping parameters, we first need to set up our
perturbation series for the Hamiltonian. To this end, we write the Schrödinger
equation with the original Hamiltonian as

H |ψ〉 = (H0 +H1) |ψ〉 = E |ψ〉 ,
(E −H0) |ψ〉 = H1 |ψ〉 .
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Figure 5.10: Atomic decimation. We obtain an effective strong hopping on the
left, and an effective weak one on the right.

Figure 5.11: Additional decimation step for the on-site. On the left picture, the S
sites are decimated and on the right, the L ones.

We introduce the projection operators Q, which project the unperturbed Hamil-
tonian onto one of its three degenerate subspaces. Its complement, projecting H0

out, is given by P = 1−Q. By definition, they commute with H0. With this, we
can split the Schrödinger equation in two:

(E −H0)Q |ψ〉 = QH1 |ψ〉 = QH1(Q
2 + P 2) |ψ〉 , (5.26)

(E −H0)P |ψ〉 = PH1 |ψ〉 = PH1(P
2 +Q2) |ψ〉 , (5.27)

where we used Q2 = Q, P 2 = P and P +Q = 1. From Eq. 5.27, we can write

P |ψ〉 =

[
(E −H0)− PH1P

]−1
PH1Q

2 |ψ〉 . (5.28)

If we plug that back into equation 5.26, we obtain

(E −H0)Q |ψ〉 =
(
QH1Q+QH1P [(E −H0)− PH1P ]−1PH1Q

)
Q |ψ〉 .

The effective Hamiltonian for a sublattice is thus given by

Heff = H0 +QH1Q+QH1P [(E −H0)− PH1P ]−1PH1Q. (5.29)

We expand this expression in powers of H1 and will keep terms up to and including
O(H3

1 ), as they are necessary to derive the effective hoppings. This results in

Heff = H0 +QH1Q+QH1P [E −H0]
−1PH1Q

+QH1P [E −H0]
−1PH1P [E −H0]

−1PH1Q+O(H4
1 ).
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With this effective Hamiltonian for each of the sublattices, we can now calculate
the effective hoppings are.

Molecular effective hopping parameters. We start with the molecular dec-
imation. For the strong coupling, we consider the chain depicted in figure 5.9, on
the left. There are four on-site states {|1〉 , |2〉 , |3〉 , |4〉}. The Hamiltonians are
given by

H0 = ts
(
|1〉 〈2|+ |3〉 〈4|+ h.c

)
,

H1 = tw
(
|2〉 〈3|+ h.c.

)
.

The eigenstates of H0 are

|+〉1 =
1√
2

(
|1〉+ |2〉

)
|+〉2 =

1√
2

(
|3〉+ |4〉

)
E0 = ts (bonding),

and
|−〉1 =

1√
2

(
|1〉 − |2〉

)
|−〉2 =

1√
2

(
|3〉 − |4〉

)
E0 = −ts (anti-bonding),

The action of H1 on these states is

H1 |±〉1 = ± tw√
2
|3〉 ,

H1 |±〉2 =
tw√

2
|2〉 .

The renormalized hopping is obtained from the first-order term in Heff , i.e

t′s = 1〈+|H1 |+〉2 =
tw
2

(bonding sublattice),

t′s = 1〈−|H1 |−〉2 = −tw
2

(anti-bonding sublattice).
(5.30)

We now take the chain on the right to compute the weaker effective hopping. There
are now five states, {|1〉 , |2〉 , |3〉 , |4〉 , |5〉}. The Hamiltonians are given by

H0 = ts
(
|1〉 〈2|+ |4〉 〈5|+ h.c.

)
,

H1 = tw
(
|2〉 〈3|+ |3〉 〈4|+ h.c

)
.

H0 is thus diagonalized by |3〉 (E0 = 0, atomic),

|+〉1 =
1√
2

(
|1〉+ |2〉

)
|+〉2 =

1√
2

(
|4〉+ |5〉

)
E0 = ts (bonding),
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and
|−〉1 =

1√
2

(
|1〉 − |2〉

)
|−〉2 =

1√
2

(
|4〉 − |5〉

)
E0 = −ts (anti-bonding),

The action of H1 on these is

H1 |3〉 = tw(|2〉+ |4〉),

H1 |±〉1 = ± tw√
2
|3〉 ,

H1 |±〉2 =
tw√

2
|3〉 .

The effective hopping is, once again, obtained from 1〈±|Heff |±〉2. In this case,
however, the first-order term is 0:

1〈±|H1 |±〉2 =
tw√

2
1〈±|3〉2 = 0,

as |3〉 and |±〉1 are orthogonal. We then look at the next leading order term of
Heff . This gives

t′w = 1〈±|H1P [±ts −H0]
−1PH1 |±〉2 .

The projector out of the subspace is given in this case by

P± = |∓〉1 〈∓|+ |∓〉2 〈∓|+ |3〉 〈3| ,

such that the factor in the middle is evaluated to be

P [E −H0]
−1P = P

(
1

2ts
|∓〉1 〈∓|+

1

2ts
|∓〉2 〈∓|+

1

ts
|3〉 〈3|

)
=

1

2ts
|∓〉1 〈∓|+

1

2ts
|∓〉2 〈∓|+

1

ts
|3〉 〈3| .

Plugging this back into t′w, we get

t′w = 1〈±|H1

(
1

2ts
|∓〉1 〈∓|+

1

2ts
|∓〉2 〈∓|+

1

ts
|3〉 〈3|

)
H1 |±〉2

=
t2w
2ts
〈3|
(

1

2
|∓〉1 〈∓|+

1

2
|∓〉2 〈∓|+ |3〉 〈3|

)
|3〉 =

t2w
2ts

.

This completes the calculation for the effective hopping parameters of the two
molecular sublattices.
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Atomic effective hopping parameters. We now take figure 5.10 and start
with the chain on the left to compute the effective strong hopping. Once again,
there are four states, but the Hamiltonians now take the form

H0 = ts
(
|2〉 〈3|+ h.c.

)
,

H1 = tw
(
|1〉 〈2|+ |3〉 〈4|+ h.c

)
.

H0 is diagonalized by |1〉, |4〉 (E=0) and

|+〉 =
1√
2

(|2〉+ |3〉), E = ts (bonding),

|−〉 =
1√
2

(|2〉 − |3〉), E = −ts (anti-bonding).

The action of H1 on these states is

H1 |1〉 = tw |2〉 ,
H1 |4〉 = tw |3〉 ,

H1 |+〉 =
tw√

2

(
|1〉+ |4〉

)
,

H1 |−〉 =
tw√

2

(
|1〉 − |4〉

)
.

The renormalized strong coupling is then given by 〈1|Heff |4〉. The first-order
correction is zero again, 〈1|H1 |4〉 = tw 〈1|3〉 = 0. In order to compute the second
order correction, we compute the factor in the middle of the operator inside the
bra-ket. The projection operator in this case is

P = |+〉 〈+|+ |−〉 〈−| , (5.31)

such that we get

P [E −H0]
−1P = P

(
1

−ts
|+〉 〈+|+ 1

ts
|−〉 〈−|

)
=

1

ts

(
− |+〉 〈+|+ |−〉 〈−|

)
.

The second order correction is given by

t′s =
1

ts
〈1|H1

(
− |+〉 〈+|+ |−〉 〈−|

)
H1 |4〉

=
t2w
2ts
〈2|
(
− |+〉 〈+|+ |−〉 〈−|

)
|3〉

=
t2w
2ts

(
− 〈2|2〉 〈3|3〉+ 〈2|2〉 − 〈3|3〉

)
= −t

2
w

ts
.
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To get the renormalized weak hopping parameter, we consider the diagram on the
right of figure 5.10. In this case, we have 6 states, with Hamiltonians

H0 = ts(|2〉 〈3|+ |4〉 〈5|+ h.c),
H1 = tw(|1〉 〈2|+ |3〉 〈4|+ |5〉 〈6|+ h.c).

The eigenstates are

|+〉1 =
1√
2

(
|2〉+ |3〉

)
|+〉2 =

1√
2

(
|4〉+ |5〉

)
E0 = ts (bonding),

|1〉
|6〉

}
E0 = 0 (atomic),

and

|−〉1 =
1√
2

(
|2〉 − |3〉

)
|−〉2 =

1√
2

(
|4〉 − |5〉

)
E0 = −ts (anti-bonding).

The action of H1 on these states is

H1 |1〉 = ts |2〉 ,
H1 |6〉 = ts |5〉 ,

H1 |±〉1 =
1√
2

(|1〉 ± |4〉),

H1 |±〉2 =
1√
2

(|3〉 ± |6〉).

We can now compute the effective hopping 〈1|Heff |6〉. In this case, it is not only
the first term that gives a zero contribution to the effective hopping, the second
term in the perturbation expansion also does so. The projection operator is given
by

P = |+〉1 〈+|+ |−〉1 〈−|+ |+〉2 〈+|+ |−〉2 〈−| ,

so that

P [−H0]
−1P =

1

ts

(
− |+〉1 〈+|+ |−〉1 〈−| − |+〉2 〈+|+ |−〉2 〈−|

)
,
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and

〈1|H(2)
eff |6〉 = 〈1|H1

1

ts

(
− |+〉1 〈+|+ |−〉1 〈−| − |+〉2 〈+|+ |−〉2 〈−|

)
H1 |6〉

=
t2w
ts
〈2|
(
− |+〉1 〈+|+ |−〉1 〈−| − |+〉2 〈+|+ |−〉2 〈−|

)
|5〉

= 0.

The leading correction is then of order 3 and we have

t′w = 〈1|H1P [E −H0]
−1PH1P [E −H0]

−1PH1 |6〉

=
t2w
t2s
〈2|
(
− |+〉1 〈+|+ |−〉1 〈−| − |+〉2 〈+|+ |−〉2 〈−|

)
×H1

(
− |+〉1 〈+|+ |−〉1 〈−| − |+〉2 〈+|+ |−〉2 〈−|

)
|6〉

=
t2w
t2s
〈2|
(
− |+〉1 〈+|+ |−〉1 〈−| − |+〉2 〈+|+ |−〉2 〈−|

)
×
(
− tw√

2
(|1〉+ |4〉) 1〈+|+

tw√
2

(|1〉 − |4〉) 1〈−|

− tw√
2

(|3〉+ |6〉) 2〈+|+
tw√

2
(|3〉 − |6〉) 2〈−|

)
|5〉

=
t3w
2t2s
〈2|
(
− |+〉1 〈+|+ |−〉1 〈−| − |+〉2 〈+|+ |−〉2 〈−|

)
×
(
− (|3〉+ |6〉)− (|3〉 − |6〉)

)
= −t

3
w

t2s

(
− 1

2
− 1

2

)
=
t3w
t2s
.

We have thus derived all three renormalized hopping strengths,

{t′w, t′s} =



{
t2w
2ts

,
tw
2

}
, (bonding chain){

t3w
t2s
,−t

2
w

ts

}
, (atomic chain){

t2w
2ts

,−tw
2

}
, (anti-bonding chain),

as envisaged. The derivation of the two effective couplings, resulting from the
first decimation step of the on-site model, is also done in a similar way, but the
calculations are easier to carry out, as the unperturbed Hamiltonian is already
diagonal.

Renormalization Paths. After having performed the procedure described above,
we can ask ourselves where does a particular site come from, as it climbs up from
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lower generations. The answer to that question is what is called its “renormaliza-
tion path” [46]. We label the two kinds of sites by ‘m’ (molecular site) and ‘a’
(atomic site). A particular path can take the form ‘amma...m’ for an atomic site
at the top of the renormalization process, or ‘mmam...m’ for a molecular one.
The same question can be asked for energy eigenstates. Where does a particular
level come from? It also has a renormalization path that it follows, but we make
the distinction between whether it sits in the top cluster ‘t’ (bonding molecular),
the central cluster ‘c’ (atomic) or the bottom cluster ‘b’. A particular level can
then be encoded by the symbolic string sequence ‘tctbt...c’ for example. There
exists a particular symmetry between the two renormalization paths in the pertur-
bative limit (ρ � 1), which becomes evident with the “cut and project” method
(see figure 5.13) [47]. By defining the conumber [48], this symmetry becomes visu-
ally present in the self-similar, fractal plot of energy levels versus conumber. The
resulting structure, with two plots of chains of different sizes, is shown in figure
5.12. For an M th generation chain, this conumber is defined as

Cj = jFM−1mod(FM). (5.32)

Figure 5.12: Fractal structure of the hopping model with PBC. The chains are of
generation 9 and 10, respectively.

5.4.1 Disorder in the Fibonacci chain (Original Results)

We study the effect of disorder by introducing, at the simplest level, one impurity
at some site m. The Hamiltonian with the impurity reads

H =
∑
i

ti(|i〉 〈i+ 1|+ |i+ 1〉 〈i|) + Vd |m〉 〈m| . (5.33)
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Figure 5.13: Relabeling of the sites according to their conumber, obtained by
projecting the sites on the vertical axis. Conumbers naturally order the sites
depending on whether they are atomic or molecular. The former lie at the center,
while the latter are at the edges. Figure taken from ref. [47].

The impurity can sit on an atomic site or a molecular site. We study the case where
the impurity takes a value Vd < ρ, so that we can take it to be a perturbation to
the original Hamiltonian. In fact, we will incorporate it in the Hamiltonian H1

that we considered above, in equation (5.29). Placing the impurity at the atomic
site m = 1 in the right chain of figure 5.10, the energy, to first order, is given by

E = E0 + E1 = Vd, (E0 = 0)

E1 = 〈1|H1 |1〉 = Vd,

In figure 5.14 b), we see the shift of the central site clearly when the impurity
is placed in there. In a) and c), the atomic impurity is placed such that it lies
on the left and right of the conumbered sites. In this case, there are more states
that feel the shift in energy from those sites. Moreoever, as we shall see later, it
generates the same type of disordered graph, belonging to the same “class”, the
only difference being that they are mirror images of each other. The molecular
energy levels do not get modified to first order, as they are made of superpositions
|i〉 ± |i+ 1〉 that are orthogonal to the atomic site. Moreover, if the atomic site is
renormalized to an atomic site in the sublattice, the same result holds there, and
there is very little perturbation to the main structure, especially on the molecular
clusters. If we had taken the cartoon on the left of figure 5.10 (leading to the
strong renormalized coupling), then the atomic site becomes a molecular site in
the renormalized lattice, and there is more disorder in general in the fractal, which
not only sits at the atomic clusters, but also the molecular ones.
In the case of a molecular site impurity, we take first the site m = 1 in figure 5.9,
on the left. This results in the energy of the renormalized molecular site to take
on a first-order corrected value

E1 = 1〈±|H1 |±〉1 =
Vd√

2
.

If we now place the impurity at site m = 1 of the right figure in 5.9, we obtain the
same results, but with the possibility of having an atomic site in the renormalized
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Figure 5.14: Impurity on the atomic cluster, with potential Vimp = 0.1. a) Impurity
on the left. b) Impurity in middle. c) Impurity on the right.

lattice, which increases the disorder in the fractal structure. This explains the
features observed in figure 5.15.

Figure 5.15: Impurity on the left molecular cluster, with potential Vimp = 0.1. a)
Impurity on the left. b) Impurity in middle. c) Impurity on the right.

Finally, any effect of the impurity on the renormalized couplings is absent up to
at least order V 3

d .
To summarize, the effect of the impurity on how disordered the fractal pattern
becomes depends on the renormalization path of the site at which it is placed.
Placing an impurity on an atomic (molecular) site for which the renormalization
path has a high density of atomic (molecular) sites will result in less disorder than
one for which the density of molecular (atomic) sites is significant. It might be
worth investigating the quantitative regimes (densities of the respective sites along
the renormalization path) in which the disorder becomes significant.
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Figure 5.16: Atomic cluster Probabilities. a) Original central cluster. b) Central
subcluster of the original central cluster.

Localisation character

The main feature of quasicrystalline phases is that eigenmodes exhibit what is
called “criticality”. That is they are neither extended, as in the periodic case with
Bloch waves, nor are they strictly localized, like the disordered case. In fact, in the
case of the Fibonacci crystal, the probability density follows a power law, which
is a result of the scaling behavior of the wavefunctions. This power law can be
derived through the method of transfer matrices [49] and yields

|ψ(L)| ∼ Llog |ts/tw|/ log(τp), (5.34)

where L is the average intersite length. p is 2 in case the renormalization path is
fully molecular and 3 when it is fully atomic. In between, it depends on the how
many atomic and molecular sites are present in the renormalization path [46]. A
nice feature of this chain is that the integrated density of states of a certain cluster
localises according to its nature. For example, the central (atomic cluster) has
peaks on atomic sites while the bonding (and anti-bonding) clusters have them on
molecular sites. Moreover, when one goes down the decimation path, the same is
observed for the decimated chain. Examples are shown in figures 5.16 and 5.17.
The interesting thing when one adds an impurity is the appearance of a state in
a gap of the original Fibonacci spectrum. This leads to exponential localization,
as we can see in figure 5.18. This can be understood using Green’s’s functions for
tight-binding Hamiltonians [50].
We let H0 denote the Fibonacci Hamiltonian and H1 denote the impurity Hamil-
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Figure 5.17: Molecular cluster probabilities. a) Original left/right cluster. b)
Left/Right subcluster of the original.

tonian. The matrix elements of the unperturbed Green’s function are given by

G0(i, j;E) = 〈i| 1

E −H0

|j〉 =
∑
α

〈i|α〉 〈α|j〉
E − Eα

, (5.35)

where |α〉 is an eigenstate of H0 and Eα its energy. When taking into account the
perturbation with Vimp, the new Green’s function follows the self-consistent Dyson
equation, given by

G = G0 +G0H1G, (5.36)

with H1 = Vimp |n〉 〈n| for an impurity located at site n. The Green’s function’s
matrix elements are thus given by

G(i, j;E) = G0(i, j;E) +G0(i, n;E)VimpG(n, j;E).

By setting i = n, we can solve for G(n, j;E) to get

G(i, j;E) = G0(i, j;E) +
Vimp

1− VimpG0(n, n;E)
G0(i, n;E)G0(n, j;E).

Thus, we have a pole of the Green’s function lying at

G0(n, n;E) =
1

Vimp
. (5.37)

Since we have shifted a certain state’s energy by Vimp, the energy E = E0 level
of this state will lie in a gap of the spectrum and hence E0 6= Eα. Thus, the
only pole of the Green’s function is the one given above. Moreoever, the density
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Figure 5.18: Exponential localisation as a result of the impurity (see the white
line).

of states at the edge of the gap for a 1 dimensional chain diverges [51], making
G0(n, n,E) a monotonically decreasing function of E within the gap; i.e at some
point the pole of G(i, j;E) is crossed when E = E0. The overlap between this
state’s wavefunction at site i and j is given by

Ψ(i)Ψ(j)∗ =
1

2πi

∮
CE0

dzG(i, j; z),

where we have taken Ψ(i) = 〈i|E0〉 and CE0 is a counter-clockwise oriented circle
with centre located at E0, in the complex plane. Using the residue theorem, we
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have

1

2πi

∮
CE0

dzG(i, j; z) = Res(G(i, j;E0))

= lim
(z→E0)

(z − E0)

[
G0(i, j; z) +

Vimp
1− VimpG0(n, n; z)

G0(i, n; z)G0(n, j; z)

]
= −G0(i, n;E0)G0(n, j;E0)

dG0(n,n;z)
dz

∣∣∣
z=E0

.

Since G0(i, n;E0) ∝ e−a|i−n| for E0 outside of the spectrum [51], it follows that this
gap state is exponentially localized.

Local Symmetries and classes of disorder

An interesting observation that we came across is that placing impurities on sites
belonging to a particular renormalization path give rise to the same perturbed
graph. These classes of graphs, for a Fibonacci approximant of the 9th generation,
with 55 sites and hoppings, are generated by the following renormalization paths:

• Molecular sites:

– MMMM (16 sites, generate 2 graphs, mirror images)

– MMMA (8 sites, generate 2 graphs, mirror images)

– MMA (8 sites, generate 2 graphs, mirror images)

– MAM (8 sites, generate 3 graphs, 2 of which are mirror images generated
by 4 sites and another generated by the other 4 sites)

– MAA (2 sites, generate 1 graph)

• Atomic Sites:

– AAA (1 site, generates 1 graph)

– AAM (2 sites, generate 2 graph, mirror images)

– AMA (2 sites, generate 1 graph)

– AMM (8 sites, generate 3 graph, 2 of which are mirror images generated
by 4 sites and one which is generated by the 4 other sites)

The perturbed graphs can be seen in figures 5.19a through to figure 5.24.
At first, we thought that there might be a connection between the degree of “per-
turbation” in the LDOS fractal plot and the size of the locally symmetric region
around the site at which the impurity is placed, as is observed in figure 5.24,
but this hypothesis was quickly ruled out by looking at figure 5.22a, which has a
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(a) Class MMA (b) Class MAA

Figure 5.19: Example of disorder classes.

smaller region of local symmetry.
There is, however a strong indication from the works of Röntgen et al. [11] that
local symmetries play an important role, as described in section 5.2.4. There, we
saw that the sites at which the amplitude localizes the most are intimately re-
lated to the local symmetry structure. Since the effect of the impurity is mostly
noticeable at the sites with the largest amplitudes, we expect a link with the lo-
cal symmetry of the chain. It would be interesting to study the relation between
the theory of local resonator modes for the on-site model and the renormalization
procedure taking this on-site model to a hopping one. This would provide hints in
determining the role of local symmetries in the generic case.

75



CHAPTER 5. QUASICRYSTALS AND TOPOLOGY

(a) Class MMMM (b) Class MMMA

Figure 5.20: Example of disorder classes.

(a) Class MAM 1 (b) Class MAM 2

Figure 5.21: Example of disorder classes.
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(a) Class AMA. (b) Class AAM

Figure 5.22: Example of disorder classes.

(a) Class AMM 1. (b) Class AMM 2.

Figure 5.23: Example of disorder classes.

To summarize the contents of this chapter, we first started our discussion with
quasicrystals in general. This was then followed by an in-depth analysis of the
Fibonacci chain with all its local symmetries. We then provided an understanding
of the spectrum through a theory of local resonator modes and a renormaliza-
tion group analysis. An equivalence between the Fibonacci model and the Harper
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Figure 5.24: Example of a disorder class: AAA.

model was established and the hypothetical topological modes of the Harper model
were attributed to the Fibonacci model too. Lastly, we studied the effect of im-
purities on the hopping model and demonstrated a correspondence between the
renormalization paths of the sites at which impurities are placed, and the type of
disorder generated by the impurity in the weak strength regime.
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6. Outlook

6.1 Outlook

In this section, we first discuss alternative methods that would quantify the topo-
logical order of the Fibonacci chains. We then present some suggestions to bridge
the gap between the LRM approach to the on-site Fibonacci chain with the RG
approach.
In the previous section, we mentioned that the topological characteristics of the
Fibonacci chain come from a two-dimensional parent Hamiltonian in a periodic
lattice, and it was argued that they survive the projection onto the lattice of codi-
mension 1 [1][10]. The spirit of the alternative methods is that we want to be able
to derive topological characteristics directly from the model itself. This would
provide a quantification of topological order that can be used to test the chain’s
robustness against the presence of impurities. Since the Fibonacci chain is not
strictly periodic, one cannot formally compute a Berry curvature in momentum
space, as is done usually.
We found in the literature that there exist alternative ways of defining topological
invariants that, in some cases [52][53], coincide with already established methods.
One of them is through the computation of the Bott or Localizer indices [54], which
are based on a real-space approach, as opposed to momentum space. The second
method would be to calculate the entanglement entropy of the Fibonacci chain, as
it has been demonstrated that topological order is intimately related to the level
of entanglement present in a many-body system [55][56].
We briefly outline in the next part how such analysis can be performed and can
give conclusive evidence of whether the Fibonacci chain contains a topological
phase or not.

6.1.1 Computation of the Localizer index

The Bott index [57] has been widely used in determining topological phase transi-
tions of periodically driven systems in general [58][59], with disordered topological
insulators [52] in particular being well studied. It seems that it is mostly used for
two-dimensional, time-dependent Hamiltonians. The alternative index that can
be used for more general dimensionalities is the Localizer index. It probes the
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topology of a different space than the Bott index [54], but could in principle pro-
vide a characterization of topological order. We will briefly provide the ingredients
needed in order to compute this index.
First of all, it requires a system with open boundary conditions. In 2D, three
observables are required to compute it: the positions X, Y and the Hamiltonian
H. Let us denote them byM1 = X, M2 = Y andM3 = H. One then needs to find
a set of matrices that are a Clifford algebra representation. In this case, we can
take the Pauli matrices (the same number of matrices as observables is required).
The "localizer" matrix is then built according to the definition [54]:

Lλ(M1,M2,M3) =
3∑
j=1

(Mj − λj1)⊗ σj. (6.1)

The Clifford spectrum Λ(M1,M2,M3) ⊂ R3 of the matrices Mj, is defined such
that a vector λ = (λ1, λ2, λ3) is in Λ(M1,M2,M3) whenever Lλ(M1,M2,M3) is
singular. This localizer, as its name suggests, finds what are called ε-approximate
eigenvectors v to the almost-commuting matrices Mi. What this means is that
when two matrices M1 and M2 almost commute in the sense

||[M1,M2]|| < δ,

then an ε-approximate eigenvector satisfies

||Miv − λiv|| < ε(δ) for i = 1, 2.

In other words, the localizer finds eigenvectors that “approximately” simultane-
ously diagonalizes the matrices M1 and M2. Note that the approximate denomi-
nation is in the sense that ε → 0 as δ → 0. A proof of these statements can be
found in ref. [60]. For any λ /∈ Λ(M1,M2,M3), the localizer index is then defined
as

ind(λ) =
1

2
Sig
[
Lλ(X, Y,H)

]
, (6.2)

where the Sig(M) operation gives the difference between the number of positive
eigenvalues and that of negative eigenvalues of M :

Sig(M) = (#of pos eigenvalues)− (#of neg eigenvalues).

This index has been shown to coincide with the Chern numbers in the case of the
infinite px + ipy model [61].

6.1.2 Calculating Entanglement Entropy

It has been argued for some time that topological order is closely related to the
level of long-range entanglement in a system with many degrees of freedom [55].
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Different methods to extract this quantitative measure of topological order have
been proposed [62] [63] [64]. We will briefly overview the idea and the methods
that could potentially provide us with a topological invariant that can characterize
the Fibonacci chain.
A measure of entanglement is provided through the von Neuman entropy. Classi-
cally, entropy (known as Shannon entropy) is defined as a measure of information
gained from learning the outcome of a random event, where each outcome x is given
a probability p(x). Quantitatively, the entropy of a given probability distribution
p is defined by

S(p) ≡ −
∑
x

p(x) log2

[
p(x)

]
, (6.3)

where {x} is the set of all possible outcomes of the random variable X, and the
entropy is measured in the amount of bits of information gained. On the other
hand, we are dealing with quantum-mechanical systems, which require a modifi-
cation of this classical Shannon entropy to the von Neuman entropy of a quantum
state, represented by the density matrix ρ:

S(ρ) = −Tr
[
ρ log2(ρ)

]
. (6.4)

These two are related when the density matrix is that of a classical state, which
only has diagonal entries. In that case, Eq. (6.4) reduces to Eq. (6.3).
Entanglement requires our system to be divisible into subsystems. These subsys-
tems can then be separable or entangled according to the following definition: the
quantum state ρAB representing the system A⊗B is separable whenever it can be
written as

ρAB =
∑
a

Pa ⊗Qa, (6.5)

where Pa is a state of the subsystem A and Qa of subsystem B. The index a is an
element of the set Σ representing the measurement outcomes of system A⊗B. If
it is not possible to write a bipartite state ρAB in the form of Eq. (6.5), then it is
said to be an entangled state. One way to measure it is through the entanglement
entropy :

SE(ρAB) ≡ S(ρA) = S(ρB), (6.6)

where ρA = TrB[ρAB] and ρB = TrA[ρAB] are reduced density matrices obtained
by partially tracing out one of the subsystems. That is, the entanglement entropy
is computed from the von Neumann entropy of the reduced state in either subsys-
tems. It is worthy to note that this definition follows because for any separable
system, the entanglement entropy is always 0; i.e. SE(ρAB) = 0⇒ ρAB is separa-
ble. This can be easily demonstrated by using the Schmidt decomposition of the
bipartite state.
Kitaev and Preskill [63] have demonstrated that for a two-dimensional plane sep-
arated into two regions by a circle of circumference of length L, the entanglement
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entropy of this system, calculated through the entropy of a quantum state ρ inside
the disk is of the form

SE(ρ) = αL− γ + . . . , (6.7)

where α is a parameter that depends on the short-range correlations of the system,
while γ is a global parameter that does not change with the scale of the system.
It is that parameter that they call “topological entanglement entropy”.
In this spirit, we should also be able to devise a way to calculate it for a system
built from a Fibonacci chain and see whether we can derive a topological order
that stems from entanglement between the parts of our system.

6.1.3 Bridging the LRM theory and the renormalization ap-
proach

Finally, we have reasons to believe that it is possible to link the level of disorder
in an impurity-perturbed Fibonacci chain to the local symmetry structure of the
unperturbed chain. In order to go in this direction, we will first have to find a way
to renormalize the resonator structures, thereby bridging the LRM theory and the
real-space RG. Once that is done, we can place impurities in the on-site model and
gauge their effect on the resonators.

6.2 Conclusion

To conclude, we started out by describing the important symmetries of condensed
matter that are relevant in describing topological characterizations. We saw that
a general framework for topological matter was given in terms of the Ten-fold
way. We then briefly presented the theory of wave propagation through locally
symmetric structures and its various applications in the description of quantum
mechanical systems with locally symmetric potentials. We then moved on to the
chapter on quasicrystals. There, we first introduced quasicrystals in general, fol-
lowed by one-dimensional models. Namely, we went through the Fibonacci chain
in great depth and studied its local symmetry structure. The on-site model was
also investigated through the lens of a theory of local-symmetry resonators and at
the end, we analyzed the spectrum properties using a real-space renormalization
procedure. We also presented the Harper model, where signatures of topological
states were found through a projection from a two-dimensional periodic system.
In turn, it was shown that the Harper model is topologically equivalent to the
Fibonacci model, which makes it inherit the same Chern numbers as the former.
We studied the effect of impurities on the hopping model and found out that in
the weak impurity regime, we can categorize the type of disorder it induces with
the renormalization path of the site at which the impurity is placed.
A question that arises from this work is whether the local symmetries of the sys-
tem provide any kind of protection to the topological states previously found.
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Moreover, since the physical mechanism behind these topological states is not
understood, another question would be whether topology plays any role in the
existence of the observed edge states. The final section outlines what could be
done in order to adress these questions. Namely, we could resort to a real-space
approach to compute topological indices (Bott index or localizer index), or we
can compute the entanglement entropy of the non-interacting Fibonacci chain. In
that sense, one can pinpoint the physical mechanisms underlying the hypothetical
existence of a topological phase and an associated topological invariant, against
which perturbations can be tested (in the form of the impurities we studied, for
example). Finally, we think that we can adress the question on the local symmetry
protection by connecting the theory of LRMs to the renormaliztion procedure and
study the effect of impurities from that perspective.
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A. Appendix A

A.1 Quantum Mechanics of Electrons in a Electro-
magnetic field - Continuum Case

We start by writing down a quantum mechanical description of the system. The
derivations are mostly based on David Tong’s lecture notes on the QHE [65],
where more details can be found. The quantisation effects are already present
when we consider a system of spinless noninteracting electrons. The Lagrangian
of an electron in the presence of a magnetic field B = ∇ × A, where A is the
vector potential, is

L =
1

2
m|ẋ|2 − eẋ ·A,

from which we obtain the canonical momentum p = mẋ− eA. The Hamiltonian
of the system is

H = ẋ · p− L =
1

2m
(p + eA)2.

Note that the canonical momentum is not gauge invariant, while the mechanical
momentum is. The canonical momentum obeys the usual canonical commutation
relations, while the mechanical momentum Π ≡ mẋ = p + eA obeys

[Πx,Πy] = −i~eεxyzBz = −i~eB, (A.1)

where we take B = Bẑ for simplicity. If we introduce the operators

a =
1√

2e~B
(Πx − iΠy) ,

a† =
1√

2e~B
(Πx + iΠy) ,

(A.2)

the Hamiltonian then takes the form

H = ~ωB
(
a†a+

1

2

)
.

This is exactly the same form as the Hamiltonian for a harmonic oscillator, so its
energy levels are given by

En = ~ωB
(
n+

1

2

)
. (A.3)
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These are the so called Landau levels, which are highly degenerate. To see this,
we work in the symmetric gauge and choose

A = −1

2
r×B = −B

2
(yx̂− xŷ) (A.4)

We define a quantity that is similar to the mechanical momentum Π, π ≡ p−eA.
In the symmetric gauge, it commutes with Π and thus the Hamiltonian. We can
therefore use it to define another quantum number. To do this, we define another
set of operators

b =
1√

2e~B
(πx − iπy) ,

b† =
1√

2e~B
(πx + iπy) ,

(A.5)

such that a general state is given by two quantum numbers n and m:

|n,m〉 =
(a†)n(b†)m√

n!m!
|0, 0〉 ,

and the energy only depends on n, which is still given by equation (A.3). From
the above, we see that each Landau level is m-fold degenerate.
We are also interested in the shape of the wave functions. For a qualitative dis-
cussion of these, we consider the Landau gauge A = xBŷ. The Hamiltonian then
takes the form

H =
1

2m

[
p2x + (py + exB)2

]
,

for which the eigenvalue equation Hψk(x, y) = Ekψk(x, y) has solutions of the form

ψk(x, y) = eikygk(x).

The free propagating wave comes from translational symmetry in the y direction.
The eigenvalue equation then reads

1

2m

[
p2x + (~k + exB)2

]
ψk(x, y) = eikyHk(px, x)gk(x)

where the x-dependent part is now given by

Hkgk(x) =

[
p2x
2m

+
mω2

B

2

(
x2 + kl2b

)2]
gk(x).

This the time-independent Schrödinger equation for a harmonic oscillator for which
the equilibrium position has been shifted to x0 = −kl2b , with lb ≡

√
~/eB denoting

a magnetic length. The normalized solutions gnk(x) are

gnk(x) =
1√
2nn!

(mωB
π~

)1/4
Hn

(√
mωB
~

(x+ kl2b )

)
e−

mωB
~ (x+kl2b)

2

, (A.6)
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where Hn(x) are Hermite polynomials. To see how many states can occupy a
certain Landau level, we need to restrict the sample to some rectangular surface of
lengths Lx and Ly. Restriction along y quantises the momentum in units of 2π/Ly.
The restriction along x forces the wave number to take the values −Lx/l2b ≤ k ≤ 0.
This is because the wave function is strongly localized about x0 = −kl2b . This gives
the following number of states living in each Landau level:

N =
Ly
2π

∫ 0

−Lx/l2b

dk =
LxLy
2πl2b

=
eAB

2π~
=

Φ

Φ0

, (A.7)

where the quantum of flux Φ0 ≡ 2π~/e has been introduced, and Φ = AB is the
total flux through area A. In this way, we can understand the degeneracy of the
Landau semi-classically, in the sense that if an electron occupies an area 2πl2b and
the area of the 2D system is LxLy, then there are LxLy/2πl2b degenerate position
states the electron could be in.
One final ingredient that we need to discuss is the addition of an electric field in
the x direction, E = Ex̂. This modifies the Hamiltonian to contain an additional
term eEx, and results in a harmonic oscillator in the x direction that is shifted by
a different value x′0 = x0 +mE/eB2. The energy levels now read

Enk = ~ωB
(
n+

1

2

)
− eB

(
kl2b +

eE

mω2
B

)
+
m

2

E2

B2
. (A.8)

The degeneracy has now been lifted, and each Landau level grows linearly with
the wave number k.

A.2 Quantum Mechanics of Electrons in a Electro-
magnetic field - Discrete Lattice Case

In this appendix, we overview a modification to the tight-binding model to accom-
modate magnetic fields. This is done through what is called a Peierl’s substitution,
and amounts to substituting the hopping parameter as follows:

tij → tij exp

(
i
q

~

∫ Ri

Rj

dr ·A

)
. (A.9)

To understand the essence of this substitution, we start from the Schrödinger
equation and use the Hamiltonian of an electron in a magnetic field, as seen in
part A.1, and in the presence of the periodic potential, U(r), of the lattice.[

(p− qA)2

2m
+ U(r)

]
ψ(r) = Eψ(r). (A.10)
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Without this magnetic field, the Bloch theorem asserts that the solutions are of
the form

ψk(r) =
1√
N

∑
R

eik·Rφ(r−R), (A.11)

for some crystal momentum ~k and a set of lattice site coordinates R. The local-
ized functions φ(r) are usually taken to be the complete set of Wannier functions
(note that we ommit the band index). Now we also recall the expression of the
hopping integral in terms of the localized functions φ(r) above:

tij =

∫
dr φ∗(r−Ri)U(r)φ(r−Rj). (A.12)

The problem with adding a magnetic field is that the functions ψk(r) cease to be
eigenfunctions of the Hamiltonian operator. One way to amend that is to intro-
duce modified localized functions φ̃, which are modulated by a phase parameter
containing a contribution from the gauge potential A(r):

φ̃(r−R) ≡ exp

(
i
q

~

∫ r

R

dr′ ·A(r′)

)
φ(r−R). (A.13)

We can now check that using these modified functions in Eq. A.11, we have
reconstructed eigenfunctions of the Hamiltonian with a magnetic field. Plugging
the φ̃’s into Eq. A.12, we now have

t̃ij =

∫
dr exp

[
i
q

~

∫ r

Rj

dr′ ·A(r′)− i q
~

∫ r

Ri

dr′ ·A(r′)

]
φ∗(r−Ri)U(r)φ(r−Rj)

=

∫
dr exp

[
i
q

~

∫ Ri

Rj

dr′ ·A(r′)

]
φ∗(r−Ri)U(r)φ(r−Rj)

= exp

[
i
q

~

∫ Ri

Rj

dr′ ·A(r′)

]
tij,

which exactly shows why one can just use a Peirels substitution of the hopping
parameter to integrate the effect of a magnetic field in a system of non-interacting
tightly bound electrons. A second-quantized, tight-binding Hamiltonain then
reads:

H =
∑
i

εic
†
ici −

∑
ij

tij
(
eiθijc†icj + h.c

)
, (A.14)

where θij is the phase in Eq. A.12. This result, in two dimensions, gives rise to the
well-known Hofstadter’s butterfly [66], in which the “wings” represent the Chern
integers of the quantum-Hall effect.
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B. Appendix B

This is the source code for all plots and figures used in this thesis.

B.1 Source Code

1 #!/ usr /bin /env python
2 # coding : utf−8
3

4 # In [ ] :
5

6

7 import numpy as np
8 import matp lo t l i b . pyplot as p l t
9 import matp lo t l i b . c o l o r s as c l r s

10 from mpl_toolk i t s . axes_grid1 import make_axes_locatable
11

12

13 de f fibWord (n) : #c o n s i s t s o f N=Fibonumb ( ( n+2) ) l e t t e r s
14 Sn_1 = "0"
15 Sn = "01"
16 tmp = ""
17 f o r i in range (2 , n + 1) :
18 tmp = Sn
19 Sn += Sn_1
20 Sn_1 = tmp
21 re turn Sn
22

23 de f Fibonumb(n) :
24 i f n<0:
25 pr in t ( " I n c o r r e c t input " )
26 # Fi r s t Fibonacc i number i s 0
27 e l i f n==0:
28 re turn 0
29 # Second Fibonacc i number i s 1
30 e l i f n==1:
31 re turn 1
32 e l s e :
33 re turn Fibonumb(n−1)+Fibonumb(n−2)
34
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35 N=8 #(N+1)^th gene ra t i on word
36 F=Fibonumb(N+2) #amount o f l i n k s in chain
37 Fm2=Fibonumb(N) #subsys N−2
38 Fm3=Fibonumb(N−1) #subsys N−3
39 ch=fibWord (N)
40

41 #conumbering
42 Cn=np . z e r o s (F)
43 f o r i in range (F) :
44 Cn[ i ]=( i +1)∗(Fibonumb(N+1) )%(F)
45

46 t s=5 #hopping st rong
47 tw=1 #hopping weak
48

49

50 #d i s t r i b u t i n g the hoppings in a Fibonacc i sequence
51 t=np . z e r o s (F , dtype=np . complex128 )
52 f o r i in range (F) :
53 i f ch [ i ]== ’ 0 ’ :
54 t [ i ]=tw
55 i f ch [ i ]== ’ 1 ’ :
56 t [ i ]= t s
57

58

59 #Adding Impur i t i e s
60

61 Vimp=0.1 #weak impurity pot
62

63

64 v=np . z e ro s (F)
65

66 # n=np . random . rand int (0 ,F , s i z e=Nimp) #random s i t e ass ignment o f
impu r i t i e s

67

68 n=[ ] # Place impu r i t i e s here
69 Nimp= len (n) #number o f impu r i t i e s
70

71 f o r j in range ( l en (n) ) :
72

73 v [ n [ j ] ]=Vimp
74

75 #cons t ruc t i ng Hamiltonian
76 H=np . z e ro s ( [ F ,F ] , dtype=np . complex128 )
77 H[0 ,F−1]=t [F−1]
78 H[F−1 ,0]= t [F−1] . conj ( )
79 f o r i in range (F) :
80 H[ i , i ]=v [ i ]
81 i f i < F−1:
82 H[ i , i +1]=t [ i ]
83 H[ i +1, i ]= t [ i ] . conj ( )
84

85
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86 #denot ing atomic and molecu lar s i t e s by 0 and 1 resp
87

88 t t=np . z e r o s (F)
89

90 f o r i in range (F) :
91 i f H[ i , i ] == Vimp :
92 t t [ i ]=0
93 e l s e :
94

95 i f i<F−1 and i >0:
96

97 i f H[ i , i −1] == tw and H[ i , i +1] == tw :
98 t t [ i ]=−1
99 e l s e :

100 t t [ i ]=1
101

102

103

104 #apply ing boundary cond i t i on :
105 i f H[ 0 , 0 ] == Vimp :
106 t t [F−1]=0
107 e l s e :
108 i f t [F−1]==tw :
109 t t [F−1]= t t [0]=−1
110 e l i f t [F−1]==ts :
111 t t [F−1]= t t [0 ]=1
112

113

114 SITES=np . z e r o s ( [ 1 ,F ] ) #i n i t i a l i z i n g s i t e r ep r e s en t a t i on
115 SITES [ 0 , : ]= t t
116

117

118 #computing the spectrum of the Hamiltonian
119

120 e i gva l , e i g v e c t =np . l i n a l g . e i g (H)
121 idx = e i g v a l . a r g s o r t ( )
122 e i g v a l = e i g v a l [ idx ]
123 e i g v e c t = e i gv e c t [ : , idx ]
124

125 M=np . z e ro s ( [ F ,F ] )
126 f o r i in range (F) :
127 M[ i , : ]= np . abso lu t e ( e i g v e c t [ : , i ] ) ∗∗2
128

129

130

131 #aranging energy spectrum with conumber
132

133 MMM=np . z e ro s ( [ F ,F ] )
134 f o r i in range (F) :
135 f o r j in range (F) :
136 MMM[ j , i ]=np . abso lu t e ( e i g v e c t [ i n t (Cn [ i ] ) −1, j ] )
137
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138 MM=l i s t ( r eve r s ed (MMM) )
139

140

141

142 #arrang ing the s i t e s accord ing to whether they are atomic or
molecu lar in conumber order

143

144 tconum=np . z e ro s (F)
145 f o r i in range (F) :
146 tconum [ i ]= t t [ i n t (Cn [ i ] ) −1]
147

148 TT=np . z e ro s ( [ 1 ,F ] )
149 TT[ 0 , : ]= tconum
150 TT[0 ,F−1]=TT[ 0 , 0 ]
151

152

153

154 #p l o t t i n g the f r a c t a l t oge the r with arrangement o f atomic / molecu lar
s i t e s

155

156 f i g = p l t . f i g u r e ( f i g s i z e =[10 ,10 ] )
157 p l t . ax i s ( " o f f " )
158

159 ax = f i g . add_subplot (311 , p o s i t i o n =[0 . 13 , 0 . 14 , 0 . 8 , 1 ] )
160 ax2 = f i g . add_subplot (312 , p o s i t i o n =[0 . 13 , 0 . 182 , 0 . 8 , 0 . 1 ] )
161 ax3 = f i g . add_subplot (313 , p o s i t i o n =[0 . 13 , 0 . 08 , 0 . 8 , 0 . 1 ] )
162

163 # ax . s e t_ t i t l e (" Leve l s vs Conumbers f o r N=%d s i t e s , \n $t_s/t_w$=%g ,
$V_{imp}$=%g and $N_{imp}$=%g . $n_{imp}\ in \{AMM\}$ " %(F, t s /tw ,
Vimp ,Nimp) , f o n t s i z e ="15")

164

165 ax . s e t_y t i c k l a b e l s ( [ ] )
166 ax . s e t_x t i c k l a b e l s ( [ ] )
167 ax2 . s e t_y t i c k l ab e l s ( [ ] )
168 ax3 . s e t_y t i c k l ab e l s ( [ ] )
169

170 ax2 . s e t_x labe l ( "conumber" , f o n t s i z e="20" )
171 ax . yax i s . s e t_ labe l_pos i t i on ( " r i gh t " )
172 ax . s e t_y labe l ( " e i g e n s t a t e s " , f o n t s i z e="20" )
173 ax3 . s e t_x labe l ( " r e a l l a t t i c e s i t e s " , f o n t s i z e="20" )
174

175 axp = ax . imshow (MM, cmap=p l t . cm . Reds )
176

177 # Adding l a t t i c e s i t e s and t h e i r conumber mapping .
178 c o l o r s L i s t = [ "b" , " l ime " , " gold " ]
179 CustomCmap = c l r s . ListedColormap ( c o l o r s L i s t )
180 axc = ax2 . imshow(TT, cmap=CustomCmap)
181 axs = ax3 . imshow (SITES , cmap=CustomCmap)
182

183 # Minor t i c k s
184 ax2 . s e t_xt i ck s (np . arange (−0.5 , F , 1) , minor=True ) ;
185 ax3 . s e t_xt i ck s (np . arange (−0.5 , F , 1) , minor=True ) ;
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186

187 ax2 . g r id ( which=’ minor ’ , c o l o r=’w ’ , l i n e s t y l e=’− ’ , l i n ew id th =1)
188 ax3 . g r id ( which=’ minor ’ , c o l o r=’w ’ , l i n e s t y l e=’− ’ , l i n ew id th =1)
189

190

191 # Adding the co l o rba r
192 cbaxes = f i g . add_axes ( [ 0 . 0 2 , 0 . 3 , 0 . 04 , 0 . 7 ] ) # This i s the po s i t i o n

f o r the co l o rba r
193 cb = p l t . c o l o rba r ( axp , cax = cbaxes )
194 cb . ax . s e t_ t i t l e ( "$ |\\ p s i | $" , f o n t s i z e="20" )
195

196 # This i s the po s i t i o n f o r the at /mol cbar
197

198 cbaxes2 = f i g . add_axes ( [ 0 . 0 2 , 0 . 13 , 0 . 04 , 0 . 0 5 ] )
199 cb = p l t . c o l o rba r ( axc , cax = cbaxes2 , t i c k s =[1 , 0 , −1])
200 cb . ax . s e t_ t i t l e ( " nature o f s i t e " , f o n t s i z e="8" )
201 cb . ax . s e t_y t i c k l a b e l s ( [ ’ molecu lar ’ , ’ impurity ’ , ’ atomic ’ ] ) #

v e r t i c a l l y o r i en t ed co l o rba r
202 cb . ax . yax i s . s e t_t i ck s_pos i t i on ( ’ l e f t ’ )
203

204 #save
205 # pl t . s a v e f i g (" f r a c t . png" , bbox_inches=’ t i g h t ’ )
206 #show
207 p l t . show ( )
208

209

210

211 #p l o t t i n g the energy spectrum
212

213 p l t . f i g u r e ( f i g s i z e =(10 ,10) )
214 p l t . p l o t ( e i gva l , "bo" , markers i ze=2)
215

216 p l t . g r i d ( l s="−−" )
217 p l t . x l ab e l ( " e i g e n s t a t e " , f o n t s i z e =20)
218 p l t . y l ab e l ( " energy ( a rb i t r a r y s c a l e ) " , f o n t s i z e =20)
219

220 p l t . s a v e f i g ( "N=%g_Espect . png" %F)
221

222

223

224 #p l o t t i n g the dens i ty map as a func t i on o f s i t e s
225

226

227 f i g = p l t . f i g u r e ( f i g s i z e =[10 ,10 ] )
228 ax = f i g . add_subplot (111)
229 ax . s e t_y t i c k l a b e l s ( [ ] )
230 ax . s e t_x labe l ( " s i t e s " , f o n t s i z e="20" )
231 ax . s e t_y labe l ( " e i g e n s t a t e s " , f o n t s i z e="20" )
232 axp = ax . imshow (M∗∗0 .1 , cmap=p l t . cm . binary )
233

234 idx = (np . abs ( e i g v a l − Vimp) ) . argmin ( )
235
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236 ax . annotate ( "LM" , xy=(F , i n t ( idx ) ) , xytext=(F+10, i n t ( idx ) ) ,
arrowprops=d i c t ( f a c e c o l o r=’ red ’ , sh r ink =0.1 , width=2) )

237

238 # Adding the co l o rba r
239 cbaxes = f i g . add_axes ( [ 0 . 0 2 , 0 . 15 , 0 . 03 , 0 . 7 ] ) # This i s the

po s i t i o n f o r the co l o rba r
240 cb = p l t . c o l o rba r ( axp , cax = cbaxes )
241 cb . ax . s e t_ t i t l e ( "$ |\\ p s i |^{0 .2} $" , f o n t s i z e="20" )
242 #show
243 p l t . show ( )
244

245

246

247 #p l o t t i n g the l o c a l i z a t i o n o f the c l u s t e r s on atomic/ molecu lar s i t e s
in renormal i zed cha ins

248

249 Ts=tw∗∗2/ t s
250 Tw=tw∗∗3/ t s ∗∗2
251 TTs=Tw∗∗2/Ts
252 TTw=Tw∗∗3/Ts∗∗2
253

254 IND=np . where ( e i gva l <−ts−tw/2)
255 KLAW=IND [ 0 ]
256

257 f i g = p l t . f i g u r e ( f i g s i z e =[13 ,10 ] )
258 # pl t . t i t l e (" Probab i l i t y Density o f atomic c l u s t e r . N=%d s i t e s , $t_w/

t_s=%g$" %(F, tw/ t s ) , f o n t s i z e ="15")
259

260 pden=np . z e ro s (F)
261 f o r i in range ( l en (KLAW) ) :
262 pden+=np . abs ( e i g v e c t [ : , np . i n t (KLAW[ i ] ) ] ) ∗∗2
263

264 p l t . p l o t ( pden )
265

266 p l t . x l ab e l ( " s i t e s " , f o n t s i z e="20" )
267 p l t . y l ab e l ( "$\sum_n|\ psi_n |^2 $" , f o n t s i z e="20" )
268

269 #show
270 p l t . show ( )
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