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Abstract
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1 INTRODUCTION 1

1 Introduction

In 1915 Einstein presented his theory of general relativity. Here, spacetime is dynamical and cur-
vature in spacetime causes gravity. In the same period of time physicists started understanding
the microscopic world better and better by formulating the theory of quantum mechanics. This
understanding then took a flight in the next 50 years, resulting in the standard model of particle
physics of which the last missing piece, the Higgs boson, was discovered experimentally in 2011. One
big open question, however, is how to combine Einstein’s theory of curved spacetime with the mi-
croscopic quantum mechanical world. Whereas the first normally describes massive and long-range
phenomena, the second generally describes phenomena on a small scale. In extreme situations, such
as in black holes, these two regimes meet. We then need a theory combining quantum mechanics
with general relativity: quantum gravity.

Before Einstein published his theory of general relativity , he started with a more modest theory:
special relativity. Inspired by Maxwell his theory on electromagnetism, Einstein postulated that
the speed of light is the same for all observers, regardless of their motion. One then gets a theory
that is invariant under Lorentz transformations (rotations and boosts). Whereas uniting general
relativity with quantum mechanics remains problematic, special relativity was incorporated with
quantum mechanics in quantum field theory. One can think of general relativity as a combination of
Newtonian gravity and special relativity, whereas quantum field theory combines special relativity
with quantum mechanics. The ultimate goal would be to have a theory encompassing gravity, special
relativity, and quantum mechanics. The idea of these three basic theories; quantum mechanics,
special relativity, and Newtonian gravity, that can be unified in different combinations, is visualized
by the Bronstein cube in Figure 1. This cube is of course a huge simplification of the idea it
represents: one cannot express all of modern theoretical physics in one picture, but it serves as
a nice way to visualize the different approaches.1 The traditional way to quantum gravity is to
take this cube literally and try to quantize general relativity2. While many useful insights have
been found this way, one quickly realizes that arriving at a theory of quantum gravity is not as
straightforward as simply quantizing spacetime.

A more sophisticated approach is taken by string theory, which does not simply go from corner to
corner in the cube of Figure 1. We will treat string theory in detail in Section 3, where we will see
that a quantized field which can be associated to the spacetime metric, appears naturally. String
theory gives us a theory of quantum gravity [3], but it comes with its own limitations [2]. The
consistency of the theory requires the spacetime dimension to be D = 26 in bosonic string theory
and D = 10 or D = 11 in superstring theory. The extra dimensions can then be compactified to
arrive at our observed four-dimensional spacetime. This compactification can be done in many ways,
such that it is not (yet) possible to unambiguously arrive at a four-dimensional theory from the
original D-dimensional string theory. In this thesis, we will only focus on a perturbative approach
to string theory, but in strong coupling regimes, one needs a non-perturbative description. There
is no general way to describe string theory in a non-perturbative fashion. From QCD we know that
interesting effects such as quark confinement cannot be explained by a perturbative approach. One
would expect that to totally understand string theory, a non-perturbative description is needed [3].
These limitations are still a very active field of research.

1See [1] for a modern approach to the Bronstein cube.
2Here quantize means to use whatever quantization method is available. A review of the different methods can be

found in [2].
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Figure 1: The Bronstein cube, showing the possible combinations of the three regimes in physics
that we want to combine. Newtonian gravity is characterized by Newton’s constant G, quantum
mechanics by Planck’s constant ~, and special relativity by the inverse speed of light 1/c. The figure
is taken from https://beyondspacetime.net/2013/09/29/live-blogging-butterfield-2/

One recent approach that might give some insight into these issues is to take a step back and look at
the Bronstein cube (Figure 1) again. Two corners of this cube, the one combining special relativity
and Newtonian gravity resulting in general relativity and the one combing quantum mechanics
and special relativity resulting in quantum field theory, are together responsible for almost all the
achievements in high energy physics in the twentieth century. Would taking a look at the third
corner: the one combining Newtonian gravity with quantum mechanics, lead to equally interesting
results?

When special relativistic effects are ignored, one can investigate how to combine quantum mechanics
and gravity into a theory of non-relativistic quantum gravity. It is possible to examine a dynamical
spacetime that is not Lorentz invariant, but has a classical Galilean invariance. This line of thought
was first followed by Élie Cartan in 1924 [4]. He described gravity as an emergent phenomenom from
curved spacetime in much the same way as Einstein did, but did this with an underlying Galilean
invariance instead of Lorentz invariance. The resulting theory gives an underlying geometrical
structure to Newtonian gravity called Newton-Cartan (NC) geometry.

In recent years there has been a renewed interest in Newton-Cartan geometry in the context of
string theory. This started with a paper by Gomis and Ooguri in 2000 [5], in which string theory is
described in an underlying NC geometry. The hope is that the absence of special relativistic effects,
such as gravitational waves, will lead to a better understanding of the problems of ordinary string
theory described above. It also turns out that a lot of the triumphs of general relativity do not rely
on special relativity. When Einstein published his theory of general relativity, he also presented
three tests on the theory. Namely the precision of the perihelion of Mercury’s orbit, deflection of
light by the sun, and gravitational redshift. Quickly after the publication of Einstein’s ideas, all
three of these were confirmed by experiments and general relativity continues to withstand these
tests to date [6]. It turns out that all three of these effects can also be explained by Newton-
Cartan geometry, as shown by Hansen et al. in [7]. They are thus manifestations of space-time
being dynamical and not of the absolutivity of the speed of light. Recently, it has been shown
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that more advanced results from general relativity also hold in NC geometry. These include the
Schwarzschild metric and the Friedmann–Lemaître–Robertson–Walker spacetime [8]. Furthermore,
non-relativistic geometry and Newton-Cartan geometry also sees applications in condensed matter
physics, for example in describing the fractional quantum Hall effect [9]. Thus, NC gravity and NC
string theory might be interesting on their own and not just as an approximation to relativistic
quantum gravity and string theory.

Newton-Cartan geometry can be extended to include torsion [10, 11]. To find the most general non-
relativistic bosonic string we will examine the string in torsional Newton-Cartan (TNC) geometry.
We will find that the geodesic equation of the bosonic string only allows a special kind of torsion
called twistless torsion. In [12] it is argued that a conformal field theory where torsion is not twistless
violates causality.

As we will see in Section 3, the bosonic string is invariant under worldsheet reparametrizations. This
is called Weyl invariance and it is the main focus of this thesis. By demanding that the quantized
bosonic string is also Weyl invariant, one arrives at Einstein’s equation [3]

Rµν −
1

2
RGµν =

8πG

c4
Tµν , (1)

where Rµν and R are the spacetime Ricci tensor and scalar respectively, Gµν is the spacetime
metric and Tµν is the energy-momentum tensor on spacetime. The goal of this thesis is to examine
the consequences of Weyl invariance of the quantized bosonic string in NC geometry. This Weyl
invariance can be parametrized in so-called β-functions: functions that all have to be zero separately
for the theory to be Weyl invariant. In the Riemannian bosonic string, there are three such functions,
which we compute in Section 3 following the excellent review by Callan and Thorlacius [13]. In the
TNC case, there are six β-functions of which five were computed in [14]. In this thesis we will focus
on the last of these functions: the dilaton β-function. This function is more complicated to compute
than the other five because the worldsheet can no longer be taken as flat and one needs to go one
order in perturbation theory higher than for the other functions. We mostly follow [14] in that we
take the same Lagrangian and quantize it with the same background field quantization method.
Where [14] examined the Weyl invariance of the TNC bosonic string using an approach involving
operator product expansions, we will examine it through a perturbation theory with Feynman
diagrams, much in the same way as in the review by Callan and Thorlacius [13].

This thesis is organized as follows: In Section 3 we will start with a review of bosonic string theory
and the Weyl anomaly. Then, we will do an extensive calculation of the Weyl anomaly. For this
calculation and for the same calculation in TNC geometry, we will heavily rely on integral expressions
that we determine in Appendix B. In Section 4.1 we will review Newton-Cartan geometry. This is
followed by describing the bosonic string in this geometry, by performing a null-reduction on a one
dimensional higher Lorentz invariant spacetime. In the subsequent sections, we repeat the steps of
the Riemannian bosonic string in the TNC case. This leads to an expanded action in Section 6, from
which Feynman diagrams can be constructed. Using these Feynman diagrams one can determine all
the contributions to the Weyl anomaly. In this thesis we will focus on the contributions that were
not yet computed in [14]: the part parametrized by the dilaton β-function. Finally, the diagrams
contributing to this function are presented in Section 8. Their integral expressions are listed in
Appendix C and a general way of calculating these integrals is provided in Appendices B and C.
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2 The bosonic string

String theory starts with the radical assumption that the basic building blocks of the universe are not
zero-dimensional point particles, but one-dimensional strings. We will label the spacelike coordinate
of this string by σ. Strings can be either open or closed, but in this thesis, we will only consider
closed strings. Furthermore, we will take σ to be periodic, such that σ ∈ [0, 2π) and σ(2π) = σ(0).

Figure 2: The worldsheet swept
out by a closed string as it moves
in time. The Figure is taken from
David Tong’s lecture notes [3]

The time coordinate of the string is labeled by τ . Together σ
and τ sweep out a two-dimensional surface called the worldsheet
(see Figure 2). σ and τ are the flat worldsheet coordinates. We
will refer to general worldsheet coordinates by ξα, where the
first few letters of the Greek alphabet are used for curved world-
sheet coordinates. The surface swept out by σ and τ can be de-
scribed by the two-dimensional worldsheet metric γαβ. This two-
dimensional worldsheet is embedded in a D-dimensional space-
time and we can define a map from the worldsheet to spacetime:
Xµ(ξ). One can then define the action of the string as the area
of the swept out surface by using the pull-back of the Minkowski
metric,

gαβ =
∂Xµ

∂σα

∂Xν

∂σβ
ηµν =

(
Ẋ2 Ẋ ·X ′

Ẋ ·X ′ X ′2

)
. (2)

The action is given by

S = −T
∫

d2σ
√
−det g = −T

∫
d2σ

√
−Ẋ2X ′2 + (Ẋ ·X ′)2 ,

(3)
which is called the Nambu-Goto action for a relativistic string.
Here, T is the tension of the string and is usually written as

T =
1

2πα′ , (4)

where α′ = l2s , the squared string length ls. There is one symmetry in the Nambu-Goto action (3)
that is worth mentioning. If the worldsheet coordinates are changed by

ξa → ξa + va(ξ), (5)

the action (3) does not change. This is called reparametrization invariance.

The square root in the Nambu-Goto action makes it difficult to quantize the theory. We can
eliminate this square root by using the worldsheet metric γab as a dynamical field in the action

SP = − 1

4πα′

∫
d2σ
√
−γγαβ∂αXµ∂βX

νGµν . (6)

This is the Polyakov action. It is also invariant under reparametrizations (5). By using the equations
of motion found by variating this action, one can eliminate the worldsheet metric from Equation (6)
and recover the Nambu-Goto action (3). Hence, both actions are physically the same; by adding γab

we have created a redundancy in the description of the theory: a gauge symmetry. This symmetry
manifests itself by considering local changes of scale in the worldsheet metric

γab → ef(ξ)γab. (7)
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The change in the worldsheet metric under this transformation is

δγab = −δf(ξ)γab. (8)

The Polyakov action (6) is invariant under the transformation (8). This symmetry is called Weyl
invariance and will be the main study of this thesis. We will make use of this symmetry by choosing
a gauge: we use the redundant degrees of freedom to make the theory easier to describe. We will
then find that the theory is no longer invariant under Weyl transformations (8) after quantization.
This phenomenon where a classical symmetry fails to hold at the quantum level is called an anomaly.
The Weyl anomaly in bosonic string theory is related to the appearance of negative norm states,
called ghosts [3]. A theory with negative norm states is a big problem as it causes states with a
negative probability, which is unphysical. Put differently, a theory with negative norm states is no
longer unitary. To avoid all of this, we want the theory to retain Weyl invariance at the quantum
level. This can be done by putting restrictions on the background fields of the theory. For the
Polyakov action (6), the calculation is relatively simple. Including the Faddeev-Popov ghosts (see
David Tong’s lecture notes [3]) leads to the restriction D = 26. Quantizing the Polyakov string and
setting the contribution to the Weyl anomaly to zero, gives a leading order requirement that [3]

α′Rµν = 0, (9)

where Rµν is the Ricci tensor of the spacetime metric Gµν . This tells us spacetime should be
Ricci flat; it should obey the Einstein vacuum equations. Accordingly, quantizing string theory and
demanding consistency of Weyl symmetry gives us the equations of gravity that we are so familiar
with: this is a great result!

This is not all however, Equation (9) is only the leading order contribution and there are infinitely
more terms in an α′ power series. And what about matter? The normal Einstein equation does
not have zero on the right-hand side, but the energy-momentum tensor. To get a spacetime with
matter we need to add matter to our string action.

In a quantum field theory, renormalization brings in all terms with the same dimension as SP .
We can now add terms to the Polyakov action that are both reparametrization invariant and have
worldsheet dimension two, of which two such terms exist3. The first involves the antisymmetric
Kalb-Ramond field Bµν and is given by

SAS =
1

4πα′

∫
d2ξεab∂aX

µ∂bX
νBµν , (10)

where εab is the Levi-Civita symbol. The second term involves the dilaton scalar field φ(X),

SD =
1

4π

∫
d2ξ
√
γRγφ(X). (11)

Note that SAS is Weyl invariant, but SD is not. As we will see later, α′ is the loop counting
parameter. It then immediately follows that SD will enter at the first loop order of SP and SAS .
The Weyl anomaly will thus receive contributions from the tree level of SD and from the loop level
of SP and SAS . This also means that for the first-order to SD, we need second order connections

3One could also add a dimension zero term involving the Tachyon, but as we will work in dimensional regularization,
this term will not show up since it only contains quadratic divergences. Dimensional regularization only produces
logarithmic divergences and therefore the Tachyon term can be set to zero at the start and be neglected[15].
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coming from SP and SAS . Setting the total contribution to zero for each order of α′, would cancel the
Weyl anomaly. This gives conditions on the the coupling functions Gµν , Bµν and φ which provide
equations of motion that the coupling functions should obey for the Weyl anomaly to cancel.

We have now encountered the three massless, first excited states of bosonic string theory[3], but
what about higher excited states? These have an associated vertex operator of worldsheet dimension
greater than 2. Terms like this can always be generated by redefining the dimension 2 vertex
operators of the metric, the Kalb-Ramond field and the dilaton [15], such that these higher excited
states can be ignored.

It is convenient to examine the bosonic string in the conformal gauge. Using reparametrization
invariance (5), we can choose the two degrees of freedom in ξa such that two of the three degrees
of freedom of the worldsheet metric are removed,

γab = 2ef(ξ)δab. (12)

This is called the conformal gauge. Note that the worldsheet metric is now completely determined
by the factor f(ξ). The line element of the worldsheet can be written in the following form by using
complex coordinates (z, z̄),

ds2 = 2efdzdz̄. (13)
The metric then takes the form

γab = ef
(
0 1
1 0

)
. (14)

Then the worldsheet Ricci scalar in the conformal gauge can be written as
√
γRγ = −2∂z∂z̄f. (15)

Furthermore the covariant derivative on a vector also takes a simple form,

∇z̄v
z = ∂z̄v

z,

∇zv
z = ∂zv

z + ∂zfv
z.

(16)

We will now derive some results for the quantum bosonic string that will be of use later on. Consider
a general classical action A[X]. The generating functional can then be written as

Z[γ] =

∫
DXe−A[X]

≡ e−W [γ].

(17)

Performing the path integral over the fields Xµ gives an effective action W [γ]. This effective action
should be invariant under worldsheet reparametrizations (5). That is∫

d2ξ
δW

δγab
(∇avb +∇bva) = 0. (18)

In the conformal gauge we can use Equation (16) to write this as∫
d2ξ
[ δW
δγzz
∇zvz +

δW

δγ z̄z̄
∇z̄vz̄ − δW

δf
(∇zv

z +∇z̄v
z̄)
]
= 0. (19)

By partial integration and the fact that this should hold for any of the arbitrary functions vz and
vz̄, we find that

∇z

(
1
√
γ

δW

δf

)
= ∇z

(
1
√
γ

δW

δγzz

)
. (20)

For the antiholomorphic z̄ we find a similar equation.
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3 The Weyl anomaly in Riemannian geometry

In this section we determine the β-functions characterizing the Weyl anomaly in the bosonic string
on a Riemannian manifold. To this end we closely follow the TASI lecture notes of Callan and
Thorlacius[13] and try to reproduce their results. While Callan and Thorlacius skip over some of
the more complicated details in calculating Feynman diagrams, here and in Appendix B these are
treated in detail.

3.1 The background field quantization

All three of the coupling functions Gµν(X), Bµν(X) and φ(X) transform covariantly under general
spacetime coordinate transformations. We want to choose a perturbative expansion where this
spacetime symmetry remains manifest. This can be done by using the covariant background field
expansion as in [13, 16]. We separate the fields in a background part and a quantum part,

Xµ(ξ) = Xµ
0 (ξ) + Ỹ µ(ξ). (21)

Now the path integral can be performed over the quantum fields Ỹ µ in (17). Since this is a linear
coordination transformation the Jacobian does not change.

The quantum fields Ỹ µ(ξ) are defined as a coordinate difference between the full fields Xµ(ξ) and
the background fields Xµ

0 (ξ). Therefore they do not transform as a vector under general coordinate
transformations. To keep Lorentz invariance explicit we need to replace Ỹ µ with a spacetime vector
in the path integral. A natural choice for this is the tangent vector to the spacetime geodesic λµ(s)
that connects Xµ

0 with Xµ
0 + Ỹ µ. The affine parameter s can be chosen such that λµ(0) = Xµ

0 (ξ)
and λµ(1) = Xµ

0 (ξ) + Ỹ µ(ξ). We then define Y µ ≡ λ̇µ(0), which is the tangent vector of λµ(s) at
Xµ

0 . We can now use the geodesic equation for λµ(s) [17]

d2λµ

ds2
+ Γµ

ρσ

dxρ

ds

dxσ

ds
= 0 (22)

and its derivatives to expand λµ(s) around s = 0 [13],

λµ(s) = Xµ
0 (ξ) + Y µs− 1

2
Γµ
ρσY

ρY σs2 − 1

6
∇′

τΓ
µ
ρσY

τY ρY σs3 − 1

24
∇′

ρ∇′
σΓ

µ
τλY

ρY σY τY λs4. (23)

Here the covariant derivative ∇′ only works on the lower indices of the connection. At s = 1
Equation (23) defines the quantum field Ỹ µ as a power series of the new covariant field Y µ. If
we would have done this derivation with Y µ as the original field, the expansion (23) tells us that
Γµ
ρσ = 0 and ∇′

(σj
...∇′

σj−2
Γµ
σ2σ1)

= 0. Because of this, the coordinates Y µ are called Riemann normal
coordinates. In these coordinates the Riemann tensor simplifies to

Rµ
νσρ = ∂σΓ

µ
νρ − ∂ρΓ

µ
νσ. (24)

One can then derive the following simplification in the Riemann normal coordinate system [13, 18],

∂νΓ
µ
ρσ =

1

3
(Rµ

σνρ +Rµ
ρνσ). (25)
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In the normal coordinate system we can expand an arbitrary tensor as

Tµ1...µn(X0 + Y ) =
∞∑

m=0

1

m!

(
∂ν1 ...∂νmTµ1...µn(X0)

)
Y ν1 ...Y νm . (26)

This expression can be covariantized by writing the partial derivatives as covariant derivatives minus
connection terms. In the Riemann normal coordinate system any derivatives of the connection can
be written in terms of the Riemann curvature tensor using Equation (25) and Γµ

ρσ = 0. Following
[18] we can expand a rank (0, 2) tensor to second-order in Y µ. With every order Y we get the same
number of spacetime derivatives. As in general relativity, we will only consider contributions up to
second-order in spacetime derivatives on the geometric functions.

Tµν(X0 + Ỹ ) = Tµν(X0) +∇ρTµν(X0)Y
ρ +

1

2

[
∇ρ∇σTµν −

1

3
Rλ

ρµσTλν −
1

3
Rλ

ρνσTµλ

]
Y σY ρ. (27)

This expansion was done in the normal coordinate system, but since it is completely covariant it
is valid in any coordinate system. This expression can now be used to expand the metric and
the Kalb-Ramond field to second-order. Since the covariant derivative is metric compatible, the
expansion of the spacetime metric is particularly simple.

Gµν(X0 + Ỹ ) = Gµν(X0) +
1

3
RµρσνY

ρY σ. (28)

We also want to expand ∂αX
µ = ∂a(X

µ
0 + Ỹ µ) and to achieve this we take the ∂α derivative of

Equation (23). This gives

∂α(X
µ
0 + Ỹ µ) = ∂αX

µ
0 +∇αY

µ +
1

3
Rµ

ρσλ∂αX
λ
0 Y

ρY σ. (29)

Any higher-order terms only involve three or more spacetime derivatives on the metric, which we
do not treat here. We can now expand the Polyakov action in the Riemann normal coordinates Y µ

to second-order in spacetime derivatives:

SP =
1

4πα′

∫
d2ξ
√
γγαβ

[
∂αX

µ
0 ∂βX

ν
0Gµν(X0) + 2Gµν∂αX

µ
0∇βY

ν + ∂αX
µ
0 ∂βX

ν
0RµρσνY

ρY σ

+Gµν∇αY
µ∇βY

ν +
4

3
Rµρσν∂αX

µ
0∇βY

νY ρY σ +
1

3
Rµρσν∇αY

µ∇βY
νY ρY σ

]
. (30)

If we choose our background fields Xµ
0 to obey the classical equations of motions, then the linear

term in Y µ in the above expansion can be set to zero. The term involving Gµν(X0)∇αY
µ∇βY

ν is
the kinetic term for the Y µ fields. It is, however, not diagonal for a general spacetime metric, and
thus the propagator cannot be determined straight away. To get around this problem we introduce
a vielbein eiµ, with which we can refer vectors to a local Euclidean frame: Y i = eiµ(X0)Y

µ. Using
this vielbein we can write the spacetime metric as

Gµν(X0) = eiµ(X0)e
j
µ(X0)δij . (31)

The kinetic term is now diagonal in the local Euclidean frame coordinates,

Gµν(X0)∇aY
µ∇bY

ν = (∇aY )i(∇bY )jδij (32)

and the covariant derivative now involves a spin connection ωij
µ : (∇a)

i = ∂aY
i + ωij

µ ∂aX
µ
0 Y

j . The
combination ωij

µ ∂aX
µ
0 ≡ Aij

a (X0) can be seen as a gauge potential of the SO(D − 1,1) general
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coordinate invariance in spacetime. Any physical results should not depend on this gauge potential.
We do break the general coordinate invariance by defining the propagator for the Y i fields, but in
the end all insertions of the gauge potential Aij

a have to combine to give gauge covariant objects.
We now change variables in the path integral to the local Euclidean frame coordinates Y i. The path
integral measure is spacetime coordinate invariant, such that we are free to do this. In practice this
just replaces any Greek indices µ, ν, ... on the quantum fields to Latin indices i, j, .... Since all these
indices are contracted, each resulting vielbein has a corresponding inverse vielbein and nothing else
changes.

The action involving the antisymmetric Kalb-Ramond field (10) can also be expanded in Riemann
normal coordinates. It reads

SAS [X0 + Ỹ ] =
1

4πα′

∫
d2ξεab

[
∂aX

µ
0 ∂bX

ν
0Bµν + 2∇aY

µ∂bX
ν
0Bµν + ∂aX

µ
0 ∂bX

ν
0 (∇ρBµν)Y

ρ

+∇aY
µ∇bY

νBµν + 2∂aX
µ
0∇bY

ν(∇λBµν)Y
λ

+
1

2
∂aX

µ
0 ∂bX

ν
0Y

ρY λ
(
∇ρ∇λBµν +Rσ

ρλµBσν +Rσ
ρλνBµσ

)]
. (33)

We can once again change from general coordinates Y µ to local Euclidean frame coordinates Y i.
Since all of these indices contract, the corresponding vielbeins cancel and we can rewrite (33) with
local Euclidean frame indices on all the quantum fields Y . We can rewrite this into a U(1)-invariant
form by introducing the field strength H = dB,

SAS [X0+Ỹ ] = O(< Y 2)+
1

4πα′

∫
d2ξεab

[
Hµij∂aX

µ
0∇bY

iY j+
1

2
∇iHµνj∂aX

µ
0 ∂bX

ν
0Y

iY j+
1

4
HijkY

i∇aY
j∇bY

k
]
.

(34)
Here we have only written down the ≥ Y3 that appear in the diagrams we will cover.

Since the dilaton is a scalar in spacetime, expanding its action is simple,

SD[X0 + Ỹ ] =
1

4π

∫
dξ
√
γ
(
Rγφ(X0) +Rγ∇iφ(X0)Y

i +
1

2
Rγ∇i∇jφ(X0)Y

iY j
)
+O(Y 3). (35)

3.2 Calculation of the Weyl anomaly

Classically the actions SP and SAS are invariant under a change in the metric δγab = −fγab. We
will see that this no longer holds at the quantum level. To find the quantum expectation value of
the Weyl anomaly we write 〈

δS

δf

〉
= −

〈
γab

δS

δγab

〉
= −
√
γ

4π
〈T a

a〉 . (36)

We see that the Weyl anomaly manifests itself in the trace of the energy-momentum tensor. On the
classical level Tab is traceless, but on the quantum level this is no longer the case. We can make an
ansatz for how the trace of the energy-momentum tensor should look like by noting that it should
have the following criteria [15]:

• Worldsheet dimension 2

• Spacetime dimension 0
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• Scalar under worldsheet diffeomorphisms

• Invariant under spacetime diffeomorphisms

• U(1)B invariant

• Local in X0 and polynomial in derivatives of X0

• Invariant under constant shifts in φ

The trace of Tab can then be parametrized by three unknown functions4

T a
a = ∂aX

µ
0 ∂bX

ν
0

(
βG
µν(X0)γ

ab + βB
µν(X0)ε

ab
)
+ βφ(X0)Rγ . (37)

βG
µν , β

B
µν and βφ have the same structure around them as Gµν , Bµν and φ have in their respective

actions and therefore get the suggestive label. These β-functions are related but not equal to
the familiar β-functions from renormalization group theory. We will, however, not focus on the
renormalization group and simply view them as functions to be determined. See, for example, the
review by Callan and Thorlacius [13] for a precise treatment of this relation to the renormalization
group. These β-functions can now be determined by calculating contributions to T a

a and grouping
these in βG

µν , β
B
µν and βφ. Each β-function is then put to zero for each order of α′, providing us with

consistency equations on the fields Gµν , Bµν and φ.

In the conformal gauge the trace of the energy-momentum tensor takes the form T a
a = 2T+−. The

energy-momentum conservation Equation (20) can be written as

∇z̄〈Tz̄z〉+∇z〈Tzz〉 = 0. (38)

The Fourier transform of this results in

q+〈T+−〉+ q−〈T++〉 = 0. (39)

We can then find the contribution of the Weyl anomaly to the trace of the energy-momentum tensor,
〈T+−〉, by considering 〈T++〉 and linking the two through energy-momentum conservation (39).

3.3 The symmetric and anti-symmetric β-functions

The contribution to 〈T++〉 from SP to first-order can be computed by inserting 〈T++〉 in the first-
order diagram coming from the expanded Polyakov action (30). The energy-momentum tensor in
the conformal gauge is given by Tab = (∇aY )i(∇Y )jδij , where the covariant derivative has a piece
involving the spin connection. Any term involving the spin connection would have to combine into a
curvature tensor to form a covariant result. However, this would give a contribution that is fourth-
order in spacetime derivatives as the one-loop diagram coming from SP already has a Riemann
tensor. This one-loop diagram with the energy-momentum insertion is shown in Figure 3. The
contribution of this diagram is∫

d2l

2π

−l+(l+ + q+)

l2(l + q)2
{
Rµklν∂aX

µ
0 ∂

aXν
0

}
(q)δkl =

{
Rµν∂aX

µ
0 ∂

aXν
0

}
(q)

∫
d2l

2π

l+(l+ + q+)

l2(l + q)2
. (40)

4One could construct one more term: βV
µ (X0)γ

ab∇a∂bX
µ
0 . However, since Xµ

0 is invariant under the addition of
any vector (Lorentz invariance), this term can be ignored. [15]
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l + q

l

Rµijν(X0)∂aX
µ
0 ∂

aXν
0Y

iY j∂+Y
i∂+Y

jδij

Figure 3: One-loop contribution from SP to 〈T+−〉. The straight lines denote the quantum fields
Y i, the wiggly lines denote the classical background fields Xµ

0 . The energy-momentum tensor T+−
is inserted at the cross with momentum q. The diagrams in this thesis are made with the help of
the TikZ-Feynman LaTeX package [19].

l + p

l + 1
2p

l

1
2p

∂+Y
i∂+Y

jδij

εabHµij∂aX
µ
0 ∂bY

iY j

εcdHνkl∂cX
ν
0 ∂dY

kY l

Figure 4

Here {} denotes the Fourier transform. Since we will not use these terms that need to be Fourier
transformed, we leave them like this until we transform back to position space at the end of the
calculation. This integral can be solved using the integrals in Appendix B. We then find the following
expression for it

− 1

4

q+
q−

{
Rµν∂aX

µ
0 ∂

aXν
0

}
(q), (41)

where we have used that q2 = 2q+q−. The contribution from this diagram to 〈T+−〉 can now be
determined through the energy-momentum conservation (39). Once this has been done, we go back
to position space,

〈T+−(ξ)〉 =
1

4
Rµν(X0)∂aX

µ
0 (ξ)∂

aXν
0 (ξ). (42)

As this term is proportional to γab∂aX
µ
0 ∂bX

ν
0 it contributes to βG

µν in Equation (37). Similarly, we
can construct two terms from SAS that contribute to the Weyl anomaly at lowest order. These are
shown in diagrams 4 and 5.

For the diagram in Figure 4 we would need a three-point standard integral. So far we have failed to
find a standard integral for this, some links to the literature and possible approaches are discussed
in Appendix B.2.

Another first loop diagram from SAS (33) is given in Figure 5. Here, the momentum has been
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l + q

l

1
2ε

ab∇iHµνj∂aX
µ
0 ∂bX

ν
0Y

iY j∂+Y
i∂+Y

jδij

Figure 5: One of two contributions of SAS to 〈T+−〉.

inserted in the same way as for the SP diagram (Figure 3). Its contribution is

− 1

2

{
∇kHµνk∂aX

µ
0 ∂bX

ν
0 ε

ab
}∫ d2l

2π

l+(l+ + q+)

l2(l + q)2
. (43)

The momentum loop is exactly the same as in Equation (40). We thus find the following contribution
to the anomaly,

〈T+−(ξ)〉 = −
1

8
εab∇kHµνk∂aX

µ
0 ∂bX

ν
0 . (44)

We now turn to the dilaton action (11). It is not Weyl invariant and it enters the calculations
at one order of α′ higher than contributions from SP and SAS . The tree-level contribution of the
dilaton will then cancel the one-loop results that we found in the above treatment. For simplicity
we will take our worldsheet to be flat, the dilaton action would then disappear as it depends on
the worldsheet curvature Rγ . The energy-momentum tensor, however, is found by variating the
worldsheet metric. So even when we take our metric to be flat, γab = ηab, there will still be some
contribution coming from variating the dilaton action.

TD
ab =

4π
√
γ

δSD

δγab

∣∣∣
γab=ηab

= ∂a∂bφ− δab�γφ, (45)

where �γ denotes the d’Alembertian on the worldsheet. The trace of this part of the energy-
momentum tensor is non-vanishing,

TD
−+ = �γφ(X). (46)

To couple this to our results of the previous section we need this trace in the background field Xµ
0 .

Equation (46) then becomes

�γφ(X0) = �Xµ
0 ∂µφ(X0) + ∂aX

µ
0 ∂

aXν
0 ∂µ∂νφ(X0). (47)

This can be rewritten using the equation of motion for Xµ, as we are on a flat worldsheet the
only relevant actions are SP (6) and SAS (10). After variating these actions we contract with the
spacetime metric to find

�Xµ
0 = −Γµ

λσ∂aX
λ
0 ∂

aXσ
0 +

1

2
Hµ

λσ∂aX
λ
0 ∂bX

σ
0 ε

ab. (48)

Inserting this into (47) we arrive at a spacetime covariant result,

�γφ(X0) = ∇µ∇νφ(X0)∂aX
µ
0 ∂

aXµ
0 +

1

2
∇λφ(X0)Hλµν(X0)∂aX

µ
0 ∂bX

ν
0 ε

ab (49)
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This now has the same form as the results of the previous section. Taking (49) together with the
results (42), (44) and Figure 4 we find for the trace of the energy-momentum tensor.

〈T+−〉 =
1

4

(
Rµν + 2∇µ∇νφ+ . . .

)
∂aX

µ
0 ∂

aXν
0 −

1

8

(
∇λHµνλ − 2∇λφHλµν

)
εab∂aX

µ
0 ∂bX

ν
0 . (50)

The functions inside the brackets are the beta functions that we used to parametrize the Weyl
anomaly in equation (37). We used the dots to denote the unknown result coming from the diagram
of Figure 4 For the theory to be anomaly free we require each of them to vanish, namely

βG
µν = Rµν + 2∇µ∇νφ+ · · · = 0, (51)

βB
µν = ∇λHµνλ − 2∇λφHλµν = 0. (52)

3.4 The dilaton β-function

As we saw in Equation (37), there is one more function to be found: the dilaton β-function. As
the dilaton enters one loop counting parameter α′ higher then the metric and the Kalb-Ramond
field we have to consider contributions up to O(α′) here, these come from the two-loop order of SP

and SAS and the one-loop order of SD. In our previous arguments we could take the worldsheet
to be flat, but to take into account the contribution coming from the dilaton action (35) itself we
need to take the worldsheet to be curved. A curved worldsheet brings in complications however,
but we can consider the following trick to circumvent these complications. We can always write a
two dimensional metric as a conformal scale factor times the flat metric, γab = efδab. As we saw in
equation (36), Weyl invariance implies that the trace of the energy-momentum tensor is zero. At
the very least the first variation of the expectation value of the energy-momentum trace should be
zero. Evaluating this on a flat worldsheet gives

δ

δf
〈T−+(0)〉ef δab

∣∣∣
f=0

= − 1

Z

∫
DXδS

δf
e−ST−+(0)

∣∣∣
f=0
− ∂ log(Z)

∂f
〈T−+(0)〉

∣∣∣
f=0

. (53)

The second term contains the trace of the energy-momentum tensor on a flat worldsheet, which
is zero if we demand the β-functions (51) and (52) to hold. By using Equation (36) to write the
variation of the action to f as the energy-momentum tensor we find

δ

δf
〈T−+(0)〉ef δab

∣∣∣
f=0

= −
√
γ

2π
〈T−+T−+〉δab . (54)

We will now attempt to find the dilaton β-function by considering the energy-momentum two-point
function and then we can use Equation (54) to get to the anomaly. There is one O(α′0) diagram
contributing to βφ, given in Figure 6. This diagram corresponds to the following loop integral

〈T++(−q)T++(q)〉 = 2D

∫
dnl

(l+ + q+)
2l2+

l2(l + q)2
. (55)

Using integrals from Appendix B.1 we find that this is equal to

〈T++(−q)T++(q)〉 =
πD

6

q3+
q−

. (56)
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l + q

l

∂+Y
r∂+Y

sδrs∂+Y
i∂+Y

jδij

Figure 6: O(α′0) contribution to βφ.

Using the momentum conservation equation (39) twice this becomes

〈T+−(−q)T+−(q)〉 =
πD

6
q+q−. (57)

In position space the q2 factor becomes the d’Alembertian of the delta function

〈T+−(ξ)T+−(0)〉 = −
πD

12
�δ(ξ). (58)

We now use Equation (54) to find

δ

δf(ξ)
〈T+−(0)〉ef δab

∣∣∣
f=0

= − 1

4π
〈T+−(ξ)T+−(0)〉δab . (59)

Using Equation (58) to integrate (59) we find for the trace of the energy-momentum tensor,

〈T+−(ξ)〉ef δab =
D

48
�f. (60)

As we saw in Equation (15) the d’Alembertian of the scale factor can be written as the worldsheet
Ricci scalar, we then find for the contribution to the Weyl anomaly of Diagram 6

〈T+−(ξ)〉ef δab = −
D

24

√
γRγ . (61)

This is the only O(α′0) contribution to the dilaton β-function. To set it to zero it appears that the
dimension of spacetime should be set to zero. This is not true however, as we have not taken the
ghost fields into account. As the ghost fields do not couple to the ordinary matter of the bosonic
string, we do not consider them here. If one does compute the contribution of the ghost fields to the
Weyl anomaly (a clear treatment of this is given in David Tong’s lecture notes [3]) a second term to
Equation (61) is found which puts the dimension of the spacetime to 26. Accordingly, consistency
of Weyl invariance at the quantum level gives us the critical dimension of bosonic string theory.

We now turn to O(α′) contributions to βφ. These come from the two-loop level of SP and SAS

and the one-loop level of SD. Let’s start with diagrams coming from SP , in the expanded action
(30) there is one three-point vertex and one four-point vertex. Only the four-point vertex gives
contributions to βφ. Two diagrams can be constructed with this vertex, they are given in Figure 7
and 8. The diagram in Figure 7 has the following contribution to the Weyl anomaly,

{R}α′

4π
p2
∫

dnl
l+(l − p)+
l2(p− l)2

∫
dnq

q+(q − p)+
q2(p− q)2

, (62)

where we properly symmetrized the vertex to get the correct result. Note that there was a factor
of 1

3 coming from the four-point vertex a that the diagram has a symmetry factor of 24 associated
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l + p

l

q + p

q

∂+Y
i∂+Y

jδij∂+Y
i∂+Y

jδij

Figure 7: Two-loop contribution of SP to βφ. The vertex in the middle has an associated vertex
factor of α′

12πRijklY
jY k∂aY i∂aY

l. Again p is the external momentum and l and q the loop momenta.

with it. It is straightforward to solve these two integrals by using the expressions in Appendix B.1.
After expanding for small ε = 2− n we find

〈T++(p)T++(−p)〉 = α′π{R}
p4+
p2

+O(ε). (63)

Going through the same steps as in Equations (58) to (61) we find the contribution to the Weyl
anomaly of Figure 7 to be

〈T+−(ξ)〉 =
α′π

8
RG
√
γRγ . (64)

Note that both the worldsheet Ricci scalar, Rγ and the spacetime Ricci scalar, RG appear in this
expression.

The second diagram coming from SP is given in Figure 8. It is divergent so we will have to cancel
this divergence with a counterterm later. The loop integral is relatively easy and we quickly find
the following contribution

〈T++(q)T++(−q)〉 = −
4

3
{R} α

′

2π

∫
dnq

1

q2

∫
dnl

l2+(l − p)2+
l2(p− l)2

= −{R}S
α′p4+
9p2

. (65)

The δ(ε) divergence coming from S in Equation (65) can be canceled by inserting a two-point
counterterm vertex in place of the vacuum loop in Figure 8. We will also encounter a convergence
in the H2 proportional part of the Weyl anomaly, this can also be absorbed by the same counterterm.
We will thus first determine the two-loop diagrams coming from the expanded antisymmetric action
(33) before we turn to this counterterm.

SAS produces two diagrams that contribute to the α′ level of the dilaton beta function. The first
is given in Figure 9. The vertices in this diagram have to be symmetrized to get the right result.
Each vertex has an additional factor of 1

3 associated to it. At first sight, this diagram is harder
to solve than what we saw before. However, by computing the worldsheet contractions first, some
of the denominators can be removed to simplify matters. There are four momentum terms in the
numerator coming from the worldsheet derivatives in the vertices. Each vertex also adds an epsilon
tensor to the equation, these can be written as

εabεcd = f(n)(γadγbc − γacγbd). (66)

Here the dimension dependent function f(n) appears because the epsilon tensor is only defined
in two dimensions. By going to n = 2 − ε dimensions through dimensional regularization some
regularization scheme needs to be added to this relation. Here we follow Metsaev and Tseytlin [20]
and set f(n) = 1+ εf1 +O(ε2), where we keep f1 arbitrary for now. Note that the O(ε) term gives
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l

l + p

q

l + p

∂+Y
m∂+Y

nδmn

RijklY
jY k∂aY i∂aY

l

∂+Y
m∂+Y

nδmn

Figure 8: Diagram constructed from fourth-order vertex term in Equation (30), note that it is
proportional to the divergent vacuum loop, which we parameterized by the function S. (259)

l + p q + p

ql

l − q∂+Y
i∂+Y

jδij

εabHlmnY
l∂aY

m∂bY
n

∂+Y
i∂+Y

jδij

εcdHpqrY
p∂cY

q∂dY
r

Figure 9: One of two contributions of SAS to the α′ order of βφ. The loop momenta are l and q, p
is the external momentum with which 〈T++〉 is inserted.
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a finite contribution when one encounters divergent results that are then subtracted. After writing
the contracting terms in the numerator in terms of the denominator powers we find the following
expression for the diagram in Figure 9,

1

4

1

9

α′

2π
f(n){H2}

∫
d2l

∫
d2q

l+(l + p)+q+(q + p)+
(l + p)2l2(l − q)2q2(q + p)2

[
(l − q)2

(
l2 − 2p2 + (l + p)2

+ q2 + (q + p)2 − (l − q)2
)
+ q2(l + p)2 − q2(q + p)2 + l2(q + p)2 − l2(l + p)2

)]
, (67)

where H2 = HijkH
ijk. Each term in the square brackets cancels at least one denominator. To keep

the calculation clear we will split this integral in three parts. We denote the integral proportional
to the (l − q)2(..) term in the square brackets by J1. Note that the second and fourth term are
the same when we relabel l and q, the same goes for the third and last term. We will denote the
integral resulting from the q2(l+ p)2 term by J2 and the integral resulting from the q2(q+ p)2 term
by J3. In J1 the (l− q)2 term cancels the connecting propagator and these integrals are reduced to
products of one-loop integrals. Some of these have to be zero by dimensional analysis, we are left
with

J1 = f(n){H2} α
′

8π

1

9

∫
d2l

∫
d2q
(
l+(l + p)+q+(q + p)+

)[
− l2 + q2 + 2l · q

l2(p− l)2q2(p− q)2
− 2p2

1

(p− l)2l2q2(p− q)2

]
= −3α′

π
f(n){H2}

(n− 2)2(I2[1]p
2 − 2S)2p4+

32(n− 1)2p2
,

(68)

with the scalar integrals I2[1] and S as defined in Equations (251) and (255). The J2 integral can
be expressed in the so-called sunset integrals (Appendix B.3),

J2 = f(n){H2} α
′

8π

1

9

∫
d2l

∫
d2q

l+(l + p)+q+(q + p)+
(l + p)2(l − q)2q2

= {H2} α
′

8π

1

9

(
Is[l

2
+q

2
+]− 2p+Is[l

2
+q+] + p2+Is[l+q+]

)
,

(69)

with the Is integrals expressed in Equation (281), (282) and (283). The final integral, J3, can be
expressed as

J3 = −f(n){H2} α
′

8π

1

9

∫
d2l

∫
d2q

l+(l + p)+q+(q + p)+
q2(l − q)2(q + p)2

= −f(n){H2}α
′

π

n(n− 2)(I2[1]p
2 − 2S)Sp4+

36(n2 − 1)p2
.

(70)

We can now take the results (68), (69) and (70) together to find the total contribution of the diagram
in Figure 9 to the Weyl anomaly. After performing the epsilon expansion and setting f(n) = 1−f1ε
we find

〈T++(p)T++(−p)〉 = −
{H2}α′πp4+

72p2

(1
ε
+

7− 3f1
3

+ γE + 2 log(p2) + log(π)
)
, (71)

where γE is the Euler-Mascheroni constant.
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q + p

l + q + p

p+ q

q

l

∂+Y
i∂+Y

jδij

εabHlmnY
l∂aY

m∂bY
n εcdHpqrY

p∂cY
q∂dY

r

∂+Y
i∂+Y

jδij

Figure 10: Second contribution of SAS to the α′ order of βφ. The loop momenta are l and q. 〈T++〉
is inserted with external momentum p.

Another diagram with the same SAS vertex is given in Figure 10. It has the following contribution,

{H2}εabεcd
∫

dnl

∫
dnq

(l + q + p)alb(q + p)cldq+(q + p)+q+(q + p)+
q2(q + p)2(q + p)2l2(l + q + p)2

. (72)

We can treat the integral over l as a normal one-loop integral with external momentum q + p. We
again shift the momentum from l to −l, the l integral is then of the following form,∫

dnl
(q + p− l)albld
l2(p+ q − l)2

. (73)

The lalbld contribution is symmetric in a and b and thus cancels when contracted with the antisym-
metric εab. By Lorentz invariance the integral with (q+p)albld in the numerator is a combination of
a term proportional to its external momentum, (p+q)b(p+q)d, and a term containing the worldsheet
metric γbd. The entire integral is multiplied with (p + q)c, such that the momentum contribution
vanishes when contracted with the epsilon tensors. The part proportional to the metric can be
found using the integral expressions from Appendix B.1, such that the l integral reduces to∫

dnl
(q + p)albld
l2(p+ q − l)2

= (q + p)a
2S − I2[1]p

2

4(n− 1)
γbd. (74)

This worldsheet metric then contracts with the epsilon tensors through γbdε
abεcd = −f(n)γac, as

can be derived from Equation (66). Then γac combines with (q+p)a(q+p)c to cancel a propagator.
The q integral can then be solved with the integrals in Appendix B.1. The total contribution of
Figure 10 is then found to be

−f(n){H2}
∫

dnq
1

4(n− 1)

(
Π(n)G(n, 1, 1)

q2(q + p)2(1+ε/2)
− 2S

q2(p+ q)2

)
(q+(q + p)+q+(q + p)+

=
−f(n){H2}
4(n− 1)

(
Π(n)G(n, 1, 1)I2[q+(q+ − p+)q+(q+ − p+), 1, 1 + ε/2]

− 2SI2[q+((q+ − p+)q+(q+ − p+), 1, 1]

)
.

(75)
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∂+Y
r∂+Y

sδrs

Mij∂aY
i∂bY

jγab

∂+Y
m∂+Y

nδmn

Figure 11: Counterterm to remove H2 dependent divergences. The blob denotes the vertex, pro-
portional to some tensor Mij , that we are free to determine

We can now take this result together with the integrals resulting from Figure 9 (Equations (68),
(69) and (70) to find the total H2 proportional contribution to 〈T++T++〉. This turns out to still
be convergent. To deal with this we can construct a counterterm diagram, which is given in Figure
11. After solving its Feynman integral we find for it

〈T++T++〉 =
{
M
}
π2α′ p

4
+

p2
, (76)

where M ≡ Mijδ
ij . We can now choose M such that it cancels the divergences coming from the

other diagrams and other unwanted terms. To this end we will parametrize M as

M = (hε
1

ε
+ hγγE + hsS)H

2 + rsSR. (77)

Taking the results of Equation (65), (71), (75) and (76) together we find in total

〈T++T++〉 = −πα′H2 16hε + 3

24p2
p4+

1

ε
−
πα′p4+
144p2

(
H2
[
−18f1+6γE(16hγ−8hε−3)+24S(4hs+2hε−1)

+ 80hε +51− 12 log p(3 + 8hε) + 6 log π(16hπ − 8hε− 3) + 16R(6SrS + S +54)+ 1728R
)
+O(ε).

(78)

Now we see that by picking the following values for the parameters of M gets rid of the divergent
terms

hε = −
3

16
, hγ = hπ =

3

32
, hS =

11

32
, rS = −1

6
. (79)

We then get as finite result

〈T++T++〉 =
πα′p4+
8p2

(
− 2H2 + f1H

2 − 48R+H2 log p
)
. (80)

The log p cannot be renormalized away and its dimension is wrong: we cannot have a logarithm of a
non-scalar object. To fix the dimensionality problem a mass scale µ should be added to all diagrams
[21], in practice this would replace log p by log p/µ, which is dimensionless. We then have a Weyl
anomaly that is dependent on the arbitrary external momentum p. This is a result of an infrared
divergence, as it will diverge for p → 0. To handle infrared divergences adequately an infrared
regulator mass should be added to the problem. This is done for example in [20], there it is found
that this regulator mass drops out at the end and makes not contribution to the end result. Here we
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l

l + p

∂+Y
r∂+Y

sδrs ∇i∇jφ∂+Y
i∂+Y

j

Figure 12: higher-order T++ insertion in one-loop diagram.

∇µφ �Xµ
0 ∇νφ �Xν

0

Figure 13: two-point function of TD
+− with itself.

chosen to follow the review by Callan and Thorlacius [13] and not take these infrared divergences
into account at all. By going through the steps as we did to get from Equation (58) to Equation
(61) we find the contribution of the two-loop diagrams (Figures 7, 9 and 10) to the Weyl anomaly ,

〈T+−(ξ)〉ef δab =
α′

64

(
− 2H2 + f1H

2 − 48R
)√

γRγ . (81)

There is also a one-loop diagram contributing to the α′ order of the dilaton β-function. Until now we
have taken the lowest order in the insertions of T++, but consider now diagram 12, where one of the
inserted energy-momentum tensors has instead a term coming from its background field expansion.

The one-loop diagram contributing to βφ involves an energy-momentum insertion in a graph with
the vertex of the expanded dilaton action (35). The diagram is given in Figure 12.It can be expressed
as

〈T++(p)T++(−p)〉 = −4πα′{∇2φ}
p4+
p2

. (82)

We subsequently make use of the energy-momentum conservation equation (38) and then go through
the same steps as we did to get from Equation (58) to Equation (61). Thereupon, we find as
contribution of Figure 12 to the Weyl anomaly

〈T+−(ξ)〉 = −
1

2
α′∇2φ

√
γRγ . (83)

There is also a contribution of the tree-level two-point function of TD
+− with itself, shown in Figure

13. We consider Xµ
0 as a quantum field here, its propagator cancels one of the d’Alembertians, the

Weyl anomaly contribution of this diagram is

〈T+−(ξ)〉 =
1

2
α′(∇φ)2√γRγ . (84)

We now have all contributions to the dilaton β-function, together Equation (81), (83) and (84) give
us

βφ = α′(− 1

8
H2 +

1

16
f1H

2 − 3R+ 2(∇φ)2 − 2∇2φ
)
. (85)
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4 The bosonic string in Newton-Cartan geometry

4.1 Newton-Cartan geometry

Newton-Cartan geometry is characterized by a symmetric spatial metric hmn, or equivalently, a
pair of vielbeins {τs, eis} that define the metric through hmn = eimejnδij . From these an inverse
vielbein pair {−vm, eni } can be constructed, which is defined by its action on the normal vielbeins:
τse

s
i = 0 and τsv

s = −1. The inverse vielbein emi defines the symmetric inverse spatial metric as
hmn = emi ejnδij . The Galilean data {hmn, tm, hmn, vm} obeys the following completeness relation,

hnmhrm − vrτn = δrn. (86)

We would now like to construct a covariant derivative that is compatible with the Galilean data
{τm, hmn}, e.g. Dmτn = 0 and Dmhrs = 0. The most general form of this metric compatible
connection is[11]

Γm
rs = −vm∂rτs +

1

2
hmn(∂rhsn + ∂shrn − ∂nhrs) + hmnn(rKs)n, (87)

where Kmn is an arbitrary two-form. This connection has torsion,

Tm
rs ≡ Γm

rs − Γm
sr = vm(∂sτr − ∂rτs). (88)

Because of this torsion we refer to the background as Torsional Newton-Cartan (TNC) geometry.
One can also derive the identity [11]

Kmn = 2hs[nDm]v
s. (89)

Upon introducing the shorthand notations

h̄rs = hrs − τrms −msτr, (90)
v̂m = vm − hmsms. (91)

The connection can be written in the form [14]

Γm
rs = −v̂m∂rτs +

1

2
hmt

(
∂rh̄st + ∂sh̄rt − ∂th̄rs

)
. (92)

The Riemann tensor of this connection is defined in the usual way,

Rm
npq = ∂pΓ

m
qn + Γm

psΓ
s
qn − (p←→ q). (93)

To derive the geodesic equation on a TNC background consider the action of a point particle in a
TNC background [22],

S =
m

2

∫
dλ

1

N
h̄mnẋ

mẋn, (94)

where N ≡ τsẋ
s. Variating this action with respect to the field xp gives the equations of motion for

a point particle moving on a TNC background, or in other words; the geodesic equation,

ẍnh̄pn =
[1
2
∂ph̄mn−∂mh̄pn+

τp∂rh̄mn − h̄mnFpr

2N
ẋr− Ṅ

N2
τph̄mn

]
ẋmẋn+

1

N

(
Ṅ h̄pnẋ

n+ τpẍ
mẋnh̄mn

)
,

(95)
where we have defined F = dτ . Contracting with hpt greatly simplifies the geodesic equation,

ẍt + Γt
mnẋ

mẋn =
Ṅ

N
ẋt − h̄mnFprh

tp

2N
ẋrẋmẋn, (96)

with the metric compatible connection Γt
mn as defined in (92).
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4.2 The bosonic string in Newton-Cartan geometry

We can arrive at a D + 1 dimensional Newton-Cartan geometry from a D + 2 dimensional Lorentz
invariant geometry via a null reduction, this was first done in [23]. In the remainder of this section
we closely follow the treatment of Gallegos, Gürsoy and Zinnato [14]. Let GMN denote the spacetime
metric of the D + 2 dimensional manifold. We now impose a null isometry on the u direction, the
metric can then be decomposed as

GMNdxMdxN = 2τm(du−msdx
s) + hmndx

mdxn, (97)

where the lower case Latin indices take values from 1 to D+1. In this decomposition we recognize
the fields that characterize a Newton-Cartan spacetime: h̄mn and τm. Using the inner product (97)
we can find the form of the Polyakov action for the bosonic string(6),

SP = − 1

4πα′

∫
d2ξ
√
−γγαβ(h̄αβ + 2τα∂βX

u), (98)

where h̄ was defined in Equation (90) and the Greek indices on the Newton-Cartan fields denote
their pullback to the worldsheet, e.g. hαβ = hmn∂αX

m∂βX
n. The string has non-zero momentum

along the null direction Xu and by demanding this momentum to be conserved, we demand that
the Newton-Cartan string is independent of the null direction u. The momentum current can be
determined by

Pα
u =

∂L
∂(∂αXu)

= −
√
−γ

2πα′ γ
αβτβ. (99)

We now consider a Lagrangian where this momentum is conserved off-shell,

LP = − 1

4πα′
√
−γγαβh̄αβ +

1

4πα′
(√
−γγαβτα − εαβ∂αη

)
Aβ. (100)

Here we have introduced a Lagrange multiplier Aα which conserves the momentum off-shell through
its constraints √

−γγαβτβ = −εαβ∂βη. (101)

Using Equation (99) these constraints give Pα
u = 1

4πα′ εαβ∂βη. From which we see that Pα
u is

conserved, ∂αPα
u = 0. Thus the Lagrangian (100) enforces off-shell momentum conservation. This

Lagrangian can be seen to be equal to the one from Equation (98) if one solves the equation of
motion for η. This gives εαβ∂αAβ = 0, which is solved by Aα = ∂αχ with χ a scalar field. Upon
identifying χ = Xu we recover the original Lagrangian (98).

We can rewrite the constraints (101) by introducing the worldsheet zweibein e a
α and its inverse,

eαa =
1

e
εαβe b

β εba, (102)

where e = εαβe 0
α e

1
β . These zweibeins can be used to go from curved worldsheet indices {α, β} to

flat worldsheet indices {a, b}. The worldsheet metric and its inverse can then be written as

γαβ = ηabe
a

α e b
β , γαβ = ηabeαae

β
b. (103)

Using these definitions we have
√
−γ = e. The constraints (101) can then be written as

eηabeαae
β
bτβ = −εαβ∂βη. (104)
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We can also consider the antisymmetric tensor on a flat worldsheet εαβ = eεabeαae
β
b, here e appears

because the Levi-Civita symbol εab is not a tensor but a tensor density [17]. With this the constraints
(104) can be written as

ηabeβbτβ = −εabeβb∂βη. (105)

Following [23] we redefine the two components of the Lagrange multiplier as

Aα = mα +
1

2
(λ+ − λ−)e

0
α +

1

2
(λ+ + λ−)e

1
α , (106)

such that λ± now take on the role of Lagrange multipliers. With the redefinition (106), the constraint
(105) and by writing the worldsheet tensors as zweibeins, the Lagrangian (100) can be written as

LP =
e

4πα′

(
− γαβh̄αβ + λ+e

α
−(∂αη + τβ) + λ−e

α
+(∂αη − τα)

)
, (107)

where eα± ≡ eα0 ± eα1 . This is a Polyakov-type Lagrangian for the bosonic string in a Newton-Cartan
background without matter.

This action can be generalized to include the matter actions SAS and SD that we encountered in
Section 3. We start with a null reduction of SP + SAS , the dilaton term can be added later. We
again use the inner product (97) to write the Polyakov action (6) and the Kalb-Ramond action (10)
in a Newton-Cartan background,

LP + LAS = − 1

4πα′

(√
−γγαβ(h̄αβ + 2γαβτα∂βX

u) + εαβ(B̄αβ − 2ℵα∂βXu)
)
, (108)

where

ℵα = Buα, (109)
B̄αβ = Bαβ − 2ℵ[αmβ]. (110)

The momentum along the null direction can again be computed as

P a
u =

∂L
∂(∂αXu)

=
1

2πα′
(
−
√
−γγαβτβ + εαβℵβ

)
. (111)

This momentum can be conserved off-shell through the constraint of the Lagrange multiplier Aα,

L = − 1

4πα′

(√
−γγαβh̄αβ + εαβB̄αβ + 2

(√
−γγαβτα − εαβ∂αη − εαβℵα

)
Aβ

)
. (112)

Which is again identical to the original Lagrangian (108) through the equation of motion of the η
field. This constraint reads,

√
−γγαβτα − εαβ∂αη − εαβℵα = 0. (113)

By making the same field field redefinition as in (106) and by using the worldsheet zweibeins (102)
we can write the Lagrangian (112) as

Lmatter =
e

4πα′

[
− γαβh̄αβ − εαβB̄αβ + λ+e

α
−
(
∂αη + ℵα + τα

)
+ λ−e

α
+

(
∂αη + ℵα − τα

)]
. (114)

We would like to rewrite this Lagrangian a little bit further before we start quantizing it. Just
as for the Riemannian bosonic string we will use dimensional regularization to investigate the
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Weyl anomaly. A requirement for using dimensional regularization is that the theory is manifestly
covariant. The λ± terms in the above theory are not manifestly covariant as they have an explicit
+ and − coordinate. This will cause problems when we want to go from 2 worldsheet dimensions
to n = 2 − ε worldsheet dimensions. By recognizing the + and − terms in (114) as lightcone
coordinates we can use write (114) in a manifestly covariant form. To do this we can write

(ℵα + ∂αη)(λ+e
α
− + λ−e

α
+) = −

1

2
(ℵα + ∂αη)γ

abλae
α
b . (115)

and
τα(λ+e

α
− − λ−e

α
+) = −

1

2
ταε

abλae
α
b . (116)

The complete TNC Lagrangian can now be written as

Lmatter =
e

4πα′

[
− γαβh̄αβ − εαβB̄αβ −

1

2
(ℵα + ∂αη)γ

abλae
α
b −

1

2
ταε

abλae
α
b

]
. (117)

Here the Latin letters a and b denote the flat worldsheet coordinates, we will take them to be in
lightcone coordinates for the remainder of this thesis.

4.3 Symmetries of the TNC action

In the D + 2 dimensional Lorentz invariant spacetime the Kalb-Ramond field introduces a U(1)
symmetry in the action of the bosonic string. The action is invariant under

δΛBMN = ∂MΛN − ∂NΛM . (118)

This symmetry is still present after the null reduction (97). The TNC background fields then
transform as [14],

δΛB̄mn = ∂mΛn − ∂nΛm (119)
δΛℵm = ∂mΛu, (120)

where u is the null direction of the D + 2 dimensional Lorentz manifold GMN . Just as in the
Lorentzian case, the action (114) is invariant under (119). To have invariance under (120) one
needs to impose that the worldsheet field η transforms as δΛη = −Λu[14].

A different U(1) symmetry comes from the ms field. The action (117) is invariant under [14]

ms → ms + ∂sσ. (121)

A good final check on our expanded actions in Section 5 6 and the TNC β-functions would be to
check for U(1) invariance, but this is a time consuming task which is not carried out in this thesis.



5 QUANTIZING THE TNC BOSONIC STRING 25

5 Quantizing the TNC bosonic string

5.1 Background field expansion

Along the same lines as Section 3.1 we will now do the background field quantization [13, 14] for
the string embeddings Xµ, λa and η. Let

Xm = Xm
0 + lsỸ

m,

λa = λ0
a + lsΛ̃a,

η = η0 + lsẼ.

(122)

Here Xm
0 , λ0

a and η0 denote the classical (background) fields and Ỹ m, Λ̃a and Ẽ denote the quantum
perturbations on them. As before Ỹ m is not covariant and we have to replace it somehow. Since Λ̃a

and Ẽ are spacetime scalars they automatically transform the right way and we do not have to make
any replacements for these fields. To replace Ỹ m we again consider the geodesic connecting Xm

0 and
Xm

0 + Ỹ m as in Section 3.1. This time we consider the geodesic equation in a TNC background,
which we found in Equation (96). The following expansion is a solution to that geodesic equation
and satisfies xm(0) = Xm

0 , xm(1) = Xm
0 + lsỸ

m and ẋm(0) = lsY
m [14],

xm(λ) = Xm
0 + λlsY

m +
λ2

2
l2sY

m
2 +O(l3s), (123)

where Y m
2 is a function yet to be determined. Inserting the solution (123) into the geodesic equation

(96) we find the relation,

Y t
2 + Γt

mnY
mY n =

Y tY m
2 τm + Y t∂rτsY

sY r − 1
2 h̄mnFsrh

stY mY nY r

Y pτp
. (124)

Following [14] we find that this is solved by

Y t
2 = −Γt

mnY
mTn −Gt

mnY
mY n, (125)

where the tensor Gt
mn satisfies

τ(rG
t
mn) = τsG

s
(mnδ

t
r) −

1

2
h̄(mnFr)sh

st. (126)

Some interesting TNC properties can be derived from Equation (126). We can first contract the
r and the t index and then contract with hnqhmp to find τsG

s
mnh

nqhmp = 0. Alternatively we can
first contract Equation (126) with hnqhmp and then contract the r-index with the t-index to find

Fmnh
nphmq = 0. (127)

This is the twistless torsion condition. It enforces causality in torsional Newton-Cartan geometry
[12] and we see that it arises naturally when demanding that the bosonic string follows a geodesic.
Using the twistless torsion condition (127) one can show that

Gt
mn =

1

2
h̄mnash

st (128)
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is a solution to Equation (126) if we take the torsion to be twistless, in other words, if Equation
(127) holds. We have defined the acceleration as = v̂tFts. Inserting the solution for Y m

2 (125) into
(123) with λ = 1 we can express the quantum field Ỹ m in terms of the covariant vector Y m,

Ỹ m = Y m − 1

2
ls
(
Γm
rs +Gm

rs

)
Y rY s + . . . (129)

This suggests that it is useful to consider a new connection,

Γ̊t
mn = Γt

mn +
1

2
v̂tFmn +Gt

mn, (130)

which is symmetric in its lower indices, and thus torsion free. It is also invariant under the U(1)m
transformation of Equation (121). This new connection is no longer compatible with the Galilean
metric data hmn and τm, but has the following action on them:

D̊mτn =
1

2
Fmn , D̊rh

mn = ath
t(mδn)r . (131)

With this new connection(130) and the twistless torsion condition(127) we can rewrite the geodesic
equation (96) into

ẍt + Γ̊t
mnẋ

mẋn = 0. (132)
This looks very much the same as the standard geodesic equation on a Riemannian manifold (22).
One would again be tempted to look at equation (129) and note that, when we are in the Riemann
normal coordinate system, Γ̊m

rs should be zero, but this is not the case. The new connection now
has a tensorial part, such that it cannot be set to zero in one coordinate system.

The geometric data of the action (108) can be expanded to fourth-order in ls since we only go up
to two spacetime derivatives on the geometric fields most of these expansions quickly terminate.
Because the geodesic equation (132) has the same form as in the Riemannian case, we can express
the quantum field as

Ỹ m = Y m − 1

2
lsΓ̊

m
rsY

rY s − 1

6
l2s∇̊′

tΓ̊
m
rsY

tY rY s + . . . , (133)

where again ∇̊′ denotes the covariant derivative on lower indices only.

5.2 Expanding the TNC fields

With the new covariant coordinate Y m (133) in hand we can start a covariant expansion of the
action (114) in the quantum fields (122). In Section 3 we saw that we need up to expand this action
up to fourth-order to calculate the first-order quantum correction of the dilaton action. Here we
will expand the action to second-order in spacetime derivatives. It turns out that this only gives
terms up to fourth-order in the quantum fields, as any terms that are fifth order in the quantum
fields would have to contain at least three spacetime derivatives.

First of, the expansion for the derivative of the string embedding is easily found by first taking the
derivative of (133) and then replacing partial derivatives by covariant ones.

∂αX
m = ∂αX

m
0 + ls(∇̊αY

m − Γ̊m
tsY

s∂aX
t
0)− l2s

[
Γ̊m
rs∇̊αY

rY s +
1

2
(∂tΓ̊

m
rs − 2Γ̊m

ls Γ̊
l
tr)Y

rY s∂αX
t
0

]
− 1

6
l3s
(
∂rΓ̊

m
ts − Γ̊l

rtΓ̊
m
ls − Γ̊l

rsΓ̊
m
tl

)
∇̊α(Y

rY tY s) (134)
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to second-order in spacetime derivatives. We then want to expand all spacetime dependent fields of
the action (117), these are all pullbacks of either vectors or rank (0,2) tensors. A rank (0,2) tensor
can be expanded as

Wmn(X0 + Ỹ ) = Wmn(X0) + ls∂rWmnY
r +

1

2
l2s
(
∂r∂sWmn − ∂lWmnΓ̊

l
rs

)
Y rY s

= Wmn(X0) + lsY
i
(
∇̊iWmn + Γ̊l

imWln + Γ̊l
inWml

)
+

1

2
l2s
(
∇̊i∇̊jWmn + 2Γ̊l

im∇̊jWln

+ 2Γ̊l
jn∇̊iWml +WmlR̊

l
jin +WlnR̊

l
jim + ∂mΓ̊l

jiWln + ∂nΓ̊
l
ijWml + 2Γ̊l

jmΓ̊s
inWls

)
Y iY j .

(135)

to second-order in spacetime derivatives. We then take the expansions (134) and (135) together to
find the expansion for the pullback of a rank (0-2) tensor. All connection terms either cancel each
other or combine to form curvature tensors, such that the end result is covariant,

Wαβ = Wαβ(X0) + ls

[
Wmn(X0)

(
∇̊αY

m∂βX
n
0 + ∂αX

m
0 ∇̊βY

n
)
+ ∂αX

m
0 ∂βX

n
0 ∇̊iWmnY

i
]

+ l2s

[1
2

(
∇̊i∇̊jWmn +WmlR̊

l
jin +WlnR̊

l
jim

)
Y iY j∂αX

m
0 ∂βX

n
0 + ∂αX

m
0 ∇̊βY

n∇̊iWmnY
i

+ ∂βX
n
0 ∇̊αY

m∇̊iWmnY
i +Wmn∇̊αY

m∇̊βY
n
]

+ l3s

[
∇̊αY

m∇̊βY
nY i∇̊iWmn +

1

2
∂αX

m
0 ∇̊βY

n
(
∇̊i∇̊jWmn +

1

3
WmlR̊

l
jin +WlnR̊

l
jim

)
Y iY j

+
1

2
∂βX

n
0 ∇̊αY

m
(
∇̊i∇̊jWmn +WmlR̊

l
jin +

1

3
WlnR̊

l
jim

)
Y iY j

]
+

1

2
l4s∇̊αY

m∇̊βY
nY iY j

[
∇̊i∇̊jWmn +

1

3
WmlR̊

l
jin +

1

3
WlnR̊

l
jim

]
(136)

There are no higher-order terms in l5s as these have at least three spacetime derivatives. One consis-
tency check on this expansion is to see if it matches the expansion of the Riemannian Polyakov action
(30). When we plug in the pullback of the spacetime metric Gαβ in (136), these two expansions
give the same result.

We also need the expansion for a vector, following the same steps as above we first find

Vm(X0+Ỹ m) = Vm(X0)+ls
(
∇̊nVm+Γ̊l

nmVl

)
Y n+

1

2
l2s

(
∇̊r∇̊sVm+VlR̊

l
srm+∂mΓ̊l

srVl+2Γ̊l
sm∇̊rVl

)
Y rY s

(137)
to second-order in spacetime derivatives. The pullback of this vector to worldsheet can then be
found by multiplying (137) with (134). To second-order in worldsheet derivatives we find

Vα(X0 + Ỹ ) = Vα(X0) + ls
(
∇̊nVmY n∂αX

m
0 + Vm∇̊αY

m
)

+ l2s

[
∇̊nVmY n∇̊αY

m +
1

2

(
∇̊r∇̊sVm + VlR

l
srm

)
Y rY s∂αX

m
0

]
+

1

2
l3s
(
∇̊r∇̊sVm +

1

3
Rl

srmVl

)
Y rY s∇̊αY

m. (138)

The expansions (136) and (138) agree with what was found in [14]. There the expansion was
performed up to second-order in ls, here we supplement this with results up to fourth-order in ls.

We can now find explicit expressions for the expansions of the couplings in action (114). The
couplings that need to be worked out are −γαβh̄αβ, −εαβB̄αβ, γabλae

β
b ∂βη, γabλae

β
b ℵβ and εabλae

β
b τβ.
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To this end we use the background field quantization for the Xm, λa and η fields as given in (122)
and the expansions for the pullback of an arbitrary rank (0,2) tensor (136) and that of the pullback
of an arbitrary vector (138). The η – λa term can be expanded as

− 1

2
γabλae

α
b ∂αη = −1

2
γab
[
λ0
ae

α
b ∂αη0 + ls

(
λ0
ae

α
b ∇̊αẼ + Λ̃ae

α
b ∂αη0

)
+ l2sΛ̃ae

α
b ∇̊αẼ

]
. (139)

The O(ls) can be set to zero by demanding that the fields η and λa obey their equations of motion.
We now turn to the h̄αβ coupling.

− γαβh̄αβ(X0 + Ỹ ) = −γαβh̄αβ(X0)− lsγ
αβ
[
2h̄mn∇̊αY

m∂βX
n
0 + ∂αX

m
0 ∂βX

n
0 ∇̊ih̄mnY

i
]

− l2sγ
αβ
[(1

2
∇̊i∇̊j h̄mn + R̊l

jinh̄ml

)
Y iY j∂αX

m
0 ∂βX

n
0 + 2∂αX

m
0 ∇̊βY

n∇̊ih̄mnY
i + h̄mn∇̊αY

m∇̊βY
n
]

− l3sγ
αβ
[
∇̊αY

m∇̊βY
nY i∇̊ih̄mn + ∂αX

m
0 ∇̊βY

n
(
∇̊i∇̊j h̄mn +

4

3
h̄mlR̊

l
jin

)
Y iY j

]
− 1

2
l4sγ

αβ∇̊αY
m∇̊βY

nY iY j
(
∇̊i∇̊j h̄mn +

2

3
R̊l

jimh̄ln
)
. (140)

Furthermore, we find the following expansions for the vector couplings

− 1

2
εabλae

α
b τα(X0 + Ỹ ) = −1

2
εabeαb

{
λ0
aτα(X0) + ls

[
λ0
a

(1
2
FmnY

m∂αX
n
0 + τm∇̊αY

m
)
+ Λ̃aτα(X0)

]
+ l2s

[1
2
λ0
a

(
FmnY

m∇̊αY
n + ∇̊rFsmY rY s∂αX

m
0

)
+ Λ̃a

(1
2
FmnY

m∂αX
n
0 + τm∇̊αY

m
)]

+ l3s

[1
3
λ0
a∇̊rFsmY rY s∇̊αY

m +
1

2
Λ̃a

(
FmnY

m∇̊αY
n + ∇̊rFsmY rY s∂αX

m
0

)]
+

1

3
l4sΛ̃a∇̊rFsmY rY s∇̊αY

m
}
. (141)

Here we have used Equation (131) and the relation R̊l
(sr)mτl = [∇̊m, ∇̊(r]τs) = −1

2∇̊r)Fm(s. We
have also introduced the field strength F ≡ dτ . Similarly for the λ – ℵ coupling we find

−1

2
γabλae

α
b ℵα(X0+Ỹ ) = −1

2
γab
{
λ0
ae

α
b ℵα(X0)+ls

[
λ0
ae

α
b hmnY

m∂αX
n
0−∇̊α(λ

0
ae

α
b )ℵmY m+Λ̃ae

α
b ℵα(X0)

]
+ l2s

[1
2
λ0
ae

α
b

(
∇̊rhsmY rY s∂αX

m
0 + hmnY

m∇̊αY
n
)
− 1

2
∇̊rℵsY rY s∇̊α(λ

0
ae

α
b ) + Λ̃ae

α
b hmnY

m∂αX
n
0

− ℵmY m∇̊α(Λ̃ae
α
b )
]
+ l3s

[1
3
λ0
ae

α
b ∇̊rhsmY rY s∇̊αY

m − 1

6
Y rY sY m∇̊r∇̊sℵm∇̊α(λ

0
ae

α
b )

+
1

2
Λ̃ae

α
b

(
hmnY

m∇̊αY
n + ∇̊rhsmY rY s∂αX

m
0

)
− 1

2
∇̊rℵsY rY s∇̊α(Λ̃ae

α
b )
]

+ l4s

[1
3
Λ̃ae

α
b ∇̊rhsmY rY s∇̊αY

m − 1

6
Y rY sY m∇̊r∇̊sℵm∇̊α(Λ̃ae

α
b )
]}

, (142)

where partial differentiation has been used to write the ℵ field in its field strength h ≡ dℵ. The
total derivatives resulting from this partial differentiation are dropped since (142) appears in the
action, such that any boundary terms are zero as the string is periodic. Note that in the action
(114) we have the combination −1

2γ
abλae

β
b ℵβ ≡ Σλβℵβ. Terms involving ∇̊βΣλ

β are then zero by
the equation of motion for λ (342).

Finally we have the coupling

−εαβB̄αβ(X0+Ỹ ) = −εαβl2s
[
Hmkl∂αX

m
0 ∇̊βY

kY l+
1

2
∇̊kHmnl∂αX

m
0 ∂βX

n
0 Y

kY l
]
−1

3
εαβl3sHkmnY

k∇̊αY
m∇̊βY

n,

(143)
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where we have only written down the O(> l2s) terms that will contribute to the dilaton beta function.
The expansion (143) is invariant under the U(1)B symmetry of the B field (119). In section 4.3 we
saw that the fields ℵm and η also transform under these U(1) transformations through (120). Most
of the ℵ terms in (142) combined into its field strength h, which is invariant under (120). The only
part of (142) that is not manifestly U(1) invariant is

− 1

2
l2sγ

abΛ̃ae
α
b + Λ̃ae

α
b )∇̊α

(
ℵmY m +

1

2
ls∇̊rℵsY rY s +

1

6
l2s∇̊r∇̊sℵmY rY sY m

)
. (144)

The η – λ term expansion (139) also has a part that transforms under U(1) transformations. As
we noted in section 4.3, the η field has to transform as δΛη = −Λu under U(1) transformations. It
then follows that its quantum field transforms as

δΛẼ = −∇̊rΛu −
1

2
ls∇̊r∇̊sΛuY

rY s − 1

6
l2s∇̊t∇̊r∇̊sΛuY

rY sY t +O(l3s). (145)

This precisely cancels the part coming from (144)! Therefore it makes sense to define the U(1)B
invariant field

Ê = Ẽ + ℵmY m +
1

2
ls∇̊rℵsY rY s +

1

6
l2s∇̊r∇̊sℵmY rY sY m. (146)

The expanded action can now be written completely in the U(1)B invariant fields Hmnr, hmn and
Ê. By making the substitution (146) the quantum coordinates are changed from {Y m, Λ̃±, E}
to {Y m, Λ̃±, Ê}. The original coordinates are independent of each other and only E is redefined,
consequently the Jacobian of this transformation is one. With this new field we can write the action
in a manifestly U(1) invariant form. Taking all the couplings together we find the TNC action with
matter, expanded to second-order in spacetime derivatives,

Smatter =
1

4πα′

∫
d2σ e

{
l2s

[
− γαβh̄mn∇̊αY

m∇̊βY
n − 1

2
γabΛ̃ae

α
b ∇̊αÊ −

1

2
εabΛ̃ae

α
b τm∇̊αY

m

− 1

2
Λ̃ae

α
b

(1
2
εabFmn + γabhmn

)
Y m∂αX

n
0 −

(
2γαβ∇̊ih̄mn + εαβHmni

)
Y i∇̊αY

m∂βX
n
0

+
1

2

(
−∆λαFmn +Σλαhmn

)
Y m∇̊αY

n −
(
γαβCklmn + εαβ

1

2
∇̊kHmnl

)
Y kY l∂αX

m
0 ∂βX

n
0

+
1

2

(
−∆λα∇̊rFsm +Σλα∇̊rhsm

)
Y rY s∂αX

m
0

]
+ l3s

[
− 1

4
γabΛ̃ae

α
b hmnY

m∇̊αY
n − 1

4
γabΛ̃ae

α
b ∇̊rhsmY rY s∂αX

m
0 −

1

4
εabΛ̃ae

α
b Y

mFmn∇̊αY
n

− 1

4
εabΛ̃ae

α
b ∇̊rFsmY rY s∂αX

m
0 − γαβDklmnY

kY l∇̊βY
n∂αX

m
0

+
1

3
(−∆λα∇̊rFsm +Σλα∇̊rhsm)Y rY s∇̊αY

m −
(
γαβ∇̊kh̄mn +

1

3
εαβHkmn

)
∇̊αY

m∇̊βY
nY k

]
+ l4s

[
− 1

6
εabΛ̃ae

α
b ∇̊rFsmY rY s∇̊αY

m − 1

6
γabΛ̃ae

α
b ∇̊rhsmY rY s∇̊αY

m − γαβErsmn∇̊αY
m∇̊βY

nY rY s
]}

,

(147)

where

Cklmn =
1

2
∇̊k∇̊lh̄mn + R̊s

(kl)(mh̄n)s, (148)

Dklmn = ∇̊k∇̊lh̄mn +
4

3
R̊s

(kl)mh̄ns, (149)

Ersmn =
1

2
∇̊r∇̊sh̄mn +

1

3
R̊l

(rs)(mh̄n)l. (150)
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6 Flat index expansion

The action in Equation 147 contains the kinetic terms of the theory, but for general h̄mn these are
not diagonal, such that constructing a propagator is non-trivial. By going to a local Lorentz frame
through the vielbein formalism, Y m = emI Y I , these kinetic terms become diagonal. We can then
write the spatial metric as

h̄mn = ηIJe
I
meJn (151)

and its inverse as
hmn = ηIJemI enJ . (152)

In the Riemannian case, this came down to swapping curved indices with flat ones, as the vielbein
was compatible with the covariant derivative and contracting indices resulted in contracting a
vielbein with its inverse. Because our covariant derivative is not metric compatible, the derivative
of a vielbein is also non-zero. This results in extra terms. To organize these expansions we consider
the different orders of ls in Equation 147 separately by writing

Smatter = S2

(
= O(l2s)

)
+ S3(= O(l3s)

)
+ S4(= O(l4s)

)
. (153)

Additionally, we further divide this by the amount of spacetime derivatives in each term, such
that Sa = S

(0)
a + S

(1)
a + S

(2)
a , with the number in the brackets denoting the amount of spacetime

derivatives. One can also consider the flat index expansion separately for spatial indices i and time
index 0 by writing,

Y m = −v̂m(τsY
s) + emi (δijerj h̄rsY

s) ≡ −v̂m Y 0

√
2Φ

+ emi Y i, (154)

where we have defined Y 0 ≡
√
2ΦτsY

s and Y i ≡ δijerj h̄rsY
s. Note that Latin letters i and j are

flat indices ranging from 1 to d, whereas the Latin letters m,n, r, s denoted curved indices ranging
from 0 to d. Here Φ plays the role of Newtons potential, it is defined by

Φ = −vsms +
1

2
hrsmrms (155)

and it is invariant under local Galilean boost and rotations [14]. The vielbein over all indices I can
then be written as emI =

{−v̂m√
2Φ

, emi
}

. The zero spatial derivative part of the action is

S(0) = S
(0)
2 =

1

4πα′ l
2
s

∫
d2σ e

{
− γαβηIJ∇̊αY

I∇̊βY
J − 1

2
γabΛ̃ae

α
b ∇̊αÊ −

1

2
εabΛ̃ae

α
b τmemI ∇̊αY

I
}
.

(156)
The last term has the contraction τmemI , by using Equation (154) this can be written as 1/

√
2Φδ0I .

The last term then describes a propagator between the fields Λ̃a and Y 0, by redefining Λ̃± =
√
2ΦΛ

this propagator becomes canonical. We then also have to rescale Ê = 1√
2Φ

E to make the Λa – E

propagator canonical. The covariant derivative in the first term acts on Y I by ∇̊αY
I = ∂αY

I+ωI
Jα,

with ωI
Jα the SO(D − 1,1) spin connection. As there are no terms involving derivatives of the spin

connection, no gauge invariant curvature tensor can be formed. Consequently we can ignore any
terms involving the spin connection because the end result should be gauge invariant. By using the
new fields and dropping the spin connection terms the zero derivative action becomes

S(0) =
1

4πα′ l
2
s

∫
d2σ e

{
− γαβηIJ∂αY

I∂βY
J − 1

2
γabΛae

α
b ∇̊αE −

1

2
εabΛae

α
b ∂αY

0

}
. (157)



6 FLAT INDEX EXPANSION 31

This action now features diagonal, canonical kinetic terms and from we can determine the propaga-
tors of the theory, we will do this in Section 6.1. We also have to rewrite the other actions in terms
of the fields Y I , Λ± and E. The O(l2s), first-order in derivatives action is given by

S
(1)
2 =

1

4πα′ l
2
s

∫
d2σ e

{
− 2∂αY

IY JenJ h̄mn∇̊ne
m
I ∂αXn

0 +
1

4
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α
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m
0

− 1

2
εabΛae

α
b τmY I∇̊ne

m
I ∂αX

n
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1

2
Λae

α
b

√
2Φ
(1
2
εabFmn + γabhmn

)
Y m∂αX

n
0

−
(
2γαβ∇̊kh̄mn − εαβHmnk

)
ekIY

IemJ ∂αY
J∂βX

n
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1

2

(
∆λαFmn − Σλαhmn

)
emI Y IenJ∂αY

J

}
.

(158)

Note that there are also derivatives on the vielbeins coming from terms that were originally of lower
order in spacetime derivatives. For the O(l2s), second-order in spacetime derivatives action in terms
of the new fields we find,

S
(2)
2 =

l2s
4πα′

∫
d2σ e

{
− h̄mnY

IY J∇̊re
m
I ∇̊se

n
J∂αX

r
0∂

αXs
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(
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)
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IY J∇̊re
m
J ∂αX

r
0∂βX

n
0

+
1

2

(
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)
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n
J∂αX

r
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(
γαβCklmn +

1

2
εαβ∇̊kHmnl

)
ekIe

l
JY

IY J∂αX
m
0 ∂βX

n
0

+
1

2

(
−∆λα∇̊rFsm +Σλα∇̊rhsm

)
erIe

s
JY

IY J∂αX
m
0

}
.

(159)

For the O(l33) action some terms involving the covariant derivative of a vielbein become third-order
in spacetime derivatives and can thus be dropped. The first-order in spacetime derivatives terms
are

S
(1)
3 =

l3s
4πα′

∫
d2σ e

{
− 1

4

√
2ΦΛae

α
b

(
γabhmn + εabFmn

)
emI enJY

I∂αY
J

−
(
γαβ∇̊kh̄mn +

1

3
εαβHkmn

)
ekIe

m
J enNY I∂αY

J∂βY
N

}
. (160)

And the O(l3s) terms that are second-order in spacetime derivatives are

S
(2)
3 =

l3s
4πα′

∫
d2σ e

{
− 1

4

√
2ΦγabΛae

α
b
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0
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√
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α
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r
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N∂αY
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m
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1
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(
−∆λα∇̊rFsm +Σλα∇̊rhsm

)
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s
Je

m
MY IY J∂αY

M

−
(
γαβ∇̊kh̄mn +

1

3
εαβHkmn

)
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I
(
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n
N∂αY

JY N∂βX
r
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r
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.

(161)

Finally for the O(l4s) part of the action in (147) there are only terms that are second-order in
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spacetime derivatives or higher, as we drop any higher-order terms we are left with

S4 = S
(2)
4 =

l4s
4πα′

∫
d2σ e

{
− 1

6

√
2ΦΛae

α
b

(
γab∇̊rhsm + εab∇̊rFsm

)
erIe

s
Je

m
MY IY J∂αY

M

− γαβErsmne
r
Ie

s
Je

m
MenNY IY J∂αY

M∂βY
N

}
. (162)

6.1 TNC Feynman rules

The propagators of the theory can be found by considering the Fourier transform of the zero spatial
derivative action (157). By taking the following Fourier transforms for the quantum fields,

Y I(σ) =
1

2π

∫
d2keikσY I(k) , Λa(σ) =

1

2π

∫
d2keikσΛa(k) , E(σ) =

1

2π

∫
d2keikσE(k),

(163)
the action (157) can be written as

S(0) =
1

4π

∫
d2k
{
−ηIJk2Y I(k)Y J(−k)+1

2
iγabΛa(k)e

α
b kαE(−k)+1

2
iεabΛa(k)e

α
b kαY

0(−k)
}
. (164)

To determine the propagators these fields can be combined into one field φA = {Y 0, Y i,Λa, E} and
we write the action as

S(0) =

∫
d2kφA(−k)GABφB(k), (165)

where the indices A and B run over the labels of all fields: 0, i, a,− and η. The matrix GAB is given
by

GAB =
1

4π


k2 0 −1

4 iε
abka 0

0 −k2δij 0 0
−1

4 iε
abkb 0 0 −1

4 iγ
abkb

0 0 1
4 iγ

abka 0

 . (166)

To determine the propagators we need the inverse of this matrix,

GAB = 4π


0 0 4i

k2
εcbk

c 0
0 − 1

k2
δij 0 0

4i
k2
εack

c 0 16(γab − kakb
k2

) − 4i
k2
ka

0 0 4i
k2
kb 0

 . (167)

The propagators of the fields involving Y are given by the elements of the first two rows of GAB

multiplied by −1
2 .5

Y i Y j = 2π δij
1

k2
, (168)

Y 0 Λa = 8πi
1

k2
εabk

b. (169)

5These Feynman rules for constructing propagators are taken from Volume 1 of the lecture notes by de Wit, Laenen
and Smith [21].
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Note that the actions (158), (159), (160) and (162) all have interaction terms involving the fields
Y I instead of Y i and Y 0. We thus want to write these propagators in terms of the fields Y I as

Y I Y J = 2π (ηIJ + δI0δ
J
0 )

1

k2
(170)

and
Y I Λa = 8πiδI0

1

k2
εabk

b. (171)

The Λa propagator is given by

Λa Λb = −32π
(
γab −

kakb
k2
)
. (172)

The E field only couples to Λa,

Λa E = 8πi
1

k2
ka. (173)

7 Locating the Weyl anomaly

Just as in Equation (37) we can make an ansatz for the Weyl anomaly by considering symmetry
and dimensional arguments. As we now have more background fields (λ0

a and η0) there are also
more possibilities for the Weyl anomaly [14],

〈δS
δf
〉 =

(
γαββG

µν + εαββB
µν

)
∂αX

µ
0 ∂βX

ν
0 +

(
βmγab + β̄mεab

)
∂aX

m
0 λ0

b + βλ0
aλ

0
bγ

ab +
√
−γRγβ

φ. (174)

All of these β-functions have been computed by Gallegos, Gürsoy and Zinnato in [14] except for
βφ, which was only computed at the tree level. The goal of this thesis is to find the last remaining
piece of this expression: βφ. As can be seen from Equation (174) it is a scalar function and that
there are no background fields attached to it. To find it we should examine diagrams with vertices
that do not involve the background fields Xm

0 λ0
a and η0.

In section 3 we saw that we could get to the Weyl anomaly through the trace of the energy-
momentum tensor. Here we will see that for the TNC string this is a little bit more complicated.
Under a Weyl transformation the worldsheet zweibein and the Lagrange multipliers transform as

eα± → feα± , λ± → fλ±, (175)

for any worldsheet function f(ξ). The action (112) should be invariant under this gauge transfor-
mation, we can decompose the variation of the action as [14]

δS

δf
= −2πα′

e

(
eγc

δS

δeγc
+

δS

δλ+
λ+ +

δS

δλ−
λ−

)
= 0. (176)

The first term of (176) is the energy-momentum one-form [14],

τ cγ ≡ −
2πα′

e

δS

δeγc

=
2πα′L

e
ecγ + h̄γβe

β
b η

cb + B̄γβe
β
b ε

cb − 1

2
δc−λ+

(
∂γη + ℵγ + τγ

)
− 1

2
δc+λ−

(
∂γη + ℵγ − τγ

)
,

(177)
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where we have used that the variation of the determinant of the zweibein is

δe

δeγc
= −eecγ . (178)

The second and third variations are given by

C± ≡ −2πα′

e

δS

δλ±
= −1

2
eβ∓
(
∂βη + ℵβ ± τβ

)
. (179)

As we can expect Equation (176) vanishes classically, but, as in the Riemannian case, we do not
expect this to hold at the quantum level. To be able to investigate the behavior of δS

δf at the
quantum level we want to parametrize it in physical functions. In the Riemannian case, this was
just the trace of the energy-momentum tensor, but here we also have the functions C±. By making
use of the definition of the energy-momentum tensor from the energy-momentum one-form,

Tαγ ≡ ηcde
d
ατ

c
γ , (180)

we see that the term eγc τ cγ is again the trace of the energy-momentum tensor,

eβc τ
c
β = ηdcγ

βαedατ
c
β = γαβTαβ. (181)

The strategy now is to determine Tαβ and C± in terms of the quantum fields of Equation (122)
and to insert them in diagrams constructed from the expanded actions of Section 6 to get their
expectation values. To express the energy-momentum tensor and C± in the quantum fields we have
to repeat the steps of Section 5 and 6.

Let us first calculate the energy-momentum tensor explicitly by

Tαγ = ηcde
d
ατ

c
γ

=
2πα′L

e
γγα +

(
h̄γβη

cb + B̄γβε
cb
)
eβb e

d
αηcd −

1

2
δc−λ+ηcde

d
α

(
∂γη + ℵγ + τγ

)
− 1

2
δc+λ−ηcde

d
α

(
∂γη + ℵγ − τγ

)
.

(182)

The h̄ term reduces to h̄αγ when performing the contractions. We expect the B̄ term to drop out
altogether to match the Riemannian bosonic string, there the energy-momentum tensor is given by
variating the action to the spacetime metric, such that the Kalb-Ramond field never appears as
its proportional to the epsilon tensor and not the metric. Here we wrote that same action in the
vielbein formalism, but the end result should be the same.

We now want to expand the energy-momentum tensor to second-order in ls to be able to find its
expectation value. The diagrams we will need here already have two spacetime derivatives contained
in their vertices, so we can drop any terms that contain spacetime derivatives in this expansion of
the energy-momentum tensor6. For now we omit the B̄ term as it should not be present. We also
ignore the term containing the Lagrangian as it is proportional to the worldsheet metric. We will
examine the Weyl anomaly through insertions of T++ and T−− in lightcone coordinates. There

6We are only interested in the dilaton two-loop diagrams in this thesis. These either contain a four quantum field
vertex which is at least of second-order in spacetime derivatives, or two vertices with three quantum fields, which
are both of order one in spacetime derivatives. Then there can be no more derivatives in either the propagators or
the energy-momentum insertion. The question is if this is also the case for one-loop diagrams. One could construct
diagrams which have one spacetime derivative in the energy-momentum tensor and one in a vertex. For the Riemannian
case, this was not relevant as the energy-momentum tensor would contain either zero spacetime derivatives or two.
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the diagonal terms of the metric are zero and thus the term containing the Lagrangian does not
contribute. The relevant terms are

Tαβ = O( 6= l2s) + l2s

(
h̄mn∇̊αY

m∇̊βY
n − 1

2
δc−ηcde

d
α

(
Λ̃+∇̊βẼ + Λ̃+ℵm∇̊βY

m + Λ̃+τm∇̊βY
m
)

− 1

2
δc+ηcde

d
α

(
Λ̃−∇̊βẼ + Λ̃−ℵm∇̊βY

m − Λ̃−τm∇̊βY
m
))

+ · · · × γαβ. (183)

By writing ℵm∇̊βY
m = ∇̊β(ℵmY m) + O(∇̊m) we can absorb the ℵ term into the E field by using

the redefinition of Equation (146) to zeroth order in spacetime derivatives. We then again perform
the flat index expansion through Y m = emI Y I and Equation (154),

Tαβ = l2s

(
ηIJ∂αY

I∂βY
J−1

2
δc−ηcde

d
α

(
Λ+∂βE+Λ+∂βY

0
)
−1

2
δc+ηcde

d
α

(
Λ−∂βE−Λ−∂βY

0
))

+· · ·×γαβ+O(6= l2s).

(184)
Note that any derivatives on the vielbeins and Φ that emerge from this are dropped as we work
only to zeroth order in spacetime derivatives. In flat space the curved Greek indices and the flat
Latin indices belong to the same coordinate system and this can be written as

Tab = l2s

(
ηIJ∂aY

I∂bY
J− 1

2
η−a

(
Λ+∂bE+Λ+∂bY

0
)
− 1

2
η+a

(
Λ−∂bE−Λ−∂bY

0
))

+ · · ·×ηab+O(6= l2s).

(185)
We will again go to lightcone coordinates to find a simple expression for the trace of the energy-
momentum tensor, note that the energy-momentum tensor is not necessarily symmetric here. The
flat metric in lightcone coordinates is given by

ηab =

(
0 −1/2
−1/2 0

)
. (186)

Such that the trace of the energy-momentum tensor in lightcone coordinates can be expressed as

γabTab = −
1

2
T−+ −

1

2
T+−. (187)

We will determine T+− and T−+ through energy-momentum conservation as in Equation (39), for
this we will need expressions for T++ and T−−,

T ins
++ = l2s

(
ηIJ∂+Y

I∂+Y
J +

1

4

(
Λ+∂+E + Λ+∂+Y

0
))

, (188)

T ins
−− = l2s

(
ηIJ∂−Y

I∂−Y
J +

1

4

(
Λ−∂−E − Λ−∂−Y

0
)
.
)

(189)

We now perform the same steps to get insertions for C±. From Equation (179) we have

λ±C
± = −1

2
eβ∓λ±

(
∂βη + ℵβ ± τβ

)
. (190)

This term also appeared in Equation (182), so it is easy to see that

λ±C
± = −1

2
l2s
(
Λ±∂∓E ± Λ±∂∓Y

0
)
+O(6= l2s) (191)

to zeroth order in spacetime derivatives.
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7.1 Energy-momentum conservation

In Section 2 we found a quantum analog for energy-momentum conservation in Equation (20) by
examining worldsheet reparametrizations (5). The TNC action (112) is also reparametrization
invariant. In the derivation leading to Equation (20) the generating functional W was taken to
be general, such that Equation (20) also holds for the TNC case. We can then repeat the steps
that lead to Equation (39), but we should be careful that the TNC energy-momentum tensor is not
symmetric. We will thus arrive at two equations, one connecting 〈T+−〉 to 〈T−−〉 and one connecting
〈T−+〉 to 〈T++〉.

k−〈T+−〉+ k+〈T−−〉 = 0, (192)
k+〈T−+〉+ k−〈T++〉 = 0. (193)

7.2 Differential equation to get to the dilaton β-function

To get to the dilaton beta function we need to consider 〈γαβTαβ〉 and 〈C±〉 on a curved worldsheet.
This brings in complications so instead we use the following trick: We write the curved metric as a
scale factor times the flat metric, γαβ = efδαβ. This can be done because we have reparemetrization
invariance on the worldsheet. For the theory to be Weyl invariant we want the functions charac-
terizing the Weyl anomaly (T a

a and C±) to disappear regardless of what the scale factor f is. As a
minimal requirement its first variation to f should be zero. Using the path integral definition (17)
we can write this variation on the curved worldsheet as

δ

δf
〈γαβTαβ+C+λ++C−λ−〉ef δab

∣∣∣
f=0

= −
(
〈γαβTαβγ

γδTγδ〉+2〈γαβTαβC
+λ+〉+2〈γαβTαβC

−λ−〉

+ 〈(C+λ+)
2〉+ 2〈C+λ+C

−λ−〉+ 〈(C−λ−)
2〉
)
δab

. (194)

Here any derivatives of the partition function are multiplied by the first-order Weyl anomaly on a
flat worldsheet, which can be set to zero using the first-order β-functions found in [14].

Let us start with constructing the first term of Equation (194), two insertions of the trace of the
energy-momentum tensor. In lightcone coordinates this is

〈ηabTabη
cdTcd〉 =

1

4
(〈T+−T+−〉+ 2 〈T+−T−+〉+ 〈T−+T−+〉)

=
1

4

(
k2+
k2−
〈T−−T−−〉+ 2 〈T++T−−〉+

k2−
k2+
〈T++T++〉

)
,

(195)

where we made use of the energy-momentum conservation equations (192). 〈T++〉 and 〈T−−〉 are
given in Equation (188) and Equation (189). Note that the ++ and the −− insertions are very
similar, the same is true for the insertions of C+ and C−. This brings us to the idea to introduce a
tensor Mabcd

∗ which has the following action,

〈TabTcd〉Mabcd
∗ ≡

k2+
k2−
〈T−−T−−〉+ 2 〈T−−T++〉+

k2−
k2+
〈T++T++〉 . (196)

Similarly, we can combine the second and third term of Equation (194) in

〈TabCcλd〉Mabcd
∗∗ ≡

(
k−
k+

〈
T++C

+λ+

〉
+

k+
k−

〈
T−−C

+λ+

〉
+

k−
k+

〈
T++C

−λ−
〉
+

k+
k−

〈
T−−C

−λ−
〉)

.

(197)
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And finally the last three terms in Equation (194) can be written as

〈CaλbCcλd〉Mabcd
∗∗∗ ≡ 〈(C+λ+)

2〉+ 2〈C+λ+C
−λ−〉+ 〈(C−λ−)

2〉. (198)

We can then write Equation (194) as

δ

δf

〈
δS

δf

〉
ef δab

∣∣∣∣
f=0

= −1

4
Mabcd

∗ 〈TabTcd〉 −Mabcd
∗∗ 〈TabCcλd〉 −Mabcd

∗∗∗ 〈CaλbCcλd〉 . (199)

Using Equations (188), (189) and (191), the expectation values in Equation (199) can be expressed
in the quantum fields as

〈Ta′b′Tc′d′〉 = l4sK
ab
a′b′K

cd
c′d′

[ 〈
ηIJηMN∂aY

I∂bY
J∂cY

M∂dY
N
〉
+

1

2

〈
ηIJ∂aY

I∂bY
JΛc∂dE

〉
−1

2
P e
d

〈
ηIJ∂aY

I∂bY
JΛc∂eY

0
〉
+

1

16
〈Λa∂bEΛc∂dE〉+P e

b P
f
d

1

16

〈
Λa∂eY

0Λc∂fY
0
〉
−P e

d

1

8

〈
Λa∂bEΛc∂eY

0
〉 ]

.

(200)

Here we introduced the K tensor to produce the momentum factors that appeared because of
energy-momentum conservation (192), its non-zero entries are K++

++ = k−
k+

and K−−
−− = k+

k−
. Notice

that the expressions for T++ (188) and T−− (189) have the same factors in front of every term,
except for a minus sign difference at the ∂±Y

0 term. To capture this behavior the tensor P a
b is

added, which has non-zero entries P+
+ = 1 and P−

− = −1. The second term in Equation (199) can
be written out as

〈Ta′b′Ccλd〉 = −
1

2
l4sK

ab
a′b′R

e
d

[ 〈
δIJ∂aY

I∂bY
JΛc∂eE

〉
+P f

c

〈
δIJ∂aY

I∂bY
JΛf∂eY

0
〉
+
1

4
〈Λa∂bEΛc∂eE〉

+
1

4
P f
c

〈
Λa∂bEΛf∂eY

0
〉
+

1

4
P g
b

〈
Λa∂gY

0Λc∂eE
〉
+

1

4
P g
b P

f
c

〈
Λa∂gY

0Λf∂eY
0
〉 ]

. (201)

Here the R tensor is added to reverse the coordinate of the C insertion. Its non-zero entries are
R+

− = R−
+ = 1. Finally for the last term in Equation (199) we find

〈CaλbCcλd〉 =
1

4
l4sR

e
bR

g
d

[
〈Λa∂eEΛc∂gE〉+P h

c

〈
Λa∂eEΛh∂gY

0
〉
+P f

a

〈
Λf∂eY

0Λc∂gE
〉
+P f

a P
h
c

〈
Λf∂eY

0Λh∂gY
0
〉 ]

.

(202)
We have now covered any special behavior for the + and − coordinates in the tensors Kab

cd , P a
b and

Ra
b . The M tensors of Equations (196), (197) and (198) can then be written as one simple tensor

M which gives the available coordinate combinations. It has non-zero entries M++++ = M++−− =
M−−++ = M−−−− = 1, note that this is exactly the behavior of δabδcd. Taking all of this together
we find for the differential equation of Equation (199) that

δ

δf

〈
δS

δf

〉
ef δab

∣∣∣∣
f=0

= l4s

[
Sabcd

〈
δIJδMN∂aY

I∂bY
J∂cY

M∂dY
N
〉

+ Uabcd
〈
δIJ∂aY

I∂bY
JΛc∂dE

〉
+ V abce

〈
δIJ∂aY

I∂bY
JΛc∂eY

0
〉
+W abcd 〈Λa∂eEΛc∂dE〉

+Xaecf
〈
Λa∂eY

0Λc∂fY
0
〉
+ Zabce

〈
Λa∂bEΛc∂eY

0
〉 ]

,

(203)
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where

Sabcd = −1

4
δa

′b′δc
′d′Kab

a′b′K
cd
c′d′ , (204)

Uabcd = δa
′b′δc

′d′
(
−1

8
Kab

a′b′K
cd
c′d′ +

1

2
Kab

a′b′δ
c
c′R

d
d′

)
, (205)

V abce = δa
′b′δc

′d′
(
1

8
Kab

a′b′P
e
dK

cd
c′d′ +

1

2
Kab

a′b′P
c
c′R

e
d′

)
, (206)

W abcd = δa
′b′δc

′d′
(
− 1

64
Kab

a′b′K
cd
c′d′ +

1

8
Rd

d′K
ab
a′b′δ

c
c′ −

1

4
Rb

b′R
d
d′δ

a
a′δ

c
c′

)
, (207)

Xaecf = δa
′b′δc

′d′
(
− 1

64
P e
b P

f
d K

ab
a′b′K

cd
c′d′ +

1

8
P e
b P

c
c′R

f
d′K
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a′b′ −

1

4
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a′′P

c
c′R

e
bR

f
d′K
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)
, (208)

Zabce =
1

4
δa

′b′δc
′d′
(
1

8
P e
dK

ab
a′b′K

cd
c′d′ +

1

2
P c
c′R

e
d′K

ab
a′b′ +

1

2
P e
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d′K
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a′b′δ
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c′ −Rb

b′R
e
d′P

c
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d′R
e
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c
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)
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(209)

We have now reduced the problem to determining the six expectation values that appear in Equation
(203). These can be found by inserting the terms inside the expectation value brackets in diagrams
generated by the actions of Section 6. As we saw for the bosonic string, the dilaton beta function
contains the contributions that are proportional to the spacetime Ricci scalar. These result from
terms that have no background fields associated with them. Examining the actions in the flat
index expansion we see that all terms in (161) are proportional to the background field Xµ

0 or λ±.
Consequently, we only have to consider the actions (162) and (160).

8 Dilaton β-function Feynman diagrams

We now have all the ingredients to start calculating the dilaton β-function. In Equation (203)
we saw that it consists of six different combinations of insertions. We will see that a Λa∂bE in-
sertion is much the same as a Λa∂bY

0 insertion. For this reason it is easier to consider some
of these insertions simultaneously. We have subdivided this section into a subsection covering〈
ηIJηMN∂aY

I∂bY
J∂cY

M∂dY
M
〉
, a subsection covering diagrams with insertions of the form of〈

ηIJ∂aY
I∂bY

JΛc∂dA
〉

and lastly a subsection covering diagrams having insertions of the form
〈Λa∂bAΛc∂dB〉. Here A and B are either E or Y 0. As there are a lot of complicated integrals,
they are listed in Appendix C

8.1
〈
ηIJηMN∂aY

I∂bY
J∂cY

M∂dY
M
〉

diagrams

Let us start with the quadruple Y expectation value
〈
ηIJηMN∂aY

I∂bY
J∂cY

M∂dY
M
〉
. We will

consider the three topologies of Figure 7, 9 and 10. We expect that for any of these three diagram
forms there will be multiple diagrams in the TNC case. This is because we are dealing with two
extra fields here (Λa and E). As we saw in Section 6.1, a Y field can propagate to another Y -field
or to a Λ-field, furthermore the vertices in the actions of Equation (160) and (162) contain terms
where a Λ-field is coupled to multiple Y -fields. We then get additional diagrams where we swap
certain Y -lines of the diagrams of Figures 7, 9 and 10 by a Λ. This can either happen in an internal
line, or in an external line connecting a vertex to the insertion. Note that Y -Y propagator is only
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q + p

q

l + p

l

∂cY
X∂dY

ZηXZ∂aY
U∂bY

V ηUV

Figure 14: Diagram contributing to the expectation value
〈
ηIJηMN∂aY

I∂bY
J∂cY

M∂dY
M
〉
. The

Y -fields are inserted at the crosses. The solid lines stand for a Y -Y propagator, whose form
is found in Equation (170). The dot in the middle represents a vertex with vertex factor
−Ersmne

r
Ie

s
Je

m
MenNY IY J∂aY

M∂aY N .

between spatial Y i fields, whereas the Y -Λ propagator connects a Λa to a Y 0. The Y -Y insertion
that we want to compute here does not mix the components of the Y -fields, as it contracts the Y
fields with the flat metric ηUV . Therefore it is impossible to have one of the two inserted Y -fields
on one insertion propagate into a Λ-field while the other remains a Y -field. Either both Y -fields
propagate into a Λ-field and the inserted Y -fields are only the Y 0 component or none of the Y -fields
change and the inserted Y -fields are only the spatial Y i component. We are now ready to examine
the three diagram shapes of Figure 7, 9 and 10 and see which diagrams we can form with the TNC
fields.

The infinity shaped diagram of Figure 7 has one vertex involving four quantum fields. In the fourth
order action (162) there are two terms that can form such a vertex. One involves four Y fields
and the other couple a Λ field to three Y fields, but since we cannot have only one inserted Y -field
propagate to a Λ, this last vertex will not appear in diagrams. The only diagram of this shape that
can be formed is given in Figure 14. This diagram is the same as in the Riemannian case (Figure
7) except that the vertex now contains an extra term involving the derivative of the spatial metric,
which can be traced back to the fact that the covariant derivative is no longer metric compatible.

Next, we turn to diagrams with the shape of Figure 9. These diagrams have two third order vertices.
For these we look at S

(1)
3 in Equation (160). This action features one vertex combining three Y

fields and one vertex combining two Y fields with a Λ-field. Consider first the case where none
of the inserted Y fields flip to a Λ. We could then have two triple Y vertices with an internal
Y -Y propagator, see Figure 15. Another option is one Y Y Λ-vertex, one Y Y Y -vertex and a Y − Λ
propagator connecting the two. This diagram is shown in Figure 16. Note that a symmetry factor
of 2 appears here as both vertices can be interchanged. Finally we have the case where both vertices
have two Y -fields and one Λ-field, shown in Figure 17. The internal line connecting the vertices is
then a Λ-Λ propagator.

Because Λa can only propagate to Y 0 and Y 0 can only propagate back to a Λa the only diagram
where the inserted Y -fields flip to Λ-fields directly is the one in Figure 18

We now turn to diagrams with the shape of the diagram in Figure 10, just as the previous diagrams
these feature two 3-point vertices of either three Y -fields or two Y -fields and a Λ-field. Here it is not
possible to let any of the inserted Y -fields flip to a Λ-field as its partner on the lower leg is directed
connected to another Y Y -insertion. The only place where we can add Λ-fields is on the internal
lines connecting the two vertices. Let us start with a diagram where all of the fields are Y -fields,
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l + p q + p

ql

l − q∂aY
U∂bY

V ηUV

−(γef ∇̊kh̄mn + 1
3ε

efHkmn)e
k
Ie

m
J enNY I∂eY

J∂fY
N

∂cY
X∂dY

ZηXZ

−(γgh∇̊rh̄st +
1
3ε

ghHrst)e
r
Re

s
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t
TY

R∂gY
S∂hY

T

Figure 15: Contribution to the expectation value
〈
ηIJηMN∂aY

I∂bY
J∂cY

M∂dY
M
〉

with only Y prop-
agators. To find the expectation value we insert ∂aY

I∂bY
JηIJ twice into a second order diagrams

composed of the vertices and propagators determined in Section 6.

l + p q + p

ql

∂aY
U∂bY

V ηUV

−1
4

√
2ΦΛe(γ

efhmn + εefFmn)e
m
I enJY

I∂fY
J

∂cY
X∂dY

ZηXZ

−(γgh∇̊rh̄st +
1
3ε

ghHrst)e
r
Re

s
Se

t
TY

R∂gY
S∂hY

T

l − q

Figure 16: One of the vertices now features a Λ, which then flips to a Y -field through the Y -Λ
propagator (171). The diagram should be multiplied by 2 for symmetry because the Λ could also
be on the lower half of the inner propagator..

l + p q + p

ql

l − q∂aY
U∂bY

V ηUV

−1
4

√
2ΦΛe(γ

efhmn + εefFmn)e
m
I enJY

I∂fY
J

∂cY
X∂dY

ZηXZ

−1
4

√
2ΦΛg(γ

ghhrs + εghFrs)e
r
Re

s
SY

R∂hY
S

Figure 17: Now both of the vertices have a Λ-field.
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l + p q + p

ql

∂aY
U∂bY

V ηUV

−1
4

√
2ΦΛe(γ

efhmn + εefFmn)e
m
I enJY

I∂fY
J

∂cY
X∂dY

ZηXZ

−1
4

√
2ΦΛg(γ

ghhrs + εghFrs)e
r
Re

s
SY

R∂hY
S

l − q

Figure 18: The Y 0 part of the inserted Y -fields can flip to a Λa (171). Because the Y Y insertion
does not mix the Y fields the other inserted Y -field also only has the Y 0 component. This Y 0 can
then only flip to Λa (171). This double flip can be on any of the two Y Y insertions, but not on
both as the vertices in action (160) have at most one Λ-field. The diagram should be multiplied by
two to account for this symmetry.

l + p l + p

∂aY
U∂bY

V ηUV

−(γef ∇̊kh̄mn + 1
3ε

efHkmn)e
k
Ie

m
J enNY I∂eY

J∂fY
N

l + q + p
−(γgh∇̊rh̄st +

1
3ε

ghHrst)e
r
Re

s
Se

t
TY

R∂gY
S∂hY

T

∂cY
X∂dY

ZηXZ

l

q

Figure 19: Diagram contributing to the expectation value
〈
ηIJηMN∂aY

I∂bY
J∂cY

M∂dY
M
〉

with
only Y fields. This diagram is similar to the diagram of Figure 10 of the Riemannian bosonic
string, but here the vertices also feature a derivative of the spatial metric, which was not present
in the Riemannian case because there the covariant derivative was metric compatible.

this is shown in Figure 19. Next we consider one Λ-field appearing in the small loop, as shown in
Figure 20. The Λ-field can be on any of the four internal legs of the loop, thus a symmetry factor
of 4 appears. If we then add a second Λ-field to the small loop there are two options. It should be
on the other vertex, but it can go to the line connecting to the first Λ-field or to the opposite side.
These diagrams are shown in Figures 21 and 22 respectively.

Having constructed all the diagrams contributing to
〈
ηIJηMN∂aY

I∂bY
J∂cY

M∂dY
M
〉

we can now
start computing the corresponding Feynman integrals. The strategy will mostly be the same as
for the Riemannian bosonic string; the derivatives put momentum factors in the numerator of
an integral. The propagators provide the denominators. In general for two-loop diagrams these
integrals will be too difficult to solve right away because there are too many denominators. By
rewriting the momenta in the numerator in terms of the terms of the denominator we try to simplify
the integral. Separately there are contractions between the TNC fields, as these diagrams contribute
to the dilaton β-function these contractions form spacetime scalars. There are not too many scalar
terms that can be formed this way, for example in the Riemannian case there were only four:
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l + p l + p

∂aY
U∂bY

V ηUV

−1
4

√
2ΦΛe(γ

efhmn + εefFmn)e
m
I enJY

I∂fY
J

l + q + p
−(γgh∇̊rh̄st +

1
3ε

ghHrst)e
r
Re

s
Se

t
TY

R∂gY
S∂hY

T

∂cY
X∂dY

ZηXZ

l

q

Figure 20: Now we put a Λ-field on one of the legs of the small loop. There are four options, hence
a symmetry factor of 4.

l + p l + p

∂aY
U∂bY

V ηUV

−1
4

√
2ΦΛe(γ

efhmn + εefFmn)e
m
I enJY

I∂fY
J

l + q + p
−1

4

√
2ΦΛg(γ

ghhrs + εghFrs)e
r
Re

s
SY

R∂hY
S

∂cY
X∂dY

ZηXZ

l

q

Figure 21: Now we put a second Λ-field on one of the legs of the small loop. The option shown here
has the two Λ-fields connecting with a Λ-Λ propagator (172). There is a symmetry factor of 2.

l + p l + p

∂aY
U∂bY

V ηUV

−1
4

√
2ΦΛe(γ

efhmn + εefFmn)e
m
I enJY

I∂fY
J

l + q + p
−1

4

√
2ΦΛg(γ

ghhrs + εghFrs)e
r
Re

s
SY

R∂hY
S

∂cY
X∂dY

ZηXZ

l

q

Figure 22: Lastly there is the option to put the two Λ-fields on opposite sides in the small loop,
such that they connect with a Y -field of the other vertex. There is a symmetry factor of 2.
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The spacetime Ricci scalar R, the square of the Kalb-Ramond field H2 and two ways to put two
spacetime derivatives on the dilaton: (∇ · φ) and ∇2φ.Schematically Figure 14 can be represented
by the following integral,

− i6(2π)4
l2s
4π

∫
dnl

∫
dnq

la(l + p)b(q + p)cpd
l2q2(l + p)2(q + p)2

δUV δXZφ
URφV SφXQφZPErsmne

r
Ie

s
Je

m
MenN

[
− δIRδ

J
Sδ

M
Q δNP q · (q + p)− δIRδ

J
Sδ

N
Q δMP q · (q + p) + δIRδ

M
S δJQδ

N
P q · (l + p) + . . .

]
, (210)

where the dots represent the other 21 ways to place the vertex Y -fields. The E-tensor was defined
in Equation (150). Each insertion has a delta tensor connecting two legs. The Y -Y propagator was
just a delta tensor in the Riemannian case, but as we found in Equation (170), in the TNC case it
has a different tensorial structure: φIJ ≡ ηIJ + δI0δ

J
0 = δIJ − δI0δ

J
0 . Each set of derivatives brings

down at most two factors of the loop momenta l or q, so at most we have one-loop integrals with
four momentum factors in the numerator. This is still covered by the integrals of Appendix B.1,
the only problem being that there are 12 different momentum configurations and thus 12 different
integrals to compute. We will first simplify the tensor contractions a bit to see if we can reduce this.
After some algebra we find that an insertion with two connecting propagators combines into an
easier result; ηUV φ

UIφV J = φIJ . The vertex involves four spatial vielbeins, which contract with the
φIJ of the insertion plus propagator contraction. This contraction happens in the 24 possibilities of
taking all vertex leg configurations into account. In general φIJerIe

s
J = hrs + er0e

s
0 ≡ h̃rs. This h̃rs

then contracts with the E-tensor appearing in the vertex. From Equation (150) we see that Ersmn is
symmetric in its last two indices. When it is contracted with two symmetric rank-2 tensors there are
only two distinct terms that can be formed. We can then group the 24 terms appearing in Equation
(210) in terms that have the contraction Eklmnh̃

klh̃mn ≡ E1 or the contraction Eklmnh̃
kmh̃ln ≡ E2.

This gives two different integrals, one that is proportional to E1 and another that is proportional
to E2,

− 16π3l2s

∫
dnl

∫
dnq

la(l − p)b(q − p)cqd
l2q2(p− l)2(q − p)2

[
E1

(
q2 + l2 − q · p− l · p

)
+ p2E2

]
. (211)

These integrals are fourth order in their tensor loop momenta at most, we can thus use the formulas
of Appendix B.1 to calculate them.7 To make reporting the Weyl anomaly clear we will write these
diagrams in terms of integrals J , which we then move to Appendix C to be calculated there. The
diagram of Figure 14 can then be represented by

− 16π3l2s

(
E1J

E1
14 + E2J

E2
14

)
. (212)

Next, we move to the second diagram, Figure 15. Again we have to take all vertex leg configurations
into account: We get different momentum factors depending on which fields the derivatives in the
vertices act and contracting both vertices with each other gives different results depending on how
the indices are permuted. Note that we do not get any terms combining Hijk with ∇̊ih̄jk as there
will always be a contraction between a symmetric part and an antisymmetric part. This diagram
is much the same as that of Figure 9. There we first used Equation (66) to rewrite the epsilon
tensors. Secondly, we wrote contractions among the momenta coming from the vertices in terms of
propagators to be able to cancel some of the propagators and to be able to calculate the integral

7In the Riemannian case we were careful with keeping track of the tadpole integral S ≡
∫
dnll−2. In Appendix

B.1 we note that this integral is either infinite or zero. Any term proportional to S will thus either be zero, or stick
around until the end and be removed by a counterterm. Because of this, no finite results will ever arise from terms
proportional to S. For this reason we will no longer take terms proportional to S into account; effectively we put S
to zero.



8 DILATON β-FUNCTION FEYNMAN DIAGRAMS 44

using expressions from Appendix B. By going through these same steps for the diagram of Figure
15 we can express it as

(2π)5
(

ls
4π

)2

h̃uvh̃wxh̃yz
∫

dnl

∫
dnq

la(l + p)b(q + p)cqd
l2(l + p)2(l − q)2(q + p)2q2

{
− 2∇̊zh̄vw∇̊uh̄yx

[
(l − q)4 +

(
(l + p)2

− (q + p)2
)(
l2 − q2

)
− (l − q)2

(
(l + p)2 + l2 + (q + p)2 + q2

)]
− ∇̊uh̄zw∇̊vh̄yx

[
− 3(l − q)4

− 3(l + p)2l2 + l2(q + p)2 + (l + p)2q2 − 3(q + p)2q2 + (l − q)2
(
(l + p)2 + l2 + (q + p)2 + q2

)]
+ f(n)HuwyHvxz

[
(l − q)4 +

(
(l + p)2 − (q + p)2

)
(l2 − q2)− (l − q)2

(
(l + p)2 + l2 − 2p2 + (q + p)2 + q2

)]}
.

(213)

This looks complicated but any terms where only one denominator of either l or q remains can be
dropped straight away by the arguments of footnote 7. We are then left with only two distinct
integrals, one where (l− q)2 gets canceled and we are left with two separate one-loop integrals and
one where either q2(l + p)2 or l2(q + p)2 is canceled. Note that these two give the same result as
the rest of the integral is symmetric under exchange of l and q.8 The integral then simplifies to

2π3l2s h̃
uvh̃wxh̃yz

(
∇̊uh̄zw∇̊vh̄yxJ

∇h
15 + ∇̊zh̄vw∇̊uh̄yxJ

∇h∗
15 +HuwyHvxzJ

H2

15

)
, (214)

with the J integrals written out in Appendix C

After taking all vertex configurations into account we find the following integral expression for the
diagram of Figure 16,

8π3l2s
1

Φ
(∇̊sh̄tu − ∇̊uh̄st)h

ruυ̂sυ̂t
(
arJ

∇h·a
16 − erJ

∇h·e
16

)
. (215)

Here we have written out h̃rs = hrs + er0e
s
0 and subsequently used er0 = − υ̂r

√
2Φ

, which can be seen
from Equation (154). We then made some simplifications by using the twistless torsion condition
Fmnh

mrhns = 0 as well as twistless torsion of the h field, hrmhrshmn = 0. This last condition is a
result from a different β-function, found in [14]. We then defined the acceleration as ≡ υ̂tFts and
the electric field es ≡ υ̂thts.

Next we turn to the diagram of Figure 17. There two vertices involve a Λ-field, which have a
Λ-Λ propagator connecting them (172). The diagram can be represented by the following integral
expression,

4l2sπ
3huv

[
auavJ

a2

17 + euevJ
e2

17 + 2auevJ
a·e
17

]
. (216)

The last diagram of this form is given in Figure 18. After rearranging the momentum terms we find
the following integral expression for it,

π3l2sh
uv
[
4euevJ

e2

18 + auavJ
a2

18 − 4auevJ
a·e
18

]
. (217)

The next diagram to consider is in Figure 19. After taking all possible momentum configurations and
rearranging the momentum contractions we find the following integral expression for this diagram,

2π3l2s h̃
wxh̃uvh̃yz

(
3∇̊uh̄zw∇̊vh̄yx − 2∇̊zh̄vw∇̊uh̄yx + f(n)HuwyHvxz

)
J19. (218)

8For this symmetry to hold one needs the diagram to be symmetric under exchange of abcd ↔ dcba. This is the
case when the diagram is contracted Sabcd (204), which is mirror symmetric.
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The next diagram is in Figure 20, after reordering all the contractions we have

π3 8

Φ
l2sh

swυ̂tυ̂v
(
∇̊th̄vw − ∇̊wh̄tv

)[
asJ

a·∇̊h
20 − 2esJ

e·∇̊h
20

]
. (219)

Moving on, the diagram in Figure 21 has the following integral expression,

− 8π3l2sh
rs
[
auavJ

a2

21 + euevJ
e2

21 − 4auevJ
a·e
21

]
. (220)

The final diagram contributing to
〈
ηIJηMN∂aY

I∂bY
J∂cY

M∂dY
M
〉

is given in Figure 22. After
rearranging we find the following integral expression for it,

π3l2sh
xy
[
axayJ

a2

22 − exeyJ
e2

22

]
. (221)

We can combine all nine of these diagrams into a final result〈
ηIJηMN∂aY

I∂bY
J∂cY

M∂dY
M
〉
= π3l2s

{
−16E1J

E1
14 −16E2J

E2
14 +h̃uvh̃wxh̃yz∇̊uh̄zw∇̊vh̄yx

(
2J∇h

15 +6J19

)
+ h̃uvh̃wxh̃yz∇̊zh̄vw∇̊uh̄yx

(
2J∇h∗

15 − 4J19

)
+ h̃uvh̃wxh̃yzHuwyHvxz

(
2JH2

15 + 2f(n)J19

)
+

1

Φ
(∇̊sh̄tu−∇̊uh̄st)h

ruυ̂sυ̂tar

(
8J∇h·a

16 +8Ja·∇̊h
20

)
+

1

Φ
(∇̊sh̄tu−∇̊uh̄st)h

ruυ̂sυ̂ter

(
−8J∇h·e

16 −16J e·∇̊h
20

)
+huvauav

(
4Ja2

17+Ja2

18−8Ja2

21+Ja2

22

)
+huveuev

(
4J e2

17+4J e2

18−8Ja2

21−J e2

22

)
+huveuav

(
8Ja·e

17 −4Ja·e
18 +32Ja·e

21

)}
.

(222)

8.2
〈
ηIJ∂aY

I∂bY
JΛc∂dE

〉
and

〈
ηIJ∂aY

I∂bY
JΛc∂dY

0
〉

diagrams

We now turn to the second expectation value in Equation (203):
〈
ηIJ∂aY

I∂bY
JΛc∂dE

〉
. The E-

field can only propagate to a Λ-field (173), so this limits the possibilities. Before we go into the
possible diagrams note that diagrammatically there is a very small difference between an inserted
E-field and an inserted Y 0-field. Both can only propagate to a Λ-field, this means that atleast
the layout of the diagrams will be exactly the same, regardless of whether we insert an E-field or a
Y 0-field. The only difference between the two is their propagator with Λ, the Y 0-Λ propagator (169)
is 8πi 1

k2
εabk

b, whereas the E-Λ (173) propagator is −8πi 1
k2
γabk

b. To save some time we will draw
general diagrams for

〈
ηIJ∂aY

I∂bY
JΛc∂dA

〉
, where the A field is either E or Y 0. In the Feynman

integrals we use a new worldsheet tensor ωab for the E-Λ propagator, where ωab = εab for the Y 0-Λ
propagator and ωab = −γab for the E-Λ propagator.

We will again consider the three diagram shapes of Figure 7, 9 and 10 one by one. The only diagram
contributing to

〈
ηIJ∂aY

I∂bY
JΛc∂dA

〉
in the shape of Figure 7 is given in Figure 23. For diagrams

in the shape of Figure 9 there are two options. The inserted A-field has to propagate to a Λ-field,
this fixes the possibilities for the lower vertex. The upper vertex is either all Y -fields (Figure 24),
or it can have one Λ-field, which can be either connected to the inserted Λ (Figure 25), or it can
be on the inner line (Figure 26). It cannot propagate to the Y Y -insertion because then the other
Y -field would also have to turn into a Λ-field, which is not possible here.

Next we move to diagrams of the shape of Figure 10. Because there is one line connecting the two
insertions, the options are very limited. We cannot have the A-field on this line because A can only
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∂aY
U∂bY

V ηUV

l + p

l

q + p

Λc∂dE

q

Figure 23: Diagram contributing to
〈
ηIJ∂aY

I∂bY
JΛc∂dE

〉
. The vertex in the middle has vertex

factor − l2s
4π

1
6

√
2ΦΛa

(
γab∇̊rhsm + εab∇̊rFsm

)
erIe

s
Je

m
MY IY J∂bY

M . A straight line is a propagating
Y -field, a wiggly line a Λa-field and a dashed line is an A-field, which is either E or Y 0.

l + p q + p

ql

∂aY
U∂bY

V ηUV

−(γef ∇̊kh̄mn + 1
3ε

efHkmn)e
k
Ie

m
J enNY I∂eY

J∂fY
N

Λc∂dE

−1
4

√
2ΦΛg(γ

ghhrs + εghFrs)e
r
Re

s
SY

R∂hY
S

l − q

Figure 24

l + p q + p

ql

∂aY
U∂bY

V ηUV

−1
4

√
2ΦΛe(γ

efhmn + εefFmn)e
m
I enJY

I∂fY
J

Λc∂dE

−1
4

√
2ΦΛg(γ

ghhrs + εghFrs)e
r
Re

s
SY

R∂hY
S

l − q

Figure 25
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l + p q + p

ql

∂aY
U∂bY

V ηUV

−1
4

√
2ΦΛe(γ

efhmn + εefFmn)e
m
I enJY

I∂fY
J

Λc∂dE

−1
4

√
2ΦΛg(γ

ghhrs + εghFrs)e
r
Re

s
SY

R∂hY
S

l − q

Figure 26

l + p l + p

∂aY
U∂bY

V ηUV

−1
4

√
2ΦΛe(γ

efhmn + εefFmn)e
m
I enJY

I∂fY
J

l + q + p
−1

4

√
2ΦΛg(γ

ghhrs + εghFrs)e
r
Re

s
SY

R∂hY
S

Λc∂dE

l

q

Figure 27: Note that because we want the E-field to go on the leg connecting to the vertex, we
have to flip the diagram. So in this the d and a parts connect to the small loop and b and c are on
the lower leg.

propagate to Λ. The only option is to place the inserted Λ on the line connecting the two insertions.
Because Λ only propagates to Y 0 and the Y Y -insertion does not mix up the components of Y , the
other Y -field of this insertion also only has its 0 component, such that it can only propagate to a
Λ. The inserted A-field also has to propagate to a Λ-field and this fixes the internal lines, as the
vertices already have the maximum amount of Λ terms. The resulting diagram is given in Figure
27. We have now drawn all diagrams contributing to

〈
ηIJ∂aY

I∂bY
JΛc∂dA

〉
, we will express them

in Feynman integrals below.

The diagram in Figure 23 can be represented by the integral

π3l2s
32

3
υ̂mh̃rs

[
∇̊rhsmJ∇h

23 (ω) + ∇̊rFsmJ∇F
23 (ω)

]
, (223)

with the J integrals are given in Appendix C.

Figure 24 can be represented by the integral expression

4π3

Φ
(∇̊vh̄xy − ∇̊yh̄vx)l

2
sh

uyυ̂vυ̂x
[
auJ

∇h·a
24 (ω) + 2euJ

∇h·e
24 (ω)

]
. (224)

We then turn to Figure 25, which can be represented by the following expression

− 8π3l2sh
vx
[
2evexJ

e2

25(ω) + avaxJ
a2

25 (ω)− 2avexJ
a·e
25 (ω)

]
. (225)



9 〈ΛA∂BEΛC∂DE〉,
〈
ΛA∂BEΛC∂DY

0
〉

AND
〈
ΛA∂BY

0ΛC∂DY
0
〉

DIAGRAMS 48

The diagram of Figure 26 can be represented as

8π3l2sh
xy
[
exeyJ

e2

26(ω) + axayJ
a2

26 (ω) + axeyJ
a·e
26 (ω)

]
. (226)

The last diagram to contribute to
〈
ηIJ∂aY

I∂bY
JΛc∂dE

〉
and

〈
ηIJ∂aY

I∂bY
JΛc∂dY

0
〉

is given in
Figure 27, its contribution is

8π3l2sh
xy
(
exeyJ

e2

27(ω) + axayJ
a2

27 (ω) + J e·a
27 (ω)exay

)
. (227)

In total we have

〈
ηIJ∂aY

I∂bY
JΛc∂dE

〉
= π3l2s

{
32

3
υ̂mh̃rs∇̊rhsmJ∇h

23 (−γ) + 32

3
υ̂mh̃rs∇̊rFsmJ∇F

23 (−γ)

+
4

Φ
(∇̊vh̄xy − ∇̊yh̄vx)h

uyυ̂vυ̂xauJ
∇h·a
24 (−γ) + 8

Φ
(∇̊vh̄xy − ∇̊yh̄vx)h

uyυ̂vυ̂xeuJ
∇h·e
24 (−γ)

+ hvxevex

(
− 16J e2

25(−γ) + 8Je2

26(−γ) + 8J e2

27(−γ)
)
+ hvxavax

(
− 8Ja2

25 (−γ) + 8Ja2

26 (−γ) + 8Ja2

27 (−γ)
)

+ hvxavex

(
16Ja·e

25 (−γ) + 8Ja·e
26 (−γ) + +J e·a

27 (−γ)
)}

(228)

and

〈
ηIJ∂aY

I∂bY
JΛc∂dY

0
〉
= π3l2s

{
32

3
υ̂mh̃rs∇̊rhsmJ∇h

23 (ε) +
32

3
υ̂mh̃rs∇̊rFsmJ∇F

23 (ε)

+
4

Φ
(∇̊vh̄xy − ∇̊yh̄vx)h

uyυ̂vυ̂xauJ
∇h·a
24 (ε) +

8

Φ
(∇̊vh̄xy − ∇̊yh̄vx)h

uyυ̂vυ̂xeuJ
∇h·e
24 (ε)

+ hvxevex

(
− 16J e2

25(ε) + 8Je2

26(ε) + 8J e2

27(ε)
)
+ hvxavax

(
− 8Ja2

25 (ε) + 8Ja2

26 (ε) + 8Ja2

27 (ε)
)

+ hvxavex

(
16Ja·e

25 (ε) + 8Ja·e
26 (ε) + +J e·a

27 (ε)
)}

. (229)

9 〈Λa∂bEΛc∂dE〉,
〈
Λa∂bEΛc∂dY

0
〉

and
〈
Λa∂bY

0Λc∂dY
0
〉

diagrams

As was noted in the previous section, E and Y 0 behave very much the same in a Feynman diagram.
The only difference is in the E − Λ/Y 0 − Λ propagator, this difference be contained in a tensor
ωab which is −γab for the E-field and εab for the Y 0-field. We will draw general 〈Λa∂bAΛc∂dB〉
diagrams and compute all three of the expectation values from those. There are four diagrams that
contribute to 〈Λa∂bAΛc∂dB〉. These are given in Figures 28, 29, 30, 31 and 32.

Figure 28 can be represented as

− 32π3l2sh
xy
(
exeyJ

e2

28(ωA, ωB) + axayJ
a2

28 (ωA, ωB) + acxeyJ
a·e
28 (ωA, ωB)

)
. (230)

After taking all momentum contractions into account, it turns out that the diagram of Figure 29 is
always zero by footnote 7. Regardless of whether the A and B field are E or Y 0; there is always a
q propagator cancelling, meaning we get a tadpole diagram with no finite contribution.
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〉

DIAGRAMS 49

l + p q + p

ql

Λa∂bA

−1
4

√
2ΦΛe(γ

efhmn + εefFmn)e
m
I enJY

I∂fY
J

Λc∂dB

−1
4

√
2ΦΛg(γ

ghhrs + εghFrs)e
r
Re

s
SY

R∂hY
S

l − q

Figure 28: Diagram contributing to 〈Λa∂bEΛc∂dE〉 for {A,B} = {E,E}, to
〈
Λa∂bEΛc∂dY

0
〉

for
{A,B} = {E, Y 0} and to lyly for {A,B} = {Y 0, Y 0}. The only difference between an E-field and
a Y 0-field is in the propagator, which has a −γab for E and a εab for Y 0.

l + p l + p

Λa∂bA

−1
4

√
2ΦΛe(γ

efhmn + εefFmn)e
m
I enJY

I∂fY
J

l + q + p
−(γgh∇̊rh̄st +

1
3ε

ghHrst)e
r
Re

s
Se

t
TY

R∂gY
S∂hY

T

Λc∂dB

l

q

Figure 29

l + p l + p

Λa∂bA

−1
4

√
2ΦΛe(γ

efhmn + εefFmn)e
m
I enJY

I∂fY
J

l + q + p
−1

4

√
2ΦΛg(γ

ghhrs + εghFrs)e
r
Re

s
SY

R∂hY
S

Λc∂dB

l

q

Figure 30
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l + p l + p

Λa∂bA

−1
4

√
2ΦΛe(γ

efhmn + εefFmn)e
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I enJY

I∂fY
J

l + q + p
−1

4

√
2ΦΛg(γ

ghhrs + εghFrs)e
r
Re

s
SY

R∂hY
S

Λc∂dB

l

q

Figure 31: This diagram has a symmetry factor of 2.

l + p l + p

Λa∂bA

−1
4

√
2ΦΛe(γ

efhmn + εefFmn)e
m
I enJY

I∂fY
J

l + q + p
−1

4

√
2ΦΛg(γ

ghhrs + εghFrs)e
r
Re

s
SY

R∂hY
S

Λc∂dB

l

q

Figure 32

The diagram of Figure 30 can be expressed by

− 64π3l2sh
xy
(
exeyJ

e2

30(ωA, ωB) + axayJ
a2

30 (ωA, ωB) + axeyJ
a·e
30 (ωA, ωB). (231)

We can express the diagram of Figure 31 as

− 64π3l2sh
xy
(
exeyJ

e2

31(ωA, ωB) + axayJ
a2

31 (ωA, ωB) + axeyJ
a·e
31 (ωA, ωB)

)
. (232)

Figure 32 has the following integral expression

64π3l2sh
uv
(
euevJ

e2

32(ωA, ωB) + auavJ
a2

32 (ωA, ωB) + euavJ
a·e
32 (ωA, ωB)

)
. (233)

These integrals simplify considerably when taking ω to be γ or ε. For this reason they are reported
separately in Appendix C.

In total we have

〈Λa∂bEΛc∂dE〉 = 32π3l2s

{
hxyexey

(
− J e2

28(−γ,−γ)− 2J e2

31(−γ,−γ)
)

+ axayh
xy
(
− Ja2

28 (−γ,−γ)− 2Ja2

31 (−γ,−γ) + 2Ja2

32 (−γ,−γ)
)

+ axeyh
xy
(
− Ja·e

28 (−γ,−γ)− 2Ja·e
30 (−γ,−γ)− 2Ja·e

31 (−γ,−γ)
)}

, (234)
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〈
Λa∂bEΛc∂dY

0
〉
= 32π3l2s

{
hxyexey

(
− J e2

28(−γ, ε)− 2J e2

30(−γ, ε)− 2J e2

31(−γ, ε)
)

+ axayh
xy
(
− Ja2

28 (−γ, ε)− 2Ja2

30 (−γ, ε)− 2Ja2

31 (−γ, ε) + 2Ja2

32 (−γ, ε)
)

+ axeyh
xy
(
− Ja·e

28 (−γ, ε)− 2Ja·e
30 (−γ, ε)− 2Ja·e

31 (−γ, ε) + 2Ja·e
32 (−γ, ε)

)}
(235)

and

〈
Λa∂bY

0Λc∂dY
0
〉
= 32π3l2s

{
hxyexey

(
− J e2

28(ε, ε)− 2J e2

30(ε, ε)− 2J e2

31(ε, ε) + 2J e2

32(ε, ε)
)

+ axayh
xy
(
− Ja2

28 (ε, ε)− 2Ja2

30 (ε, ε)− 2Ja2

31 (ε, ε) + 2Ja2

32 (ε, ε)
)

+ axeyh
xy
(
− Ja·e

28 (ε, ε)− 2Ja·e
30 (ε, ε)− 2Ja·e

31 (ε, ε)
)}

. (236)

10 Results

We can now take Equation (222), (228), (229), (234), (235) and (236) together to find the right-hand
side of Equation (203). To this end we have to contract all the tensorial integrals with their corre-
sponding tensor S, U , V , W , X or Z. We will denote an integral J contracted with a tensor T as JT .

δ

δf

〈
δS

δf

〉
ef δab

∣∣∣∣
f=0

= π3l2s

{
− 16E1J

E1
14 S − 16E2J

E2
14 S + h̃uvh̃wxh̃yz∇̊uh̄zw∇̊vh̄yx

(
2J∇h

15 S + 6J19 S

)
+ h̃uvh̃wxh̃yz∇̊zh̄vw∇̊uh̄yx

(
2J∇h∗

15 S − 4J19 S

)
+ h̃uvh̃wxh̃yzHuwyHvxz

(
2JH2

15 S + 2f(n)J19 S

)
+

1

Φ
(∇̊sh̄tu − ∇̊uh̄st)h

ruυ̂sυ̂tar

(
8J∇h·a

16 S + 8Ja·∇̊h
20 S + 4J∇h·a

24 U (−γ) + 4J∇h·a
24 U (ε)

)
+

1

Φ
(∇̊sh̄tu − ∇̊uh̄st)h

ruυ̂sυ̂ter

(
− 8J∇h·e

16 S − 16J e·∇̊h
20 S + 8J∇h·e

24 U (−γ) + 8∇h·e
24 V (ε)

)
+huvauav

(
4Ja2

17 S+Ja2

18 S−8Ja2

21 S+Ja2

22 S−8Ja2

25 U (−γ)+8Ja2

26 U (−γ)+8Ja2

27 U (−γ)−8Ja2

25 V (ε)+8Ja2

26 V (ε)

+8Ja2

27 V (ε)−32Ja2

28W (−γ,−γ)−64Ja2

31W (−γ,−γ)+64Ja2

32W (−γ,−γ)−32Ja2

28 Z(−γ, ε)−64Ja2

30 Z(−γ, ε)

− 64Ja2

31 Z(−γ, ε) + 64Ja2

32 Z(−γ, ε)− 32Ja2

28X(ε, ε)− 64Ja2

30X(ε, ε)− 64Ja2

31X(ε, ε) + 64Ja2

32X(ε, ε)
)

+ huveuev

(
4J e2

17 S + 4J e2

18 S − 8Ja2

21 S − J e2

22 S − 16J e2

25 U (−γ) + 8Je2

26 U (−γ) + 8J e2

27 U (−γ)− 16J e2

25 V (ε)

+ 8Je2

26 V (ε) + 8J e2

27 V (ε)− 32J e2

28W (−γ,−γ)− 64J e2

31W (−γ,−γ)− 32J e2

28 Z(−γ, ε)− 64J e2

30 Z(−γ, ε)

− 64J e2

31 Z(−γ, ε)− 32J e2

28X(ε, ε)− 64J e2

30X(ε, ε)− 64J e2

31X(ε, ε) + 64J e2

32X(ε, ε)
)
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+huveuav

(
8Ja·e

17 S−4Ja·e
18 S+32Ja·e

21 S+16Ja·e
25 U (−γ)+8Ja·e

26 U (−γ)++J e·a
27 U (−γ)+16Ja·e

25 V (ε)+8Ja·e
26 V (ε)

+J e·a
27 V (ε)−32Ja·e

28W (−γ,−γ)−64Ja·e
30W (−γ,−γ)−64Ja·e

31W (−γ,−γ)−32Ja·e
28 Z(−γ, ε)−64Ja·e

30 Z(−γ, ε)

− 64Ja·e
31 Z(−γ, ε) + 64Ja·e

32 Z(−γ, ε)− 32Ja·e
28X(ε, ε)− 64Ja·e

30X(ε, ε)− 64Ja·e
31X(ε, ε)

)
+

32

3
υ̂mh̃rs∇̊rhsm

(
J∇h
23 U (−γ) + J∇h

23 V (ε)
)
+

32

3
υ̂mh̃rs∇̊rFsm

(
J∇F
23 U (−γ) + J∇F

23 V (ε)
)}

. (237)

Now we certainly do not want to write this down a second time, so let us write

δ

δf

〈
δS

δf

〉
ef δab

∣∣∣∣
f=0

=M (238)

for now. We may not be able to solve all of the integrals inM, but we know that they are worldsheet
scalars and have momentum dimension 2. The only option is that they are proportional to p2. In
section 3 we saw that in position space p2 becomes −�δ(ξ). We then have an equation of the form

δ

δf

〈
δS

δf

〉
= −M�δ(ξ). (239)

We did not write this down explicitly, but all of the TNC spacetime scalars appearing in M are
in Fourier space. We never bothered to compute these TNC fields in Fourier space as we will just
just transform them back into momentum space here. By performing the same steps as we did in
Equation (54) and (60) to solve this differential equation we get〈

δS

δf

〉
= −M�f. (240)

We then use equation (15) to write the D’Alembertian of the scale factor as the worldsheet Ricci
scalar, 〈

δS

δf

〉
=

1

2
M√γRγ . (241)

Looking back at Equation (174) we find that the two-loop contribution of the action (117) to the
dilaton β-function is given by

βφ =
1

2
M, (242)

now to get the full form of βφ one needs to consider term coming from the dilaton action itself, as
well as possible terms involving higher order energy-momentum insertions. In section 11 we discuss
how these two kinds of contributions can be found.

Putting βφ to zero along with the other β-functions in Equation (174), ensures that the TNC string
is Weyl invariant at the quantum level. Putting each β function to zero gives six different equations
of motion. The first five of these were found in [14]

hrs∇ras + hrsaras =2hrseres + 2hrsar∇sφ,

R(mn) −
1

4
Hrs(mHn)twh

rthsw + 2∇(m∇n)φ =htqh̄q(m∇n)at +
1

2
aman + erh

rsυ̂tτ(mHn)ts

+
1

2

(
e2(2Φτmτn − h̄mn)− emen

)
− a2Φτmτn,

1

2
hrs∇rHsmn − hrpHpmn∇rφ =htqh̄q[m∇n]et + υ̂rτ[m∇n]er − a[men] −

1

2
arh

rsHsmn

+
(
υ̂t∇tφ−

1

2
∇tυ̂

t
)
hmn.
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Here we have reintroduced the covariant derivative ∇ and Ricci tensor of the standard TNC con-
nection (92). The conditionM = 0 should not be independent of the above equations. This can be
seen from the fact that we can only βφ for a curved worldsheet. The physics, however, should be
independent of the worldsheet. After calculating all the integrals comprisingM we thus expect that
the boxed equations already give the information coming from the condition M = 0. Calculating
the precise form of the equation of motion ensuing from setting βφ to zero, is thus a good way to
check the validity of the results found in [14].

11 Discussion and future work

We have found all of the diagrams that contribute to the dilaton β-function and we have expressed
them in two-loop integrals. About one-third of these integrals can be calculated using the standard
integrals of Appendix B.1. Now the other integrals have terms where only one propagator power
gets canceled. To compute these we need to extend the list of Equation 269 through 273 with the
standard integrals I2[lalblcldle, αβ] and I2[lalblcldlelf , α, β], where this notation means

I2[lalblcldlelf , α, β] =

∫
dnl

lalblcldlelf
l2α(p− l)2β

. (243)

We discuss the feasibility of finding these standard integrals at the start of Appendix C, where we
conclude that in principle it should not be too difficult. We make the estimate that one should
diagonalize a 72 dimensional matrix to find I2[lalblcldlelf , α, β]. On a first look there do appear
to be some integrals in Appendix C where not even one denominator power can be canceled, an
example is integral Ja·e

25 in Equation (315). One would then have to construct a (0,8) tensorial
standard integral. There are however not that many terms where not even one denominator gets
canceled. It could be that on a more careful examination of these few terms they turn out to vanish
by, for example, symmetry arguments.

A different approach to solving the integrals of Appendix C is to construct standard three-point
integrals

I3[T (l), α, β, γ] =

∫
dnl

T (l)

l2α(p− l)2β(r − l)2γ
, (244)

where T (l) is some tensorial structure of the loop momentum l, and p and r are external momenta.
This has the advantage that rewriting the numerator to cancel denominator terms is not needed.
Any two-loop integral that we encounter in Appendix C can be expressed in these standard 3-point
integrals right away. However, we have not been able to solve even the most basic integral of this
form, where we have T (l) = 1 and r = 1

2p. Links to the literature on massless 2-dimensional three-
point functions and attempts to calculate this scalar integral are discussed in Appendix B.2. Even
if one would find the scalar integral, then finding tensorial integrals from that is more complicated
then for the two-point function. This is because one now has two external momenta, so more ways
to distribute the Lorentz indices of a tensorial integral over combinations of the metric γab and the
external momenta pa and rb. Even if one were to compute all this it is still preferred to cancel
numerators terms against denominators so as to avoid having to use the standard (0,8) tensorial
integral I3[lalblcldlelf lglh, α, β, γ]. For the above reasons, we do not recommend using three-point
functions to calculate the two-loop integrals of Appendix C. One does need three-point integrals for
calculating diagrams that have three external lines, such as the diagram of Figure 4. These diagrams
also show up in some of the other TNC β-functions, but (as has been done in [14]) these β-functions
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can also be calculated by using operator product expansions instead of Feynman diagrams. One
would then only need three-point Feynman diagrams when calculating higher-order corrections to
these β-functions.

Once all of the integrals of Appendix C have been calculated on has to remove any divergences in
them. On a first look only diagrams of the form of Figure 14 are convergent. The others can have
O( 1

ε2
) divergences. To remove these divergences one needs to construct counterterm diagrams. For

the Riemannian bosonic string, there was only one counterterm diagram (Figure 11), but for the
TNC case, we expect that there are many more.

There are two more kinds of terms that contribute to the dilaton β-function that we have not
examined in this thesis. First of all, there are the first-order corrections coming from the dilaton
action, such as the diagram in Figure 13 for the Riemannian bosonic string. These should be
relatively straightforward to calculate as the dilaton action has the same form for the TNC string
as for the Riemannian bosonic string.

The second class of diagrams that should be considered are terms that involve higher-order spacetime
derivatives in the background field expansion of the Weyl anomaly, such as the diagram in Figure 12
for the Riemannian bosonic string. In our present approach we dropped any terms in the background
field expansions of the energy-momentum tensor (183) and C± (191). For the Riemannian bosonic
string, the only term in the background field expansion of T++ that is higher in spacetime derivatives
is the one involving the dilaton appearing in the diagram of Figure 12. However, here we could
also have terms showing up with spacetime derivatives on the vielbeins, so this could generate some
extra diagrams.

When the entire form of the dilaton β-function is found it can be compared to the other β-functions
which were found in [14]. As shown in Equation (174), the dilaton β-function is proportional to the
worldsheet Ricci scalar Rγ , which vanishes for the flat worldsheet. For this reason, we expect that
dilaton β-function is not independent of the other β-functions, as the spacetime equations of motion
should be independent of the worldsheet. A different approach to get the O(α′) contributions to the
dilaton β-function was undertaken at the same time as this thesis. There the TNC bosonic string
was described in the framework of double field theory and an expression for the dilaton β-function
was found. Once all integrals have been found it would be a good check on both methods to compare
the results.

A slightly different version of Newton-Cartan strings is also studied, known as string Newton-Cartan
theory. In [24] the β-functions for the Weyl anomaly of this theory are found. It would be interesting
to compare the ensuing equations of motion with the ones that can be found from computing the
full form of βφ (242) combined with the equations of motion found in [14].

Once the TNC spacetime equations of motion have been found and checked by the various meth-
ods described above, one can start working with these equations, for example, in the context of
holography.
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A Conventions

For index conventions we use

• α, β (first letters of greek alphabet) for curved worldsheet indices

• a, b (first letters of roman alphabet) for flat worldsheet indices

• µ, ν etc. for curved spacetime indices

• k, m, n etc. for spatial spacetime indices

• I, J for flat spacetime indices

• g, h, i, j for flat spatial spacetime indices

The Riemann tensor is defined in the usual way, one can contract two of its indices to find the Ricci
tensor,

Rµν = Rλ
µλν . (245)

When using zweibeins, the following convention is used

e
(α
+ e

β)
− = −γαβ, e[α+ e

β]
− = −εαβ. (246)

We use the following convention for the Levi-Civita symbol: ε01 = 1, from which it follows that in
lightcone coordinates: ε−+ = 2 and ε+− = −2.
We use the metric signature: -+++

The worldsheet has time coordinate τ and spatial coordinate σ. Lightcone coordinates are defined
by

σ± = τ ± σ. (247)

Conformal coordinates on the worldsheet are defined by

z = −τ + σ , z̄ = τ + σ. (248)

In Feynman diagrams a derivative of an outgoing momentum gives a minus sign.

B Dimensional regularization integrals

B.1 One-loop, two-point integrals

A one-loop diagram means we have one internal loop where we integrate over all values of its
momenta. Two-point diagram means we are looking at a diagram with two external lines and
thus, via momentum conservation, only one external momentum. Consider the following one-loop
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Feynman integral with two external lines and some arbitrary numerator f(l) dependent on the loop
momentum l, we denote this integral by

I2[f(l), α, β] ≡
∫

d2l
f [l]

l2α(p− l)2β
. (249)

Let us start with the scalar integral

I2[1, α, β] =

∫
dnl

1

l2α(p− l)2β
. (250)

By dividing all terms in the numerator and the integral measure by the external momentum p and
scaling the loop momentum by l/p→ l the integral can be made dimensionless, which can then be
solved in terms of hypergeometric functions[25],

I2[1, α, β] = (p2)n/2−α−βΠ(n)G(n, α, β), (251)

where
G(n, α, β) =

Γ(n2 − α)Γ(n2 − β)Γ(α+ β − n
2 )

Γ(α)Γ(β)Γ(n− α− β)
and Π(n) =

(2π)2

(4π)n/2
. (252)

In the following we will simplify notation by writing I2[f(l), 1, 1] = I2[f(l)] as we will not need
general denominator powers until we get to two-loop calculations.
The tensor integrals can be written in terms of this scalar integral using Veltman-Passarino reduction
[26]. The idea is to note that by Lorentz invariance, a rank (0, k) tensorial integral I2[la1 ...lak ]
should be proportional to all possible distinct combinations of the two Lorentz tensors we have at
our disposal, namely the external momentum pa and the worldsheet metric γab. Each combination
gets an unknown variable, we can then contract both sides with the same tensorial combinations of
the external momentum pa and the inverse metric γab. This gives m equations for the m unknown
variables, which we can then solve for the unknown variables. By contracting I2[la1 ...lak ] with
combinations of pa and γab we encounter integrals like I2[l · p] and I2[l

2]. Integrals of the first type
can be rewritten using (l · p) = 1

2(−(p− l)2 + l2 + p2),

I2[l · p] =
1

2

(
−
∫

dnl
1

l2
+

∫
dnl

1

(p− l)2
+ p2I2[1]

)
. (253)

The first two integrals are the same upon shifting the loop momentum, such that they cancel each
other. The last term is the scalar integral of Equation (251). Integrals with just one denominator
like I2[l

2] can always be shifted in the loop momentum to obtain something proportional to

I2[l
2] =

∫
dnl

1

l2
, (254)

which obeys the following identity in dimensional regularization[25, 27]

I2[l
2] =

∫
1

l2
= 2i

πn/2+1

Γ(n/2)
δ(ε/2) ≡ S(ε/2). (255)

The δ divergence here seems to a problem, but as we will see below, we will only encounter this in
the combination εδ(ε) which is zero as xδ(x) = 0 for all x. To simplify notation we write S(ε/2) = S
below, in the two-loop case we will encounter an S(ε) term.
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To illustrate the above described method of Veltman-Passarino reduction consider the integral
I2[lalb]. By Lorentz invariance it has to be proportional to γab and papb,

I2[lalb] =

∫
d2l

lalb
l2(p− l)2

= aγab + bpapb. (256)

We know contract once with γab and once with papb. This gives the following two relations,

an+ bp2 = I2[l
2] = S, (257)

ap2 + bp4 = I2[(l · p)2]. (258)

The integral involving (l · p)2 can be found by writing expressing l · p as denominator powers as in
Equation (253),

I2[(l · p)2] =
1

2

(
− I2[(l · p)(p− l)2] + I2[(l · p)l2] + p2I2[l · p]

)
=

1

2
p2S +

1

4
p4I2[1].

(259)

To get to the second line Equations (253) and (255) were used. We can now determine a and b in
terms of the known integrals S and I2[1]. This method has been repeated up to fourth order in
numerator powers, the results are

I2[la] =
1

2
paI2[1], (260)

I2[l · p] =
1

2
p2I2[1], (261)

I2[(l · p)2] =
1

2
p2S +

1

4
p4I2[1], (262)

I2[lalb] =
nI2[1]p

2 + 2S(n− 2)

4(n− 1)p2
papb +

2S − I2[1]p
2

4(n− 1)
γab, (263)

I2[(p · l)3] =
3

4
p4S +

1

8
p6I2[1], (264)

I2[lalblc] =
(
3

n− 2

4p2(n− 1)
S +

n+ 2

8(n− 1)
I2[1]

)
papbpc +

2S − p2I2[1]

8(n− 1)
p{aγbc}, (265)

I2[(l · p)4] =
1

16
p8I2[1] +

7

8
p6S, (266)

I2[lalblcld] =
1

16(n2 − 1)

(
(2 + n)(4 + n)p2I2[1] + 2(n− 2)(8 + 7n)S

p2
papbpcpd (267)

+p2(p2I2[1]− 2S)γ{abγcd} − (n+ 2)(p2I2[1]− 2S)p{apbγcd}

)
.

Here A{a1...am} denotes the sum of all symmetrically different combinations of the indices a1...an.
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The above are only valid for α = 1 and β = 1. For general α and β we have the following results

I2[l · p, α, β] =
1

2
p2I2[1, α, β] +

1

2
I2[1, α− 1, β]− 1

2
I2[1, α, β − 1], (268)

I2[la] =
1

2
pa

(
I2[1, α, β] +

1

p2
I2[1, α− 1, β]− 1

p2
I2[1, α, β − 1], (269)

I2[(l · p)m, α, β] =
1

2

(
− I2[(l · p)m−1, α, β − 1] + I2[(l · p)m−1, α− 1, β] + p2I2[(l · p)m−1, α, β]

)
,

(270)

I2[lalb, α, β] =
1

(n− 1)p2

{nI2[(l · p)2, α, β]− p2I2[1, α− 1, β]

p2
papb +

(
p2I2[1, α− 1, β]− I2[(l · p)2, α, β]

)
γab

}
,

(271)

I2[lalblc, α, β] =
1

(n− 1)p4

{(
(n+ 2)I2[(l · p)3, α, β]− 3I2[l · p, α− 1, β]p2

)papbpc
p2

+
(
I2[l · p, α− 1, β]p2 − I2[(l · p)3, α, β]

)
p{aγbc}

}
, (272)

I2[lalblcld, α, β] =
1

(n2 − 1)p8

{
p2
(
(n+ 3)I2[(l · p)2, α− 1, β]p2 − (n+ 2)I2[(l · p)4, α, β]

−I2[1, α− 2, β]p4
)
p{apbγcd} + p4

(
I2[1, α− 2, β]p4 − 2I2[(l · p)2, α− 1, β]p2 + I2[(l · p)4, α, β]

)
γ{abγcd}

+
(
− 6(n+ 2)I2[(l · p)2, α− 1, β]p2 + (n+ 2)(n+ 4)I2[(l · p)4, α, β] + 3I2[1, α− 2, β]p4

)
papbpcpd

}
.

(273)

When considering two-loop integrals we will often encounter the following integral∫
dnl

∫
dnq

la(l + p)b(q + p)cqd
(l + p)2(l − q)2q2

. (274)

We can perform the q integral first: we then consider l as the external momentum and use Equation
(260) and (263) to write this integral as

I2[1]p
2(1+ε/2)

∫
dnl

la(l − p)b
(p− l)2l2(1+ε/2)

( n

4(n− 1)
lcld −

l2

4(n− 1)
γcd +

1

2
pcld

)
. (275)

These are all just one-loop integrals with different values for the α power of the l2 denominator of
Equation (250). We thus find∫

dnl

∫
dnq

la(l + p)b(q + p)cqd
(l + p)2(l − q)2q2

= I2[1]p
2(1+ε/2)

( n

4(n− 1)
I2[la(l − p)blcld, 1 +

ε

2
, 1]

− 1

2
pcI2[la(l − p)bld, 1 +

ε

2
, 1]− 1

4(n− 1)
I2[la(l − p)b,

ε

2
, 1]γcd

)
. (276)

B.2 three-point integral

In Figure 4 we have a one-loop integral with three external lines. In general such a diagram would
have as scalar integral

I3[1] ≡
∫

dnl
1

l2(l + p1)2(l + p2)2
. (277)
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However, this scalar integral is more complicated to solve than the 2-point scalar integral (251).
In [28] an analytic expression for this integral is given in terms of the Appell F4 function. Such a
function is hard to implement in Mathematica because it is not a basic function. One then has to
work with infinite sums of which it is a question if they even converge. For these reasons, we have
chosen to not treat 3-point diagrams in this thesis. Luckily, for the dilaton β-function they are not
needed.

B.3 Sunset integrals

The integrals of chapter 3 are solved using these integrals. Later on, for the treatment of TNC
diagrams, we will take a more direct approach to solve two-loop integrals, as done for example in
Equation (276). The only nontrivial two-loop diagram that we encounter in Section 3 is the so-called
sunset diagram,

Is[f(l, q)] =

∫
d2l

∫
d2q

f(l, q)

l2q2(p− l − q)2
. (278)

We now have two-loops, and thus two independent loop momenta, l and q. The external momentum
is given by p. We again start with the scalar version of this, this can be solved by performing the
integrals separately

Is[1] =

∫
d2l

1

l2

∫
d2q

1

q2(p− l − q)2
. (279)

Note that the integral over q is just the one-loop scalar integral, but with external momentum p− l.
We can solve it using Equation (251) to find

Is[1] = Π(n)G(n, 1, 1)

∫
d2l

1

l2(p− l)2(1+ε/2)
= Π(n)2G(n, 1, 1)G(n, 1, 1 + ε/2)

1

(p2)2−n/2
. (280)

Here the second denominator has a power 2(1+ ε/2) instead of the usual 2. Luckily Equation (251)
already covers general denominator powers, such that we can easily find the answer in terms of
gamma functions. Integrals with tensorial loop momenta in the numerator can be found using the
same method, they all reduce to the one-loop integrals of the previous section. The integrals that
we will encounter are

Is[laqb] = ΠG

(
1

p2(1+ε)
ΠG′ n− 2

8(n− 1)
− n− 2

4(n− 1)p2
S(ε)

)
papb + γ terms, (281)

Is[lalbqc] = ΠG

[
n− 2

16(n− 1)

ΠG′

p2(1+ε)
− n− 2

8(n− 1)

S(ε)

p2

]
papbpc + γ terms, (282)

Is[lalbqcqd] =
n2(n− 2)

32(n− 1)(n2 − 1)

[
n

2

Π2GG′

p2(1+ε)
+ (n− 2)

S(ε/2)ΠG

p2(1+ε/2)
+ n

ΠGS(ε)

p2

+2(n− 2)
S(ε/2)2

p2

]
papbpcpd + γ terms. (283)

Where G = G(n, 1, 1) and G′ = G(n, 1, 1 + ε/2). The metric dependent terms are omitted as we
will only encounter integrals with a ++++ signature.
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Is[laqb] = p2(1+ε/2)I2[1]I2[1, 1, 1 + ε/2]
( n− 2

8(n− 1)
papb −

p2

4(n− 1)
γab

)
, (284)

Is[lalbqc] = I[1]I[1, 1, 1 + ε/2]p2(1+ε/2)
[ n− 2

16(n− 1)
papbpc +

p2

16(n− 1)

(
paγbc + pbγac − pcγab

)]
,

(285)

−I[1]p2(1+ε/2) S(ε)

8(n− 1)

[(n− 2)

p2
papbpc + paγbc + pbγac − pcγab

]
Is[lalbqcqd] = I2[1, 1, 1 + ε/2]p2(1+ε/2)

[ n

4(n− 1)
I2[lalb(p− l)c(p− l)d, 1, 1 + ε/2]− 1

4(n− 1)
I2[lalb, 1, ε/2]γcd

]
+

2S

4(n− 1)
I2[lalb(p− l)c(p− l)d]. (286)

Here I2[1] ≡ I2[1, 1, 1] as defined in Equation (251). We could simplify Is[lalbqcqd] further by
substituting Equations from Appendix B.1, but it is easier to write it like this in Mathematica
directly.

C TNC Feynman integrals

This lists all of the integrals needed to compute the TNC dilaton β-function. In this treatment, any
integrals that are zero by footnote 7 are already dropped. Apart from the two integrals coming from
Figure 14 and Figure 23 (which give two independent one-loop integrals straight away) all integrals
have five denominators and eight momentum factors in the numerator. These momentum factors
can be the loop momenta l and q, or the external momenta p. It is always a good start to write these
momentum factors in terms of the denominators, such that some cancellations occur. Since there
are always four momenta in the denominator carrying an external Lorentz index, we can cancel at
most two denominators with this method. An integral where two denominators are canceled can
almost always easily be solved, either because the denominator coupling the two-loop momenta gets
canceled, or because we can write it in the form of Equation (276). When only one denominator
gets canceled, one of the integrals can be solved, and the remaining integral can be written in terms
of only two denominators to an arbitrary power. As we can handle any general denominator power
α and β with the standard integrals of Equations (269), (271), (272) and (273) this can then in
theory be solved. However, because we only canceled two of the eight numerator momentum factors
the second integral can contain terms that have six factors of the same loop momentum. This
is a problem because our standard integrals only go to four numerator loop momentum factors.
We could extend these standard integrals, but the amount of terms needed quickly adds up. A
rough estimate for the standard integral I2[lalblcldle] is that there are 26 different combinations of
combining pa and γab. For I2[lalblcldlelf ] this adds up to 76 different combinations. Now, most of
these factors have the same coefficient in front of them by symmetry arguments such that it should
not be too much work to determine them. Diagonalizing a 72×72 matrix might be the hard part of
this.

For the above reasons, we have tried to write part of the numerators of the integrals listed above in
terms of denominator powers. For some integrals, this greatly simplifies the expression, but later
on when we have more index mixing because of Λ-fields the expressions get very big. The integrals
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can then be reported more compactly if we do not write out any worldsheet contractions and only
perform the spacetime contractions to find the spacetime scalars contributing to the Weyl anomaly.

By lack of flat worldsheet indices (the first eight letters of the Latin alphabet), we started using greek
indices in some of the integrals below. This does not mean that these represent curved worldsheet
coordinates, all of the worldsheet indices below represent flat worldsheet coordinates.

C.1
〈
ηIJηMN∂aY

I∂bY
J∂cY

M∂dY
M
〉

integrals

JE1
14 =

∫
dnl

∫
dnq

la(l − p)b(q − p)cqd
l2q2(p− l)2(q − p)2

(
q2 + l2 − q · p− l · p

)
, (287)

JE2
14 =

∫
dnl

∫
dnq

la(l − p)b(q − p)cqd
l2q2(p− l)2(q − p)2

p2. (288)

J∇h∗
15 =

∫
dnl

∫
dnq

la(l + p)b(q + p)cqd
l2(l + p)2(l − q)2(q + p)2q2

[
− 2(l − q)4 + 2l2(1 + p)2

]
, (289)

J∇h
15 =

∫
dnl

∫
dnq

la(l + p)b(q + p)cqd
l2(l + p)2(l − q)2(q + p)2q2

[
− 3(l − q)4 + 2l2(1 + p)2

]
, (290)

JH2

15 = f(n)

∫
dnl

∫
dnq

la(l + p)b(q + p)cqd
l2(l + p)2(l − q)2(q + p)2q2

[
(l − q)2

(
(l − q)2 − p2

)
− 2l2(q + p)2

]
. (291)

(292)

J∇h·a
16 = f(n)(n− 1)

∫
dnl

∫
dnq

la(l + p)b(q + p)cqd
l2(l + p)2q2(q + p)2(l − q)2

l2(q + p)2, (293)

J∇h·e
16 =

∫
dnl

∫
dnq

la(l + p)b(q + p)cqd
l2(l + p)2q2(q + p)2(l − q)2

εef (peqf + lepf + leqf )(l
2 − q2). (294)

Ja2

17 = f(n)

∫
dnl

∫
dnq

la(l + p)b(q + p)cqd
l2(l + p)2(l − q)2q2(q + p)2

{
(n− 2)(l − q)2

(
(l − q)2 + 2p2

)
+ l2(q + p)2 + q2(l + p)2

}
,

(295)

J e2

17 =

∫
dnl

∫
dnq

la(l + p)b(q + p)cqd
l2(l + p)2(l − q)2q2(q + p)2

{
− (l − q)2

(
(l − q)2 + 2p2

)
+ l2(q + p)2 + q2(l + p)2

}
,

(296)

Ja·e
17 =

∫
dnl

∫
dnq

la(l + p)b(q + p)cqd
l2(l + p)2(l − q)2q2(q + p)2

εef
{
(l2 − q2)leqf +

(
(l + p)2 + l2 − (q + p)2 − q2

)
leqf

+(l2 − q2)peqf

}
. (297)
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J e2

18 = f(n)

∫
dnl

∫
dnq

la(l + p)b(q + p)cqd
q2l2(q + p)2(l + p)2(l − q)2

{
((l − q)4 + 2(l − q)2p2 − l2(q + p)2 − (l + p)2q2

}
,

(298)

Ja2

18 = f(n)2
∫

dnl

∫
dnq

la(l + p)b(q + p)cqd
q2l2(q + p)2(l + p)2(l − q)2

{
4(l − q)4 − 4(n− 2)(l − q)2p2 − (n− 2)

[
(l + p)4

−2(l + p)2
(
(q + p)2 + q2

)
+ (l2 − q2)

(
l2 + p2 − 2((q + p)2 + q2

)]}
, (299)

Ja·e
18 = f(n)

∫
dnl

∫
dnq

la(l + p)b(q + p)cqd
q2l2(q + p)2(l + p)2(l − q)2

εef
{
peqf

(
2(l − q)2 − (l + p)2 + l2 + p2 − 2q2

)
+(lepf + 2leqf )

(
2(l − q)2 + p2 − (q + p)2 − q2

)}
. (300)

J19 =

∫
dnl

∫
dnq

la(l + p)b(l + p)cld
l2q2(l + q + p)2

, (301)

Ja·∇̊h
20 = f(n)(n− 1)

∫
dnl

∫
dnq

la(l + p)b(l + p)cld
l2q2(l + q + p)2

, (302)

J e·∇̊h
20 =

∫
dnl

∫
dnq

la(l + p)b(l + p)cld
l2q2(l + p)2(l + q + p)2

εfeqe(lf + pf ). (303)

J e2

21 =

∫
dnl

∫
dnq

la(l + p)b(l + p)cld
l2q2(l + q + p)2

, (304)

Ja2

21 = f(n)J e2

21, (305)

Ja·e
21 =

∫
dnl

∫
dnq

la(l + p)b(l + p)cld
l2(l + p)2q2(l + q + p)2

εef (le + pe)qf . (306)

J e2

22 = f(n)

∫
dnl

∫
dnq

la(l + p)b(l + p)cld
l2q2(l + q + p)2

, (307)

Ja2

22 = f(n)(5n− 6)J e2

22. (308)

C.2
〈
ηIJ∂aY

I∂bY
JΛc∂dA

〉
integrals

J∇h
23 (ω) = ωfgεce

∫
dnl

∫
dnq

la(l + p)bqdqg
l2(l + p)2q2(q + p)2

[
2qfp

e + 3pfp
e + 3pfq

e + 2qfq
e
]
, (309)

J∇F
23 (ω) = ωfgεceεhf

∫
dnl

∫
dnq

la(l + p)bqdqg
l2(l + p)2q2(q + p)2

[
3peqh + 3qeph + 2peqh + 2qeqh

]
. (310)

here ωfg is −γfg for the Λc∂dE insertion and ωfg = εfg for the Λ∂dY
0 insertion.
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J∇h·a
24 (ω) = f(n)

∫
dnl

∫
dnq

la(l + p)bqd
l2(l + p)2(l − q)2(q + p)2q2

[
2(l − q)4 + (l − q)2p2 + (l + p)2

(
2(l + p)2

−p2 + (q + p)2 + q2
)
qeωce + 2

(
(l + p)2 − (l − q)2

)
qcqeqgω

ge − 2
(
(l − q)2 − (l + p)2

)(
peqcqfω

ef

−2lcqg
(
pfω

fg + qfω
gf
)]
, (311)

J∇h·e
24 (ω) =

∫
dnl

∫
dnq

la(l + p)bqd
l2(l + p)2(l − q)2(q + p)2q2

[(
l − q)2 − (l + p)2

)
qg
(
2le
(
qf εcgωef + pf εcfωeg

)
−qf

(
qeεcgωfe + peεceωgf

))]
. (312)

J e2

25(ω) =

∫
dnl

∫
dnq

la(l + p)bqd
l2(l + p)2(l − q)2q2(q + p)2

qe(qc((l − q)2 − (l + p)2 − (q + p)2) + 2lc(q + p)2

+pc((l − q)2 − (l + p)2 + (q + p)2))(2lhωhe − qhωeh), (313)

Ja2

25 (ω) =

∫
dnl

∫
dnq

f(n)la(l + p)bqd
l2(l + p)2(l − q)2q2(q + p)2

{
qhωch(q + p)4 − 2(l + p)2qhωch(q + p)2 − 2l2qhωch(q + p)2

+p2qhωch(q + p)2 − 2pcq
hqeωeh(q + p)2 − 2qhqcq

eωeh(q + p)2 + 8lcl
eqfωef (q + p)2 + 4lcp

eqfωef (q + p)2

+2qhqcq
fωfh(q + p)2 − 4lcq

eqfωfe(q + p)2 + 2phqe(pc(3(l − q)2 + l2 − q2) + qc(3(l − q)2 + l2

−(q + p)2 − q2))ωhe + 2lhqe(qc(2(l − q)2 − 2(l + p)2 + p2 − (q + p)2 − q2) + pc(2(l − q)2 − 2(l + p)2 + p2

+(q + p)2 − q2))ωhe + 2(l − q)2pcq
hqeωeh + 4(l + p)2pcq

hqeωeh + 2l2pcq
hqeωeh − 2pcp

2qhqeωeh

+2(l − q)2qhqcq
eωeh + 4(l + p)2qhqcq

eωeh + 2l2qhqcq
eωeh − 2p2qhqcq

eωeh

}
, (314)

Ja·e
25 (ω) =

∫
dnl

∫
dnq

la(l + p)bqd
l2(l + p)2(l − q)2q2(q + p)2

(qe(phqf (2(pc + qc)q
gεhg + (q + p)2εch)ωfe

+qh((−2lc(q + p)2 − pc((l − q)2 − (l + p)2 + (q + p)2) + qc(−(l − q)2 + (l + p)2 + (q + p)2))εefω
f
h

−qf (q + p)2εcfωeh)) + 2lh(−2leqf ((q + p)2εce + (pc + qc)q
gεeg)ωhf − 2lepf (pc + qc)q

gεefωhg

+qe(qf ((q + p)2εcfωhe + ((pc + qc)q
gεhg + (q + p)2εch)ωfe) + (qc((l − q)2 − (l + p)2 − (q + p)2)

+2lc(q + p)2 + pc((l − q)2 − (l + p)2 + (q + p)2))εhfω
f
e) + peqf ((pc + qc)q

g(εheω(−g,−f)− 2εegωhf )

−(q + p)2εceωhf ))). (315)

Je2

26(ω) =

∫
dnl

∫
dnq

la(l + p)bqd
l2(l + p)2(l − q)2q2(q + p)2

εcαε
eβωgγ(l − q)βqγ(p

α + qα)(l + 2p+ q)e(2l − q)g

(316)

Ja2

26 (ω) =

∫
dnl

∫
dnq

la(l + p)bqd
l2(l + p)2(l − q)2q2(q + p)2

εcαε
eβωgγ(l − q)βqγ(p

α + qα)
[
2lf (2ph + qh)εehεgf .

+εef εgh

(
2lf lh − qh(lf + 2pf + qf )

)]
, (317)

Ja·e
26 (ω) =

∫
dnl

∫
dnq

la(l + p)bqd
l2(l + p)2(l − q)2q2(q + p)2

εcαε
eβωgγ(l − q)βqγ(p

α + qα)
(
(lf + qf

+2pf )(2l − q)gεef + εgf (l
e + 2pe + q2(2lf − qf ). (318)
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J e2

27 =

∫
dnl

∫
dnq

(l + p)alb(l + p)d
q2(l + q + p)2(l + p)4l2

εcδε
eαωgβlδ(l + p)α(l + p)β(l + q + 2p)e(2l − q)g, (319)

Ja2

27 =

∫
dnl

∫
dnq

(l + p)alb(l + p)d
q2(l + q + p)2(l + p)4l2

εcδε
eαωgβlδ(l + p)α(l + p)β

[
4lfph + 2lfqh + lhlf

−lhqf − 2phqf − qhqf
]
εehεgf , (320)

J e·a
27 =

∫
dnl

∫
dnq

(l + p)alb(l + p)d
q2(l + q + p)2(l + p)4l2

εcδε
eαωgβlδ(l + p)α(l + p)β

[
(lf + qf + 2pf )(2l − q)gεef

+(l + q + 2p)e(2l
f − qf )εgf

]
. (321)

(322)

C.3 〈Λa∂bAΛc∂dB〉 integrals

J e2

28 =

∫
dnl

∫
dnq

(l + p)bqdl
α(l + p)γ(p

β + qβ)qδ
(l2(l + p)2(l − q)2q2(q + p)2

εaαεcβω
eγ
A ωgδ

B (l − 2q − p)e(2l − q)g, (323)

Ja2

28 =

∫
dnl

∫
dnq

(l + p)bqdl
α(l + p)γ(p

β + qβ)qδ
(l2(l + p)2(l − q)2q2(q + p)2

εaαεcβω
eγ
A ωgδ

B

[
− 2lf (ph + 2qh)εehεgf

+
(
lf (2lh − qh) + qh(pf + 2qf )

)
εef εgh

]
, (324)

Ja·e
28 =

∫
dnl

∫
dnq

(l + p)bqdl
α(l + p)γ(p

β + qβ)qδ
(l2(l + p)2(l − q)2q2(q + p)2

εaαεcβω
eγ
A ωgδ

B

[
(lf − pf − 2qf )(2lg − qg)εef

+(le − pe − 2qe)(2lf − qf )εgf

]
. (325)

J e2

30(ωA, ωB) =

∫
dnl

∫
dnq

(l + p)bldl
α(lβ + pβ)

l2(l + p)4(l + q + p)2q2
(
γgc(l + p)2 − (l + p)c(l + p)g

)
×ωA

eβω
B
aα(l

e + 2qe + pe)(lg + 2qg + pg), (326)

Ja·e
30 (ωA, ωB) =

∫
dnl

∫
dnq

(l + p)bldl
α(lβ + pβ)

l2(l + p)4(l + q + p)2q2
(
γgc(l + p)2 − (l + p)c(l + p)g

)
ωA
eβω

B
aα

×(l + 2q + p)f

[
(lg + 2qg + pg)εef + (le + 2qepe)εgf

]
, (327)

Ja2

30 (ωA, ωB) =

∫
dnl

∫
dnq

(l + p)bldl
α(lβ + pβ)

l2(l + p)4(l + q + p)2q2
(
γgc(l + p)2 − (l + p)c(l + p)g

)
ωA
eβω

B
aα

×
[(
lfph + 2(l + p)fqh

)
εehεgf +

(
lf (l + p)h + pfph + 2(l + 2q + p)fqh

)
εef εgh, (328)

where its good to note that these integrals simplify considerably when the inserted fields are both
an E-field. We then have Ja2

30 (−γ,−γ) = 0, J e2
30(−γ,−γ) = 0 and

Ja·e
30 (−γ,−γ) = 2

∫
dnl

∫
dnq

(l + p)bld
l2(l + p)2(l + q + p)2q2

(l + p)f (l + 2q + p)cqgε
fg. (329)
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J e2

31 =

∫
dnl

∫
dnq

(l+)bldl
γ(lα + pα)(lδ + pδ)qβ

q2(l + q + p)2(l+)4l2
ωA
eαω

B
aγεcδε

gβ(le + 2qe + pe)(2l + 2p+ q)g, (330)

Ja·e
31 =

∫
dnl

∫
dnq

(l+)bldl
γ(lα + pα)(lδ + pδ)qβ

q2(l + q + p)2(l+)4l2
ωA
eαω

B
aγεcδε

gβ
[
(l + 2q + p)f (2l + 2p+ q)gε

ef

+(le + pe + 2qe)(2l + 2p+ q)f ε
gf
]
, (331)

Ja2

31 =

∫
dnl

∫
dnq

(l+)bldl
γ(lα + pα)(lδ + pδ)qβ

q2(l + q + p)2(l+)4l2
ωA
eαω

B
aγεcδε

gβ
[
2
(
lfph + 2(lf + pf )qh

)
εehεgf

+
(
2lf l

h + 2(l + p)fp
h + (l + p+ 2q)fq

h
)
εef εgh

]
. (332)

Ja2

32 (−γ,−γ) =
∫

dnl

∫
dnq

(l + p)b(l + p)d
q2(l + q + p)2l2

(lalc + γacl
2), (333)

J e2

32(−γ,−γ) = 0, (334)
Ja·e
32 (−γ,−γ) = 0, (335)

Ja2

32 (−γ, ε) =
∫

dnl

∫
dnq

(l + p)b(l + p)d
q2(l + p)4(l + q + p)2l2

(lalc + γacl
2)
[
leqf ε

ef
(
(l + p)2 − l2 + p2

)
−peqf

(
(l + p)2 + l2 − p2

)]
, (336)

J e2

32(−γ, ε) = 0, (337)

Ja·e
32 (−γ, ε) =

∫
dnl

∫
dnq

(l + p)b(l + p)d
q2(l + q + p)2l2

(lalc + γacl
2), (338)

Ja2

32 (ε, ε) = (2− n)f(n)

∫
dnl

∫
dnq

(l + p)b(l + p)d
q2(l + q + p)2l2

(lalc + γacl
2), (339)

J e2

32(ε, ε) =

∫
dnl

∫
dnq

(l + p)b(l + p)d
q2(l + q + p)2l2

(lalc + γacl
2), (340)

Ja·e
32 (ε, ε) = 0. (341)

D Equations of motion for TNC fields

We can vary the Lagrangian (114) to its worldsheet fields Xm, Λa and η to find the classical
equations of motion. Varying with respect to η we find

∂αΣλ
α = 0, (342)

where Σλα ≡ −1
2γ

abλae
α
b . After varying the other fields we find,

eα±(∂αη + ℵα ∓ τα) = 0,

γαβ∂αX
m∂βX

n(∂rh̄mn − 2∂mh̄rn)− 2h̄rm�σX
m+εαβ(∂rB̄mn − 2∂mB̄rn)∂αX

m∂βX
n

+∆λαFrm∂αX
m − (∂α∆λα)τr +Σλαhrm∂αX

m = 0.

(343)
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