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Abstract

This research project investigates the non-linear behavior of pressure-induced currents in conical nanopores
under influence of hydraulic and electric driving. This was hypothesized to be caused by space charge
outside of the electric double layer. Numerical calculations were done to investigate the source of this
non-linearity. Our data, however, point towards the conduction current as the cause of this transistor-like
behavior, which is not related to charge inside the cone. We developed an analytical theory, based on a
Poisson-Boltzmann framework for the electric double layer, to describe the salt concentration profile in
the channel, which is directly related to the conduction current. A salt flux caused by a pressure difference
counteracts the depletion or accumulation of salt in the channel. We conclude that this influence of the
pressure on the concentration profile fully explains the observed current response.
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1 Introduction

The transport of ions plays an important role in a host of biological processes, ranging from neuron activity
to blood filtering. Therefore it should come as no surprise that organisms have developed complex mecha-
nisms for the transportation of ions. For instance, cells contain ion channels that can pump ions against a
concentration gradient [1], or ion channels that only open under mechanical stress or an applied electric field.
[2] However, ion transport is not only important in biological systems, it is also used in nanotechnology and
microfluidic devices. [3] For instance, a lot of research has been conducted during the last few decades on
generating power with nanochannel membranes that can extract energy from mixing fresh and salt water,
thus potentially providing a clean reliable energy source. [4–6]. This and many other possible applications
make a theoretical understanding of ion transport of great importance.

Most of the interesting properties of ion transport in small systems like nano-channels stem from the fact
that a layer of charge surrounds the walls of the channel. This layer of charge is called the electric double
layer, or EDL for short. [7] This is mostly noticeable in channels with radii in the range of nanometers or
micrometers, where the area-to-volume ratio is relatively high. This layer is caused by a surface charge on
the wall which in turn is caused by the dissociation of charged ions. Water has a relatively high dielectric
constant, which can cause molecule groups to ‘break off’ from the channel wall, leaving behind a net charge.
This charge on the wall attracts oppositely charged ions and repels charge with like charge. This results in
a region with a net charge when this wall is in contact with a salt solution, as is sketched in figure 1.

When a certain force is applied to such a system, some form of transport or flux is expected to occur. When
you apply more pressure on the fluid at one end of the channel than on the other end, then a fluid flow will
occur, proportional to the pressure difference. When you apply an electric field across the channel, then ions
will start to move and create a conduction current proportional to the electric field. These linear relations
are called Darcy’s and Ohm’s laws, respectively. [7] A fluid flow will also cause a current since the charge
in the EDL will start to move with the fluid, causing a streaming current, and an electric field will also
cause a fluid flow since moving ions will ‘drag’ the water along. In a straight cylindrical channel, these fluxes
will all be linear in the driving force, i.e. doubling the driving force will double the flux. However, a paper
from Jubin et al. reported a phenomenon in a conical nanopore where the current was very non-linear as a
function of the pressure if an electric field was applied on top of the pressure drop. [8] For small pressure
differences the current would increase dramatically for about the first 50mbar, just to flatten and return to
a linear relationship for larger pressure differences. This behavior is remarkable and mimics a transistor-like
functionality, where the conductivity of the channel is strongly dependent on an external stimulus: here the
electric field.

Jubin et al. propose an explanation in terms of what they call Spatially Charged Zones (SCZ), an unexplained
charge in the channel, that would yield the experimentally determined current response. There are, however,

Figure 1: Sketch of the electric double layer (EDL) near a charged wall.
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still some unanswered questions as to what causes these SCZs, and how exactly they would yield this specific
current response. In this thesis we aim to show from first principles how the conductivity of the channel
depends on a combination of electrical and mechanical driving forces. In order do this we will solve the
governing set of equations for a cylindrical channel, both analytically and numerically. Then we will solve
the conical system numerically and attempt to extend the theory to conical nanopores.
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2 Electrostatics in Fluids

Now that the topic of this thesis has been introduced, let us take a look at the electrostatics of a simple
system in equilibrium. In this section we will largely follow the derivations in section 8.2 of Ref. [7] and
section 11.4 of Ref. [9]. We will however use SI units instead of Gaussian units, as they may be more intuitive
and are easier to use in our numerical calculations. We consider a wall with a surface charge density eσ,
which we assume is fixed. The wall is in contact with a salt solution which contains two monovalent ion
species with opposite charge ±e, which we will treat as point charges. We define the wall to be at z = 0 such
that the solution is located in the space z > 0.

Derivation of Charge Distribution We are interested in the concentration profiles ρ±(z) of the positively
and negatively charged ions, and the electrical potential ψ(z), so we will need three equations to describe our
system. The first one is the Poisson equation, given by

∇2ψ = − eQ

ε0εr
, (1)

where the charge density eQ is given by eQ = e(ρ+ − ρ−) and ε0 and εr are the vacuum permittivity and
relative permittivity respectively. We assume the system is uniform in the x and y-directions, such that the
Poisson equation reduces to

∂2ψ

∂z2
= − e

ε0εr
(ρ+(z)− ρ−(z)) . (2)

The ionic density profiles can be described by a Boltzmann distribution where the energy of an ion with
charge ±e is approximated by ±eψ(z). The distribution then becomes

ρ± = ρs exp{∓βeψ(z)}, (3)

where here ρs is the bulk concentration, for now, of both ion species and β = 1/kBT . Equation 2 and 3
combined form the Poisson-Boltzmann equation:

∂2ψ

∂z2
= − eρs

ε0εr
(exp[−eβψ(z)]− exp[+eβψ(z)]) =

2eρs
ε0εr

sinh(+eβψ(z)). (4)

We also need two boundary conditions to find a unique solution to our second order differential equation.
First of all, we require the potential to be zero far from the wall, i.e.

lim
z→∞

ψ(z) = 0. (5)

Secondly, we require electroneutrality if our system is in equilibrium. That is, the total ionic charge density
and the surface charge density should cancel each other, which implies

eσ = −
∫ ∞
0

dz(eQ(z)) = ε0εr

∫ ∞
0

dz

(
∂2

∂z2
ψ(z)

)
. (6)

Using the fact that limz→∞ dψ(z)/dz = 0, (which must be the case since we have already seen that
limz→∞ ψ(z) = 0) we can write

σ =
ε0εr
e

∂ψ

∂z

∣∣∣∣
z=0+

. (7)

For convenience, let us write the differential equation, equation 4, and its boundary conditions, equations 5
and 7 in terms of a non-dimensional potential φ(z) = e

kBT
ψ(z). We get

∂2φ(z)
∂z2 = κ2 sinh{φ(z)};

∂φ(0+)
∂z = −4πλBσ;

limz→∞ φ(z) = 0,

(8)
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where we have defined two length scales λB and κ−1 as

κ−1 =

(
2e2ρsβ

ε0εr

)−1/2
, (9) λB =

e2β

4πε0εr
. (10)

These are called the Debye (in some literature and in this thesis often denoted as λD) and Bjerrum lengths
respectively. The set of equations from equation 2 can be solved analytically in this geometry [10]. The
solution is

φ(z) = 2 log

(
1 + γe−κz

1− γe−κz

)
, (11)

where γ is an integration constant whose value is determined by equation 7:

γ =

√
1 + (y/2)2 − 1

y/2
, (12)

where

y = 4π
λBσ

κ
. (13)

Inserting this into equation 3 gives us the ion concentrations

ρ±(z) = ρs

(
1∓ γe−κz

1± γe−κz

)2

. (14)

The constants κ and λB have an important physical interpretation. We can see from its definition in equation
2 that the Bjerrum length is the distance at which the energy due to the Coulomb interaction of two particles
with charge ±e is equal to its thermal energy kBT . In water for instance, this is equal to 0.7nm. [7]. The
Debye length is a property of the solvent and determines over what distance the ionic charge buildup near
the wall decays as we can see from equation 14. In this these thesis we will only consider systems with a bulk
concentrations of ρs = 1mM which corresponds to a Debye length of κ−1 ≈ 9.6 nm.

Cylindrical geometry We have now solved the electrostatic equations in this simple case of an electrolyte
near a single charged plane, but we are actually interested in the electrostatics of a nanopore. In cylindrical
coordinates, the Poisson-Boltzmann equation takes the form

1

r

d

dr

(
r
∂φ

∂r

)
= κ2 sinhφ(r), (15)

where we once again assumed the system to be homogeneous in the ẑ and θ̂ direction. This non-linear
equation cannot be solved analytically however, so we need to make some approximations. For instance, for
small values of φ we can approximate the Boltzmann distribution: [7]

sinh(φ) ≈ φ, if |φ| � 1. (16)

Technically this would only be true for potentials ψ < 25mV at room temperature though in most applications
it remains reasonably accurate up to 50mV. [10] For our purposes this approximation can therefore safely be
made. Our linearised Poisson-Boltzmann equations can then be written as

1

r

d

dr

(
r
∂φ

∂r

)
= κ2φ. (17)
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This equation can be solved in terms of special functions called zero order modified Bessel functions of the
first kind, denoted as I0(r). [11] The solution where the potential is finite at r = 0 is given by

φ(r) = BI0(κr), (18)

where B is an integration constant to be determined by the boundary conditions. We require that ∂φ/∂r =
4πλBσ at r = R, where R is the radius of our cylinder, similarly to what we did before, following the
convention of Ref. [7] as opposed to Refs. [9–11] who require a fixed surface potential ψ0 instead of a fixed
surface charge σ. The derivative of this zero order Bessel function is simply the first order function [12,
Eq. 10.29.3] so the potential will be given by

φ(r) = 4πλBσ
I0(κr)

κI1(κR)
. (19)

However, instead of making an approximation for small φ we can also say that the channel is so large that
the walls seem to be planar on the scale of Debye length, i.e. R� κ−1. Then we can say that [13, Eq. B.1]

1

r

d

dr

(
r
∂φ

∂r

)
≈ ∂2φ

∂s2
, (20)

where we defined a new coordinate s = R − r. This approximation would then yield the same Poisson
equation 2 that we had for the planar wall but then as a function of coordinate s. We then get

φ(s) = 2 log

(
1 + γeκs

1− γeκs

)
. (21)

Both approximations are shown in figure 2 for four specific combinations of radii and surface charges, that
are shown in four different colors. For each of those cases, there are two approximations, shown by dashed or
solid lines. It should be noted that the R � λD approximation is independent of R, so they are plotted on
top of each other, hiding two lines. We see that the best approximation to use is dependent on the specific
conditions and geometry of our system, since there are significant differences between the solutions. Later
we will compare these to numerical results, to find out which one yields more accurate results.

Figure 2: Potential in a cylindrical channel with various radii and surface charge densities. Both the large R
approximation Rκ� 1 of Eq 21 and the small φ approximation φ� 1 of Eq 19 are shown.
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3 Transport and Linear Response

The behavior of ions in a channel is not just dependent on the electrostatics as derived in the previous
section. There we used the Poisson-Boltzmann equation to derive the charge distribution in equilibrium, but
we are mostly interested in the response of our system to several driving forces. For instance, what happens
when a pressure, chemical potential or electrical potential gradient is set up over the channel? As mentioned
before, the most obvious answers would be that a pressure gradient induces a fluid flow, an electrical potential
gradient causes a current, and a chemical potential gradient results in an ion flux. In our system, however,
there are additional consequences of such a gradient due to the presence of the electrical double layer. Fluid
flow, for instance, will now also transport some of the charge through the channel, causing an electrical
current. Here we will consider the effects of a local pressure gradient ∂zp and a electrical potential gradient
∂zψ . For low driving forces, we can describe the flux associated with a a specific gradient with the Onsager
matrix L [7] [13], in some literature also called the electrokinetic coupling matrix [14]:(

Q
I

)
= AL

(
−∂zp
−∂zψ

)
. (22)

Here Q (m3/s) is the fluid volume flux through the channel, I is the charge flux or current in Ampère and
A = πR2 is the cross section area of the channel. The Onsager matrix is symmetric i.e. L12 = L21. This was
proven by Lars Onsager in 1930 for systems close to equilibrium [15] and will not be shown here. Fortunately
this reduces the number of matrix elements we need to compute. To derive these elements we need a set of
equations to describe our full system which contains fluid flow, electrostatics and ionic fluxes.

3.1 Fluid Dynamics

Fluid flow can in our case be described by the Navier-Stokes equation for incompressible fluids. In our case
this would be given by

ρm
∂u

∂t
+ ρm(u · ∇)u = −∇p+ η(∇2)u + f, (23)

∇ · u = 0, (24)

where ρm is the mass density, u the fluid velocity, p the pressure, η the viscosity and f is a body force on
the fluid. We only take an electric body force into account, caused by the interaction between ionic charge
in the fluid with the electrical potential: f = −eρe∇ψ, where ρe = ρ+ − ρ−. In our case we are allowed to
neglect several terms in the Navier-Stokes equation. This can be shown by looking at its dimensionless form
[14]; we scale our variables as follows:

x∗i = xi/`, (25)

∇∗ =
∇

1/`
, (26)

u∗ = u/U, (27)

p∗ =
p

ηU/`
, (28)

f∗ =
f

`2/(ηU)
(29)

and

t∗ =
t

U/`
. (30)

Here we used a typical velocity U of our system, a typical length scale ` and consequently time scale U/`
and force `2/(ηU). We then introduce the Reynolds number Re = ρmU`/η to write the dimensionless
Navier-Stokes equation:
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Re

(
∂u∗

∂t∗
+ (u∗ · ∇∗)u∗

)
= −∇∗p∗ +∇∗2u∗ + f∗. (31)

In our case we are looking at length scales of ` ∼ 10−6 m, typical velocities in the range U ∼ 10−1 to 10−4

m/s, a viscosity η ∼ 10−3 Pa · s and ρm ∼ 103 kg/m3. We then find a Reynolds number somewhere in the
10−1 to 10−4 range. We can then conclude that in most cases we should be able to say that Re � 1 and
that we can, therefore, neglect the terms on the left-hand side of equation 31. The Navier-Stokes equation
then reduces to the Stokes equation:

η(∇2)u−∇p− eρe∇ψ = 0. (32)

It should be noted that ∇2 denotes the vector Laplacian, which in Cartesian coordinates simply acts as
∇2u = (∇2ux,∇2uy,∇2uz)

T , but has a more complex form in spherical coordinates.

3.2 Ion Transport

The behavior of ions can be described with an extended Nernst-Planck equation for the ion fluxes. Barring
any chemical reactions or miraculous cold nuclear fusion, the flux and ion density are related via [7] [3]

∂ρ±
∂t

= −∇ · J±. (33)

For an ion species with valency ±1, the flux is given by

J± = −D
(
∇ρ± ±

eρ±
kBT

∇ψ
)

+ ρ±u, (34)

where we can distinguish multiple different contributions to this flux. First we have the diffusive flux that is
proportional to the gradient of the ion species, −D∇ρ±, where D is a diffusion constant. This constant does
not necessarily need to be the same for all ions, but we will assume it here for the sake of simplicity. The
second term is a conduction term, where an ion flux is induced by an applied electrical field. The third term
is a convective one, where we take into account that the ions will be dragged along by any existent fluid flow.

3.3 Onsager Elements in a Cylinder

Equations 4, 32 and 34 now form a complete set of equations to describe our system, known as the PNPS-
equations, short for Poisson, Nernst-Planck, Stokes. With these equations it is possible to derive analytical
expressions for the Onsager matrix elements in a straight cylindrical channel [16] [6]. In this section we
will use the approach of Werkhoven [6]. We consider the channel to be connected to two large reservoirs
such that currents. Ions and water are allowed to enter or exit the reservoirs such that ion fluxes and mass
fluxes through the channel are allowed. The ion concentrations are set to their bulk values at the far ends
of the reservoirs. The Stokes equation is linear so the total flow profile is a sum of the pressure-induced and
electro-osmotic flow, so we can treat them separately. In a long cylinder we can neglect any components of
the fluid velocity and pressure gradient that are not in the z-direction, and uz only depends on the radial
coordinate so the Stokes equation reduces to

η

r

∂

∂r

(
r
∂uz
∂r

)
= ∂zp. (35)

Note that here ∂z = −∆p/`, which is a constant. We can solve this differential equation and find

uz(r) = −∂zp
4η

r2 + C. (36)

Requiring a so called no-slip condition where the fluid velocity has to be zero at the boundary r = R, where
R is the radius of the cylinder, then yields the full flow profile

uz(r) = −∂zp
4η

(R2 − r2), (37)
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which is called Poiseuille flow. The local volumetric flow rate Q (in m/s) can then be found by integrating
over the channel and dividing by the cross section area

Q =
1

πR2

∫ 2π

0

dθ

∫ R

0

ruz(r)dr =
R2

8η
∂zp, (38)

so the first matrix element is given by

L11 =
R2

8η
. (39)

To find L12 for the streaming current it is best to transform to coordinate s = R − r since we are only
interested in the electrical double layer that’s located close to the wall and we assume that the channel is
much bigger than the Debye length R� λB . Then the current is given by

I = e

∫ 2π

0

dθ

∫ R

0

rρe(r)uz(r)dr ≈ 2πeR

∫ R

0

dsuz(s)ρe(s). (40)

We can write this in terms of the non-dimensionalized potential with the Poisson-Boltzmann equation

I = 2πeR

(
−ε0εr
e2β

)∫ R

0

ds(∂2sφ)uz(s). (41)

This can be solved by using partial equation twice:

I = −2πeR
1

4πλB

(
uz∂sφ|R0 − φ∂suz|R0 +

∫ R

0

dsφ∂suz

)
. (42)

Using uz(s = 0) = ∂sφ(s = R) = φ(s = R) = 0 and φ(0) = φ0 together with the first and second derivatives
of uz which can easily be obtained from equation 37, we find

I = (−πR2∂zp)
1

η

(
e2β

4πλB
ψ0 −

2e

4πλBR

∫ R

0

φds

)

= (−πR2∂zp)
1

η

(
ε0εrψ0 +

eλD
2πRλB

P1

)
.

(43)

Where P1 is defined as

P1 =
−1

λD

∫ R

0

dsφ(s). (44)

This integral can be solved exactly in terms of so-called polylogarithmic functions if we take the large-radius
approximation to find ψ in equation 21, according to Werkhoven [6], but we can also easily solve the integrals
numerically, since we have an analytical expression for φ. We can now divide I by (−πR2∂zp) to find L12:

L12 =
1

η

(
ε0εrψ0 −

eλD
2πRλB

P1

)
. (45)

Which is in agreement with Werkhoven [6]. The last Onsager matrix element is given by the current that is
induced by an applied electric field. We have two contributions to this; the advective component due to the
electro-osmotic flow and a conductive term. The conductive term of the current can be found by integrating
the conductive terms of the Nernst-Planck equation:

Icond = 2πe

∫ R

0

rdr(jcond+,z − jcond−,z )

= 2πβDe2E

∫ R

0

rdr(ρ+ + ρ−)

= 4πβDe2Eρs

∫ R

0

drr(cosh(φ)).

(46)
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Where we once again assumed that the two ion species have the same diffusion coefficient, and used the
Boltzmann equation. The cosh of φ, however is not only non-zero in the EDL so we cannot immediately
switch to coordinate s = R− r. To do this we split the integral in two:

Icond = 4πβDe2Eρs

(∫ R

0

rdr +R

∫ R

0

ds(cosh[φ]− 1)

)

= 4πβDe2Eρs

(
1

2
R2 +RλDP2

)
= (πR2E)Dε0εr

1

λ2D
(1 +

2λD
R

P2).

(47)

Where P2 is defined as

P2 ≡
1

λD

∫ R

0

ds(cosh[φ]− 1). (48)

For the advective term we need to find an expression for the electro-osmotic flow for ∂zp = 0. The Stokes
equation is then given by:

η∇2u− ρe∇ψ = 0. (49)

And, using the Poisson equation and integrating twice, we find

uz(s) = −ε0εr∇ψ
η

(ψ(s)− ψ0). (50)

The current is the given by the integral over this electro-osmotic flow times the ionic charge

Iadv = 2πeR

∫ R

0

ds
ε0εrE

η
(ψ(s)− ψ0)ρe(s). (51)

We know that ρe = − ε0εre2β ∂
2
sφ and ψ = φ/(eβ) so we can write this integral as

Iadv = −2πR

(
ε0εr
eβ

)2
E

η

∫ R

0

ds(φ(s)− φ0)∂2sφ. (52)

We can split this into two integrals, such that

Iadv = −2πR

(
ε0εr
eβ

)2
E

η
(z1 − z2), (53)

where we defined

z1 ≡
∫ R

0

dsφ(s)∂2sφ(s), (54) z2 ≡
∫ R

0

dsφ0∂
2
sφ(s). (55)

We can begin solving z1 by performing integration by parts

z1 = (φ∂sφ)|R0 −
∫ R

0

ds(∂sφ)2. (56)

To solve this last integral we can perform a trick to find an expression for (∂sφ)2. [17] We start with the
Poisson-Boltzmann equation and multiply both sides with (∂sφ) such that we get

(∂sφ)(∂2sφ) = κ2(∂sφ) sinh(φ). (57)

Now we can recognize that both sides are actually the derivatives with respect to s of 1
2 (∂sφ)2 and κ2 cosh(φ)

respectively. We can integrate this to find
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1

2
(∂sφ)2 = κ2(cosh(φ) + c), (58)

where c is an integration constant. Now, we know that the potential is only non-zero near the EDL, so far
from the wall cosh(φ) + c → 0 for φ → 0. This suggests that c = −1 since cosh(0) = 1, provided R � λD.
The integral z1 can then be written as:

z1 = 4πλBσφ0 − 2κ2
∫ R

0

ds(cosh[φ]− 1)

= 4πλBσφ0 −
2

λD
P2,

(59)

where we used that φ(s = R) = 0, φ(0) = φ0, ∂sφ(0) = −4πλBσ and κ2 = λ−2D . The second integral z2 is
easier to solve since φ0 does not depend on s. The solution becomes much clearer when we write it in terms
of ρ2 again:

z2 = − e
2β

ε0εr
φ0

∫ R

0

dsρe(s). (60)

But if we require our entire system to be electro-neutral then the integral over ρe must simply be −σ since
the surface charge must cancel the ionic charge in the fluid. This means that

z2 =
e2β

ε0εr
φ0σ = 4πλBσφ0. (61)

Filling everything back into equation 53 we finally get

Iadv = −2πR
E

η

(
ε0εr
eβ

)2

(4πλBφ0σ −
2

λD
P2 − 4πλBφ0σ)

= 4πR
E

η

(
e

4πλB

)2
1

λD
P2

= (πR2E)
4

η

(
e

4πλB

)2
1

RλD
P2.

(62)

We now have all the terms we need to write down the last matrix element:

L22 =
Iadv + Icond
πR2E

=
4

η

(
e

4πλB

)2
1

RλD
P2 +

ε0εrD

λ2D
(1 +

2λD
R

P2).

(63)

This is in agreement with Werkhoven [6].
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Figure 3: Illustration of the comsol geometry. The rotation axis is shown with the dotted line, situated at
r = 0.

4 Numerical Results in a Cylindrical Geometry

We now want to solve the governing PNPS equations numerically in a cylindrical geometry for which we
will use finite-elements software called Comsol Multiphysics. We take a cylinder of length ` = 10µm and
radius of 165 nm that is connected on both ends with a large reservoir that contain a bulk electrolyte with a
concentration of 2ρs ≡ ρs−+ ρs+ = 2 mol/m

3
. To this channel we can apply a pressure gradient or electrical

field and the wall of the cylinder has a surface charge of eσ = +0.0032044 C/m
2
, which is equivalent to two

elementary charges per 100 nm2. The situation is illustrated in figure 3. We allow ions and water to exit the
reservoirs such that a current can be generated.

Electric Potential In section 2 we derived two different approximations for the electrical potential as a
function of the radial coordinate. For convenience, we first take a solution where the applied electrical field
is zero. The result is plotted in figure 5 along with the analytical solution to the linear PB-equation and the
analytical expression for the potential near a planar wall. We see that the planar-wall solution is considerably
better suited to describe the potential than the linearized approximation in a cylinder. The radius is in this
much larger than the Debye length, and the potential at the wall exceeds the limit for linearization. The
linearized solution might perform better for thinner channels or smaller surface charges.

Fluid Velocity When various pressure gradients and electric fields are applied to the system we see velocity
fields as shown in figure 6. The theoretical expressions are shown in the solid lines, while the numerical values
are dotted. We see that they match almost perfectly.

Linear Response In the previous section we derived how the electric current I is dependent on the applied
pressure and electric field. These relationships were all linear in both ∆p and ∆V with prefactors that were
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Figure 4: Ionic current as a function of the applied pressure. Both the theoretical predictions from equations
45 and 63 (solid) and the numerical values (dotted)

partly determined by two integrals that depended on the potential, that could be calculated analytically in
terms of special functions, but were simply calculated in Mathematica here. The result was P1 = 1.50784. and
P2 = 0.638373. The linear response expressions from equations 45 and 63 are shown in figure 4 together with
the numerical values that were obtained by integrating over the fluxes in the channel in comsol. Overall,
everything does seem to be in agreement with the theoretical predictions. A few things stand out; the first
thing we notice is that the current response for ∆V = −400mV is not completely linear in ∆p. The effect
is very small compared to the total current and is likely due to a numerical error. We also see that the
theoretical prediction for ∆V = 400 mV is off by a fixed amount, meaning that the channel exhibits a very
small but noticeable diode-like effect in the numerical calculations.

Figure 5: Electrical potential as a function of the
radial coordinate, normalized by the channel radius
R. The numerical solution is shown dots; the theo-
retical approximations from equations 21 and 19 are
shown as solid lines

Figure 6: Velocity field as a function of the radial
coordinate for different pressure and electrical po-
tential gradients. Numerical solutions are dotted;
the theoretical expressions are shown as lines
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5 Numerical Solutions in Conical Geometries

We now want to model the conical geometry that was used in the experiment by Jubin et al. [8]. Like Jubin,
we look at cones with an opening angle of α = 5◦. Building such a model does, however, require some care to
be taken. When applying an electric field across the straight cylindrical channel, it is clear that the electric
field lines will be parallel to the wall of the channel and to each other. In a cone, however, it is conceivable
that some of the field lines ‘leak’ to the environment through the channel walls. If this is the case, then we
cannot get away with building the channel inside a vacuum as we effectively did in the case of a cylinder, but
we would need to model both the glass of the pipette and the environment around the pipette that forms
the nanochannel in the experimental setup. It would, however, be very computationally heavy to perform
the same range of simulations for different ∆p and ∆V in this more complicated geometry. To test whether
the naive geometry as shown in figure 7 is an acceptable approximation of the experimental setup, we built
a system that closely resembles the experimental setup from Jubin et al [8], as shown in figure8. Glass has a
relative permittivity of 5 - 10 [18], so we modeled glass with εr = 5 and a thickness of 80nm. Note that glass

has a negative surface charge, so we take eσ = −0.0032044 C/m
2
. We use the same boundary conditions we

used in the previous section in the cylindrical geometry. The model yields the electrical potential and the
electric field lines that are shown in 9. We can see that the electrical field does not seem to permeate the
glass walls of the cone and that we are therefore allowed to use the simpler model as shown in figure 7, where
we do not take the glass and the environment outside of the pipette into account.

We expect several quantities to exhibit heterogeneities in the nanopore, such as the space charge as predicted
by Jubin et al. [8] The charge distributions for ∆V = 400mV and ∆V = −400mV are shown in figures 11 and
10. The EDL is visible as the red band around the wall. Note that we are now looking at charges of around
101C/m3 whereas the EDL itself can be up to 105C/m3. These charges seem relatively small in comparison
to the EDL and it is questionable whether this would have any impact on the current. We see the strongest
space charges at low pressure gradients, while they seem to vanish around the 50mbar. The sign of the charge
is interesting since both cases have a negative charge around the tip for low pressure and positive charge for
slightly higher pressures. The biggest difference seems to lie in the magnitude of the charge, though there
are small differences; at ∆p = 0 we see a small positive charge below the negative for ∆V = 400mV, while it
is not present in the case of ∆V = −400mV.

Figure 7: Illustration of a naive comsol geometry. The rotation axis is situated at r = 0.
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Figure 8: Illustration of a more involved comsol geometry.
The rotation axis is situated at r = 0. The blue color in
the insert represents water with the electrolyte and the grey
represents the glass.

Figure 9: Electrical potential in the tip
of the conical pipette and the field lines
of the electric field (white). Lines of the
geometry are shown in grey.

The pressure induced current Ip is defined as Ip = I(∆V,∆p)−I(∆V,∆p = 0). The response of Ip is shown in
figure 12 and we immediately see a big difference with the results from Jubin et al.. For negative ∆V there
seems to be negative ’bump’ the first few millibar of pressure. This means that for very small pressures,
the total current becomes more negative instead of higher as we expected. The discrepancy between the
numerical solution and the experimental data is unexpected and we will have to develop more theory to fully
understand the situation. It is interesting to note that the fluid flow profile changes sign around the same
pressure as the current goes from decreasing to increasing.

Besides the total current response, we can differentiate between different contributions of the fluxes with
comsol, to find out which contributions to the total current cause the non-linearity. This is shown in figure
13, where we see the total pressure-induced current plotted with its different constituent currents. The non-
linear behavior is clearly caused by the conductive current, which is surprising since the conductive current
does not depend on the pressure in a cylindrical channel. As we saw in section 3, the conduction current is
generated by the salt concentration ρs ≡ ρ+ + ρ−, so there must be a depletion or accumulation of ions in
the channel that depends on the pressure. This is exactly what we see in figures 14 and 15. Here we see a
non-homogeneous concentration profile through the channel which causes a non-homogeneous conductivity.
The difference between the profiles is maybe even more interesting since we see that the difference between the
concentration profiles behaves non-linearly when the pressure is increased in constant increments of 5mbar.



5 NUMERICAL SOLUTIONS IN CONICAL GEOMETRIES 15

Figure 10: Space charge in C/m3 for ∆V = −400mV and (from left to right) a pressure difference of 0, 8, 25
and 50mbar

Figure 11: Space charge in C/m3 for ∆V = 400mV and (from left to right) a pressure difference of 0, 8, 25
and 50mbar

Figure 12: Pressure-induced current as a function of the pressure. Figure is zoomed in on the non-linear
part.
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Figure 13: Different pressure-induced contributions to the current and the total pressure induced current as
a function of ∆p for ∆V = +400mV

Comparing the simulations with α = 0◦ and α = 5◦ we see a few key differences. There is a space charge
present in the cone that is not present in the cylinder. This space charge does seem to depend on the pressure,
but it is unlikely that it influences the current in a significant manner. This is also suggested by the fact that
the advection current in figure 13 is linear and that the non-linear behaviour seems to be entirely caused by
the conductive current, which does not depend on charge. The conduction current in a cone is dependent on
the pressure, whereas it is not in a cylinder. This seems to be caused by an homogeneity in the concentration
profile in a cone that is absent in a cylinder. This concentration profile is influenced by the pressure in a
non-linear fashion, which would induce a non-linear conductivity.

Figure 14: Concentration profile on the central axis
for different pressures at ∆V = 400mV

Figure 15: Concentration profile on the central axis
for different pressures at ∆V = −400m
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6 Analytical Theory in a Conical Geometry

In sections 2 and 3 we discussed the electrokinetics in the simple case of a cylindrical nanopore, and the
linear response relations that followed. Here our goal is to find a theoretical description to explain the
phenomena that were described by section and Jubin et al.[8]. The depletion and accumulation of ions a
in conical nanopore is a known phenomena in the literature [19] [20] [21] [22], since it also causes another
phenomenon: current rectification. Current rectification is essentially a diode-like behavior of a channel. In
conical channels, or other channels with symmetry breaking in geometry or surface charge, often exhibit an
asymmetry in the I −V curve, the current as a function of the applied electric field. This has to do with the
fact that the tip of the cone has a higher area/volume ratio than the base. [20]. We will try to capture this
phenomenon by deriving expressions for the different contributions to the salt flux and requiring them to be
constant throughout the channel.

To find an analytical expression for the conduction current in conical geometry, we need to find expressions
for the electric field, fluid velocity profile and salt concentration profiles.

6.1 Electric Field

We observed in section that no electric field lines seemed to escape the pipette, even when the environment
around the cone was modeled. We can then say that the the applied electrical field, integrated over a slice
of the cone, should be a constant throughout the nanopore. This means∫ 2π

0

dθ

∫ R(z)

0

drrĒappl.z = γ, (64)

where Ēapplz is the average applied electrical field in the z-direction, R(z) = R0 + az, with a = Rd/` = tanα,
is the radius of the cone at height z measured from the small opening of the cone and γ is some constant
that is yet to be determined. The average electrical field is independent of r so we can solve this integral,
and solve for Ēapplz :

Ēapplz (z) =
γ

πR(z)2
=

γ

π(R0 + az)2
. (65)

A value for γ can be found analytically, since we know that E = −∇ψ. We can integrate equation 65:

ψ(z) = −
∫

γdz

π(R0 + az)2
=

γ

aπ(R0 + az)
+ c (66)

Where c is an integration constant that is fixed by ψ(0) = 0, such that

c = − γ

aπR0
(67)

Consequently from the condition that ψ(`) = ∆V we find

γ = −∆V

`
πR0(R0 +Rd) (68)

Inserting γ into equation 65, we find

ψappl(z) = ∆V R0

(
1 +

R0

Rd

)(
1

R0
− 1

R0 + az

)
, (69)

which can be rewritten to the form

ψappl(z) =
∆V

`

(R0 +Rd)

R0 + az
z. (70)
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6.2 Fluid Flow

Figure 16: Half the geom-
etry of the nanopore, with
the origin in the vertex of
the cone.

We consider a cone of length `, opening angle α and a radius between R0 at
the tip and Rd at the bottom, as shown in Figure 16. We take the origin of
a spherical coordinate system (r, θ) at O, the (virtual) vertex of the cone. In
reality this point would be located somewhere in our reservoir, but it allows us
to describe the converging or diverging flow in terms of streamlines of constant
angle θ. The flow profile for a full cone with a point source in its vertex is given
by [23]:

ur =
3q

2πr2
ζ2 − ζ20

(1 + 2ζ0)(1− ζ0)2
(71)

with a pressure given by [24]:

p = p∞ −
ηq

πr3
1− 3ζ2

(1 + 2ζ0)(1− ζ0)2
(72)

With ζ = cos θ and ζ0 = cosα, and where p∞ is the pressure at infinity, η the
viscosity, and q is the volumetric flow rate through the channel. It should be
stressed that the r̂ direction is not the radial coordinate in cylindrical coordi-
nates here, but the spherical coordinate, pointing away from the origin O. For
small angles α, we can make the approximation that cos θ ≈ 1− 1

2θ
2, such that

equation 71 reduces to

ur ≈
2q

πr2α4
[(α2 − θ2)] (73)

and

p = p∞ −
8ηq

3πα4r3
(74)

Going back to our cylindrical coordinates, taking the origin of our coordinate
system back to the bottom of the cone and using that cosα ≈ 1 such that
r → z0 + `− z, we find

uz ≈
2q

πα4(`+ z0 − z)2

(
α2 − arctan

(
r

`+ z0 − z

))
(75)

All these expression are in terms of the volumetric flow rate q, but by imposing
the right boundary conditions on equation 74, we can find an expression for q
as a function of ∆p. We impose p(0) = pin and p(`) = pin + ∆p. This yields

− 8ηq

3 ∗ π ∗ α4

1

(`+ z0)3
= ∆p− 8ηq

3πα4

1

z30
(76)

which can be rewritten as

q =
3πα4

8η

z30(`+ z0)3

(`+ z0)3 − z30
∆p (77)

The derivative of the pressure can then be written as

∂zp(z) =
3∆p

(`+ z0 − z)4
z30(`+ z0)3

(`+ z0)3 − z30
, (78)

And in the low angle approximation, we find that equation 73 reduces to a Poiseuille flow:

uz(r) = −∂zp
4η

(R(z)2 − r2) = − 1

4η

3∆p

(`+ z0 − z)4
z30(`+ z0)3

(`+ z0)3 − z30
(R(z)2 − r2) (79)

This derivation does not take any charge density or electric field into account and the flow profile and
expressions for the volumetric flow rate and pressure will therefore deviate from the numerical values. The
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pressure near the wall of the cone, will be higher due to body force that is generated by the attraction
between the surface charge and the electric double layer. For the most part, however, we see a Poiseuille-like
flow profile for low cone opening angles, where the natural coordinates are the angle and distance from the
origin, since the flow in the θ̂ direction is zero. The applied electric field will also heavily contribute to the
flow profile in the form of an electro-osmotic flow profile, so we need to extend the argument to account for
this. The general expression for electrically driven fluid flow could not be found analytically but for small
angles we can guess that a plug-flow will be a good approximation. In section 3 we derived that in a cylinder
the flow profile is given by:

uz(r, z) = −ε0εr∂zψappl
η

(ψs − ψ(s)) (80)

The surface potential of the wall at a certain height z is, however, not necessarily the correct surface potential
to use in this expression since the wall makes an angle with the central axis. For a point at height z, the closest
point on the wall is ∆z higher where ∆z = (R(z)− r) sinα cosα. For small angles α, however, sinα cosα is
negligible, suggesting that the plug flow as given in equation 80 could be a reasonable approximation. It is,
however, not a solution of the Stokes equations, as the volumetric flow rate through the channel is not generally
a constant throughout the channel with this expression[25], which is not allowed in an incompressible fluid.
This causes additional pressure gradients, even when no pressure difference is applied. An expression for
this pressure gradient could be found by calculating a z-dependent volumetric flow rate Q(z) by integrating
equation 80 and the difference between Q(z) and Q(`) at the wide end, and equating that to the volumetric
flow rate of a Poiseuille flow. In qualitative terms, velocity must increase or decrease when the radius of
the channel decreases or increases, respectively, in the direction of the flow. This is however not generally
proportional to the driving force. A pressure gradient must be created to compensate for the discrepancy
between the two. This effect is of second order however, and for simplicity we will assume that the additional
pressure gradients are negligible.

6.3 Salt Transport

Since we need the concentration profile to calculate the conduction current, we are going to try to find an
expression for the total flux through the channel, which must be constant throughout the channel. We can
then solve for the concentration profile. As we saw before, ion transport is governed by the Nernst-Planck
equation:

j± = −D∇ρ± ± eβDρ±∇ψ + uρ±. (81)

The total excess salt transport given by jtot = j+ + j− − 2uρb, where ρb is the bulk concentration in the
reservoirs, is given by

jtot = −D∇ρs + eβDρe∇ψ + u(ρs − 2ρb), (82)

where we defined ρs(r, z) = ρ+ + ρ−, and ρe = ρ+ − ρ− and from section 2 we know that ρs(r, z) =
2ρ̄s(z) cosh(φ) with ρ̄s is the salt concentration along the rotation axis of the channel. We now want to
radially integrate the z-component of expression to find the total salt flux Jtot. We can split it up into three
integrals:

Jtot = 2π

∫ R(z)

0

rjtotdr = Jdif + Jcond + Jadv, (83)

where

Jdif = −2πD

∫ R

0

r∂zρs(r, z)dr, (84)

Jcond = 2eπβD

∫ R

0

rρe(r, z)∂zψ(r, z)dr, (85)

and

Jadv = 2π

∫ R

0

ruz(r, z)(ρs(r, z)− 2ρb). (86)



6 ANALYTICAL THEORY IN A CONICAL GEOMETRY 20

Starting with the diffusion flux Jdif , we can make the approximation that ∂zρs(r, z) ≈ 2 cosh[φ(r)]∂z ρ̄s. Here
we ignore the z-derivative of ψ that is generated by the fact that the EDL is not parallel to the z-axis, because
this should be canceled out in equilibrium by a term in Jcond, which we will also ignore. The integral of
equation 84 can be written as

Jdif = −4πD∂z ρ̄s

∫ R

0

r cosh(φ)dr

= −4πD∂z ρ̄s

(
1

2
R(z)2 +R(z)λ̄DP2

)
.

(87)

Here λ̄D is the Debye length that is calculated with the bulk ion concentration, instead of the local concen-
tration. In other words, we neglect the deformation of the EDL due to a varying concentration profile ρ̄s. P2

is the PB integral as defined by Werkhoven [6]:

P2 =
1

λ̄D

∫ R

0

ds(cosh(φ)− 1), (88)

which is a dimensionless constant. For the conduction integral Jcond we split the charge ρe into a Poisson-
Boltzmann charge ρpbe (r, z) of the EDL and an extra contribution of a space-charge ρspe (z). We also split the
potential ψ(r, z) into a potential ψappl(z) due to the applied electric field and a Poisson-Boltzmann potential
ψ(r, z) of which we will ignore the z-derivative, as mentioned before. We get

Jcond = 2eπβD

∫ R

0

r(ρpbe + ρspe )∂zψappl(z)dr

= 2eπβD∂zψappl

(
1

2
ρspe (z)R(z)2 + σR(z)

)
,

(89)

where we recognized that ∫ R

0

ρpbe rdr = σR(z). (90)

The advection integral from equation 86 is given by

Jadv = 2π

∫ R

0

r(ρs − 2ρb)(uEO + up)dr, (91)

where we split the velocity profile u into a pressure induced flow up and an electro-osmotic flow uEO. We do
need to simplify the flow profiles in the cone, however. We will assume that locally u(r, z) can be approximated
by the u(r, z) in a cylinder with radius R(z), such that we can use a Poiseuille flow and a plug flow for the
pressure-induced and electro-osmotic flow, respectively. They are given by

up(r, z) ≈ −
∂zp

4η
(R(z)2 − r2), (92)

uEO(r, z) ≈ ∂zψappl
ε0εr
η

(ψ − ψ0), (93)

where ψ0 is a known constant. The pressure-induced flux is given by

Jadv,p = 2π

∫ R

0

r(ρs − 2ρ̄s)updr

= −π∂zp
2η

∫ R

0

r(ρs(r, z)− 2ρb)(R(z)2 − r2).

(94)

Using ρs(r, z) = 2ρ̄s(z) cosh[φ(r)], we find
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Jadv,p = −∂zp
4η

(
2ρ̄s

∫ R

0

r(cosh(φ)(R2 − r2)dr − 2ρb

∫ R

0

r(R2 − r2)

)

= −π∂zp
η

(
1

4
R4(ρ̄s − ρb) + ρ̄s

∫ R

0

r(cosh(φ− 1)(R2 − r2)dr

)
.

(95)

The integrand is only non-zero in the EDL, so we can transform it such that it is a function of the s coordinate,
where s ≡ R− r. The term R2 − r2 can be written as (R− r)(R+ r) = s(2R− s), so

Jadv,p = −π∂zp
η

R(z)ρ̄s

(
R3

4
(1− ρb

ρ̄s
) + 2R(z)

∫ R

0

s(cosh(φ)− 1)ds−
∫ R

0

s2(cosh(φ)− 1)ds

)
. (96)

Here we recognize two other PB integrals as defined by Werkhoven [6]:

P3 =
1

λ̄2D

∫ R

0

dss(cosh(φ)− 1), (97)

P4 =
1

λ̄3D

∫ R

0

dss2(cosh(φ)− 1). (98)

So

Jadv,p = −π∂zp
η

R(z)λ̄2Dρ̄s

(
R3

4λ2D
(1− ρb

ρ̄s
) + 2R(z)P3 − λ̄DP4

)
. (99)

Similarly, the electro-osmotic contribution is given by

Jadv,EO = 2π∂zψappl
ε0εr
eηβ

∫ R

0

r(ρs − 2ρb)(φ− φ0)

= 2π∂zψappl
ε0εr
eηβ

(
2ρ̄sR(z)

∫ R

0

ds(cosh(φ)− 1)(φ− φ0) + (ρ̄s − ρb)
∫ R

0

drr(φ− φ0)

)

=
4πε0εr
eηβ

R(z)P5ρ̄s∂zψappl

(
λ̄DP5 + (1− ρb

ρ̄s
)(λ̄DP1 −

1

2
φ0R)

)
,

(100)

where P5 is given by: [6]

P5 =
1

λ̄D

∫ R

0

ds(cosh(φ)− 1)(φ− φ0). (101)

We now have analytical expressions for all the contributions to the excess flux. We can recall from section
4 that P1 = 1.50784 and P2 = 0.638373. Similarly we can also calculate the values for the other Poisson-
Boltzmann integrals and find P3 = 0.296138, P4 = 0.285357 and P5 = 0.325015, for these values of σ and ρb
as stated in section 4. To simplify the expressions for the advective fluxes of equations 99 and 100 we now
switch to the total flux instead of the excess flux. Note that this is not the flux that could be calculated
with a symmetric Onsager-like matrix. We have numerical solutions for this system so it is easy to compare
the order of magnitude of the various contributions. A few approximations can be made; the terms in the
streaming flux Iadv,p that depend on RP3 and λDP4 are much smaller than the term that goes with R3/(4λ2D),
so they can safely be ignored. The term that goes with λDP5 in the electro-osmotic advective current Iadv,EO
can also safely be ignored. The term λDP1, however, is roughly a factor 5 larger and cannot be ignored. The
space charge ρspe is also too small to make a significant contribution. Collecting all the contributions and
making these approximations we get:

Jcond = 2πReβDσ(∂zψappl), (102)
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Jdiff = −πR2D(∂z ρ̄s), (103)

Jadv,p = −∂zp
4η

πR4ρ̄s, (104)

Jadv,EO = −e∂zψappl
ηλB

λ̄DR

(
P1 −

R

2λ̄D
φ0

)
ρ̄s. (105)

Note that the approximations that we made to the advective salt fluxes can be interpreted as ignoring the
salt flux through the electric double layer since equations 104 and 105 can be simplified by writing it in terms
of the volume flux through the channel:

Jadv = Jadv,p + Jadv,EO = 2Qtotρ̄s, (106)

where we recognized that

Qtot = Qstr +QEO = −∂zp
8η

πR4 − e∂zψappl
2ηλB

λ̄DR

(
P1 −

R

2λ̄D
φ0

)
(107)

and where Qstr is the streaming volume flux due to the pressure gradient and QEO is the electro-osmotic
volume flux, due tot the electric field.

When we derived the Stokes equations from the Navier-Stokes equation in section 3, we used a non-
dimensional parameter, the Reynolds number Re, to determine whether the inertial or the viscous forces
dominated for a certain fluid velocity and geometry. Here we can do something similar. Without going into
detail about the non-dimensional Nernst-Planck equation, we can identify a non-dimensional parameter, the
Peclét number Pe, which determines the relative importance of diffusive and advective ion fluxes. We define
the Peclét number as Pe = R0ū/D, where ū is a characteristic average velocity in the channel and R0 is a
characteristic length scale of our system, for which we took the radius at the tip. In terms of volume fluxes,
we could write this as Pe = Q

πR0D
, where we used the average velocity at the tip of the cone ū = Q/(πR2

0) as
a characteristic velocity.

The diffusive term can be ignored in the high Peclét regime. This seems to be the case for the solution where
∆V = 400mV. The system is in the high Peclét regime regardless of the applied pressure ∆p because the
pressure works in the same direction as the electro-osmotic flow for ∆V . For ∆V = 400 mV and ∆p = 0,
Q is in the order of magnitude of 10−15 m3/s, which corresponds to Pe ≈ 3. Increasing ∆p only increases
Pe in this case. For negative ∆V , however, we must be careful since the pressure gradient and the electrical
potential gradient have opposite signs. This means that Q, and therefore Pe, passes through zero when ∆p
increases, and we cannot make this approximation.

6.3.1 High Peclét Number

In the high Peclét regime we can therefore say that:

Jtot = 2πRDσ(∂zφappl) + 2ρ̄s (Qstr +QEO) . (108)

We require the total salt flux to be constant throughout the channel, i.e. ∂zJtot = 0. This yields an
inhomogeneous first order differential equation. Our approximate expressions for the flow profile may yield
a volume flux Q that is not divergence free due to the number of approximation we made, but in reality any
solution of the Stokes equation for non-compressible fluids should be divergence free. Therefore we should
ignore any z-dependence in Qtot, since this is only an artifact of the approximations. We known that

φappl(z) =
`− z
`

R0 +Rd
R(z)

(eβ∆V ) (109)

and

R(z) = R0 +Rdev(1−
z

`
) = R0 + a(`− z), (110)
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where a = Rdev/` is the slope of the cone and where we chose the origin of our coordinate system to be at
the wide end of the cone. Differentiating Jtot and requiring the derivative to be zero yields the equation

∂zJtot = 2πDσ(eβ∆V )
∂

∂z

(
R(z)∂z

(
`− z
`

R(0)

R(z)

))
+ 2Qtot(∂z ρ̄s) = 0 (111)

When we apply the boundary condition that ρ̄s(0) = ρb, we find an analytical solution to the equation
∂zJtot = 0:

ρ̄s(z) = ρb +
z

R(z)

πR0RdDσ

`2Qtot
(eβ∆V ) (112)

The conduction current that would result from this concentration profile is given by

Icond = −2πe2βD(∂zψappl)

∫ R

0

drrρs(r, z)

= −4πeD(∂zφappl)ρ̄s(z)

∫ R

0

drr cosh(φ)

= −4πeD(∂zφappl)

(
ρb +

z

R(z)

πR0RdDσ

`2Q
(eβ∆V )

)(
λDRP2 +

1

2
R2

)
.

(113)

6.3.2 Low Peclét Number

In the low Peclét regime we cannot ignore the diffusive flux. In the cases that we are interested in, we
also cannot consider Pe to be so small that we can ignore the the advective fluxes altogether, since we are
interested in the response of the current to driving forces. We would have to solve ∂zJtot = 0 with the full
expression for Jtot:

Jtot = 2πRDσ(∂zφappl)− πR2D(∂z ρ̄s) + 2Qρ̄s. (114)

This yields an inhomogeneous second order differential equation. There may be analytical solutions to this
equation, but for convenience we choose to focus on the simpler case ∆V = 400 mV where the system is
firmly situated in the high Peclét number regime .
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7 Results

In the previous section we derived an expression for the salt concentration profile, and the resulting conduction
current for high Peclét number. The analytical expression for the concentrations profile from equation 112
is shown in figure 17. When we compare this to the numerical comsol concentration profile from figure
14, we see that the profiles agree quite well, qualitatively. We see that ion depletion is not as strong in
the analytical expression as it was in the comsol calculations. The fact that we observe a deviation from
the numerical data is perhaps not entirely unexpected considering the amount of approximations we made.
Note that the difference between concentration profiles decreases non-linearly with an increasing pressure
difference, similarly to the numerical solution, but that the relative distance between the concentration is
lower. As such, we expect its corresponding conduction current to exhibit less non-linear behavior.

We can now plot the analytical conduction current from equation 113. We expect the conductivity of the
analytical expression to be higher than the numerical data, since the analytical ion depletion is less strong.
Both the numeral and the analytical conduction currents, the former being radially integrated at z = 2`/3,
are shown in figure 18. We can see the transistor-like behavior described by Jubin [8], albeit less pronounced
than in the numerical simulation.

Technically, ion accumulation or depletion could influence the streaming current too, since the Debye length
λD depends on

√
ρ̄s and the flow profile is not constant as a function of r, but this effect will be negligible.This

was confirmed by the numerical data, as shown in figure 13 where the streaming current was linear in ∆p.
We can therefore approximate the streaming current with equation 43 for the streaming current in a cylinder
with the substitution R → R(z). We can then plot the total pressure-induced current, as shown in figure
19. We do see non-linear behavior in the analytical current response but it is not as strong an effect as we
see in the comsol simulations. It seems, however, as if most of the discrepancy between the two solutions
lies in the approximation for the volume flux Q. We did not take any of the fluid mechanics that is specific
to the cone into account for the derivation of the salt flux. Our analytical expression for the volume flux,
equation 107, and the numerical calculation are shown in figure 20, and we see that the solutions can differ
by as much as 30%. The total current response where the numerical values for Q were used in the analytical
expression for the conduction current is shown in figure 21, and it agrees perfectly with the simulation. This
proves that equation 113 fully captures the non-linear current responses.

Figure 17: Theoretical concentration profiles given by equation 112 at ∆V for different values of ∆p
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Figure 18: Both the numerical and fully analytical pressure-induced conduction current (equation 113) at
∆V = 400mV

Figure 19: Total pressure-induced currents, both analytical and numerical, at ∆V = 400mV
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Figure 20: Analytical and numerical volume flux Qtot at ∆V = 400 mV as a function of ∆p

Figure 21: Total numerical current and analytical expression (equations 113 and 43) for the current, where
the numerical values for Q were used in the analytical expression for the conduction current.
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The fact that the total salt flux must be constant in a channel where the radius is not constant induces ion
depletion. The dependence of the ion depletion on the streaming volume flux Q, combined with the fact that
the conduction current is dependent on the salt concentration, causes a transistor-like behavior.

Interestingly enough, there have been studies that numerically investigated the effect of pressure on ion
depletion or accumulation. [21] [26]. These were done in the context of current rectification and studied the
I − V curve when a fixed pressure difference was applied. Lan et al noticed that the dependence of the ion
depletion on the pressure difference was dependent on the radius of the tip of the cone. Ion concentrations
did not seem to be affected by a pressure difference when they simulated a cone with a tip that has a
radius of 35nm, whereas they found a strong correlation for a cone with a minimal radius of 185nm. In
our theoretical description, this can be rationalized with the fact that the streaming volume flux Qstr goes
with R4 while the electro-osmotic volume flux QEO depends on R2. Electrical driving is much more efficient
in small channels than hydraulic driving, so the pressure-induced fluid flow is negligible in nanometer-scale
channels. We therefore expect the non-linear current response to ‘flatten’ when the radius of the channel is
decreased. Furthermore, we expect there to be a maximum since at large R0 the conductive salt flux must be
small compared to the advective flux. To study the dependence of the non-linearity of the current response
on the radius of the tip, R0, we introduce a parameter tr, which is the ratio between the slope of the current
response at ∆p = 0 and ∆p = 500mbar.

tR =
∂pIp|p=0mbar

∂pIp|p=500mbar

(115)

We can plot this parameter as a function of R0, as shown in figure 22 and see a maximum in tR at around
260nm. This can be used to design nanopores of which the conduction current can be tuned more precisely.
Note that equation 111 is a general equation for the salt flux in the high Peclét regime, that is not limited
to conical geometries. As such, it can be used to describe the ion depletion in a variety of geometries and
is not limited to conical nanopores. We did make a small angle approximation a � 1, where a is the slope
of the cone. In a general geometry, this would be equivalent to saying that the slope at any height z of the
geometry is small. There may not be analytical solutions to this equation for any geometry parameterized
by a function R(z), but it still may be used on similarly simple geometries.

Figure 22: Numerically determined tR as a function of R0, for ∆V = 400 mV
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8 Discussion

This research project set out to investigate the transistor-like behavior of conical nanochannels under a
combination of hydraulic and electric driving forces that was reported by Jubin et al. [8]. Analysis of the
numerical data that was generated with the finite elements software comsol pointed towards the conduction
current as the source of this non-linear current response. We then studied the salt flux in a cone and
found an analytical expression for the salt concentration, which causes the conduction current. With this
we successfully recovered a non-linear current response that was similar to the experimental observations of
Jubin et al. [8].

Our approach for the explanation of the phenomenon differs from that of Jubin et al.. They put forth a
model with so-called Spatially Charged Zones, a space charge outside of the electric double layer. They
show numerically that solving the PNPS equations while allowing SCZs to exist could lead to the observed
non-linear current. We on the other hand focused on the salt concentration profile in the channel, where we
observed a strong ion depletion for low values of ∆p. This shift of focus towards salt concentrations can be
rationalized with the results of numerical simulations. We did observe a space charge outside of the EDL,
but this charge was roughly five orders of magnitude smaller than the charge inside the EDL (∼ 100 C/m3

versus ∼ 105 C/m3 in the EDL). It seems highly unlikely that this plays an important role. This is further
supported by data from comsol, with which it is possible to discern the different contributions to the total
current. The data shows that the streaming current was completely linear in ∆p, also suggesting that SCZs
do not play a large role in the currents. The numerical results of Jubin et al. do not necessarily contradict
ours, however, since they numerically solved the full set of PNPS equations. This automatically captures the
ion depletion effect, as shown in figure S3 of the supplemental materials of the paper [8], and therefore also
the non-linear conduction current.

The analytical theory we developed was based on a number of approximations, some of which are limiting
its generalizability. For ∆V = −400 mV, for instance, we could not determine the current response due to
the fact that the system passed through a region of very low Peclét number, in which the approximation
that the diffusive salt flux was negligible was not valid. This is unfortunate since there we saw an interesting
current response for low ∆p in our numerical data. The analytical theory is also limited in applicability by
some rather crude approximations, that threw out some of the more subtle physics phenomena too like ion
current rectification. It does fully capture the non-linear current response, but our approximation for the
volume flux Q in a cone was not very accurate, making the analytical expression for the conduction current
quantitatively deviate from the numerical data. Phenomenologically speaking, however, we did show that
the ion depletion in the channel was the mechanism that was responsible for the non-linear current. It would
be interesting to further analyze all the approximations that we made to see if we can find a more complex
expression for the current that would also capture ionic current rectification.

The occurrence of ion depletion in conical nanochannels, and the influence of the pressure thereon have
been observed before [26] [21] [22], but this has, as far as we know, never been linked to the non-linear
pressure-induced currents that were described by Jubin et al.. Ion depletion does not only happen in conical
geometries, however, and is also expected in channels with other shapes. It would be interesting to investigate
the influence of the specific geometry on the non-linearity of the current. New types of nanochannels could
be designed to maximize the transistor-like behaviour of the channel, allowing for a greater adjustability in
sensitivity to an external electric field. This could possibly find application in tunable blue (osmotic) energy
conversion.[8] Further research would need to be conducted on the influence of conicity on diffusioosmosis.
It would be interesting to see how the diffusioosmotic force couples with the hydraulic and electric driving
forces and how it would influence the concentration profile in the channel.
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9 Conclusions

This thesis aimed to explain from first principles the non-linearity in the current that was experimentally
observed by Jubin et al..[8] They reported a strong increase in conductivity when a pressure difference was
applied over a conical nanopore, in the presence of a fixed electric field. We have shown that this phenomenon
is caused by a depletion of ions in the channel, as opposed to the previously accepted theory that was proposed
by Jubin et al.. They argued that a space charge outside of the EDL was the cause of a non-linear current,
but we showed numerically that the magnitude of this charge was so small that any contributions to the
current are negligible.

When an electric field is applied, without a pressure difference, the salt concentration profile in the chan-
nel decreases or increases depending on the sign of the electric field. We show that this is required by a
conservation of salt flux through the channel. The different contributions to the salt flux must add up to a
constant total flux for every ‘slice’ of the channel, even when the radius of the channel is non-homogeneous.
This can only be achieved when the concentration decreases or increases at the tip of the channel. We de-
rived analytical expression for the salt concentration profiles and the corresponding conduction current, using
a Poisson-Boltzmann formalism for the EDL, and showed that they lead to a non-linear pressure-induced
current in a conical geometry.
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