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Abstract

In Theoretical Biology, the Price Equation is a valuable tool to describe the change in average phenotype
in a population. However, the Price Equation does not describe how migration affects the average phenotype
in local populations. Furthermore, on larger time scales, the mathematical meaning of the terms in the Price
Equation diverges from the intuitive interpretation of most people. Also, in Theoretical Biology, concepts like
‘long-term’ selection versus ‘short-term’ selection, as well as ‘local’ versus ‘global’ selection, are sometimes
discussed, yet a precise mathematical framework to describe these concepts is missing. I am proposing such
a framework by introducing several extensions to the Price Equation. With use of this framework, selection,
as well as other factors that can cause the average phenotype in a population to change, can be described
in an exact and unambiguous way on multiple scales in space and time.
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1 Introduction

The Price Equation [1] describes evolutionary change in a time interval in terms of selection and transmission.
In local, non-isolated environments, evolution can also happen because of individuals migrating to and from the
environment. As such, the Price Equation is not equipped to describe evolution in local, non-isolated environ-
ments. Also, as I will argue in this thesis, the correct interpretation of the terms in the Price Equation when
taken over large time intervals is not obvious. This is why we need extensions to the Price Equation that will
allow for a better description of evolution on multiple scales in space and time. Below I will use some examples
to illustrate how this can apply to current research.

In the paper "Short-sighted evolution and the virulence of pathogenic microorganisms" [3], Levin and Bull
argue that "it is possible that, for a wide variety of microparasites, [...] virulence [...] is a consequence of
within-host evolution that provides no benefit to the pathogen beyond the host". They argue that a mutation
that makes a pathogen more virulent will benefit that pathogen to spread through its current host, but may be
a hindrance for the pathogen in the effort of infecting additional hosts. As such, such a mutation would benefit
a pathogen locally (within one host) but not globally (throughout all hosts), and would help the pathogen
in the short term (during the time the current host is infected) but not in the long term (in the long term,
pathogens survive by spreading to different hosts). Levin and Bull formulate it like follows: "The advantage of
these virulent mutant microparasites is entirely local (within the host) and short-sighted." The paper of Levin
and Bull is cited many times and they are far from the only ones to have written about this idea.

Levin and Bull have an interesting idea. Unfortunately - and this is not meant as criticism - it is not a
very precise idea, since it is not formulated in the language of mathematics. How even could it be formulated
in the language of mathematics when we lack a framework to quantify what it means for a trait to be beneficial
‘locally’ instead of ‘globally’ and when it is not clear how we should compare selection on ‘short’ and ‘long’
timescales?

Another field of research where local versus global, and short-term versus long-term selection are relevant
is in models from game theory that take place in some space. Let me elaborate with an example. Suppose
there is a 2-dimensional space where organisms live and reproduce. Organisms can be either Cooperators or
Defectors. Offspring of Cooperators will be Cooperators and offspring of Defectors will be Defectors. In ad-
dition, offspring will be born and stay in the local neighborhood of their parents. Cooperators increase the
fitness of those around them, and Defectors only increase their own fitness. Hence in the short term, Defectors
will do better than Cooperators i.e. leave more offspring. For this reason, in the long term Defectors will find
themselves surrounded by their own offspring, who will also be Defectors. Hence in the long term, Defectors
may do worse than Cooperators. Also, in any local neighborhood Defectors will outcompete Cooperators, yet
a local neighborhood of Cooperators is fitter than a local neighborhood of Defectors - so even though Defectors
are locally fitter than Cooperators, this does not need to be the case globally.

Models like these can be seen as simple spatial models of the ‘evolution of cooperation’ and have been studied
by many different authors ever since Nowak and May started writing about them in 1992 [4]. Though the
difference between ‘short-term’ and ‘long-term’ benefits, as well as ‘local’ and ‘global’ benefits, do play a role
in models like these, they are unfortunately usually not discussed using precise mathematical definitions.

The goal of this thesis is to provide theoretical biologists with additional tools to describe evolution, in particu-
lar selection, on multiple scales in space and time. This framework will be provided by expanding on the Price
Equation in multiple different ways. Since this is a math thesis, I will prove all of my important statements
and theorems. As such, this thesis is focused on mathematical rigour more so than on practical examples.
Researchers should be able to use the toolbox provided in this thesis to make precise statements about their
own practical examples, though.

In section 2 I introduce the Price Equation and give background knowledge on the subject. I am also in-
troducing many of the mathematical definitions that will be used throughout the rest of the thesis. In section
2 I am essentially summarizing literature in Theoretical Biology, except that I use more mathematical rigour
than one would usually find within this literature. As such, none of the concepts discussed in this chapter are
new, but some of their mathematical formulations are.

In section 3 I introduce a potential problem with the interpretation of the Price Equation that especially
comes up when one tries to apply the Price Equation to large time scales. Up to section 7 I will discuss this
problem, introducing new definitions to solve this problem, and discussing my new definitions. These sections



are about my own work only and do not feature a review of literature.

The sections in this thesis can be read in various orders. Sections 8 up to section 11 can be read before
sections 3 up to 7. In section 8 I introduce the local Price Equation, which is an extension to the Price Equation
introduced in section 2 that can describe effects of migration on average population phenotype. The local Price
Equation was contrived by my supervisor, Rutger Hermsen, and refined by me. In section 9 we return to the
literature; here I introduce the concept of multilevel selection as invented by Price. In section 10 I show that
the Price approach to multilevel selection, as discussed in section 9, can also be described, and even extended,
by using concepts from section 8. Selection is only one term in the local Price Equation and in section 11 I show
how the other terms in the local Price Equation can also be described on multiple (spatial) levels. Sections 10
and 11 fully feature my own work, and do not discuss literature.

Sections 12 and 13 combine the work from sections 3 to 7 and from sections 8 to 11. These sections do
not feature any literature.

In section 14 I give a brief review of the progression made in the previous sections and will return to ex-
amples from current research to discuss the applicability of my work.

Many technical details from different sections are presented in the appendix.

2 Background knowledge

In biology, the word ‘fitness’ has an intuitive meaning to most people. The fitness of an organism describes
how well adapted it is to its environment and how much offspring it will produce. Similarly, most people have
an intuition on what ‘(natural) selection’ means. This intuition will often be like follows: If a trait is selected
for, then that means that organisms with that trait will tend to have a higher fitness than organisms without
that trait. In the last century, theoretical biologists have produced a mathematical formalism that is aimed
to describe people’s intuition on concepts like these in a rigorous and quantifiable way, in particular Price [1]
[2]. In this section, we will introduce some of these mathematical formulations. For simplicity, we will focus
on replicators that reproduce asexually, though all of our definitions can be easily extended to include sexual
reproduction. To start with, we will describe the concept of ‘fitness’ in a precise way in definitions 2.1 and 2.3.
Definitions 2.1 is the more wordy of the two, while definitions 2.3 is more math focused.

Definitions 2.1. Consider a time interval I C R and a set of replicators. Each replicator lives in a uniquely
defined time interval in the form [a,b) NI, a < b,a,b € R, and is alive at a time ¢t € I if and only if ¢ € [a, b).
When a replicator lives in a time interval [a, b) NI we say that the replicator is born at time a if a > inf;c;(¢) and
has died at time b if b € I. Whenever a replicator is born at time a, it is necessarily the child of another unique
replicator alive within a time interval [c, d) with ¢ < a < d. This other replicator is said to have reproduced at
time a. (Note that although we do not allow a replicator to reproduce after its moment of death, we do allow it
to reproduce at the exact moment of its death. The reason behind this choice will be discussed in remark 7.1.)
The line of descendants of a replicator ¢ is the set of all replicators that are a child of ¢, or a child of a child of
i, etc., or 7 itself. The line of descendants after a time t of replicator ¢ is the line of descendants of ¢ excluding
the descendants of children of i that are born before or at time t. Let ¢ be some replicator that lives in some
time interval [c,d), and let ¢ < a < d. The realised fitness of i over the time interval (a,b], called W2(i), is the
number of replicators for which the following statements both hold:

1. They are in the line of descendants after time ¢ = a of replicator ;

2. They are alive at time b.

For now, we will illustrate our definition of realised fitness with in example 1 and will address some seeming
oddities in our definitions in remark 2.2.

Example 1. See figure 1 for an illustration of the following description of events. Suppose that a replicator
(red) gets a child (blue) at time t; < a and another child (green) at time ¢5 > a. That child gets another child
(purple) at time t3 > to with t3 < b. Then the realized fitness W2 of this (red) replicator is equal to 3, since the
replicators in its line of descendants after time a that are alive at time b consists of 3 replicators: red, green and
purple (blue was born before time a so does not count). The red replicator dies at a time ¢4 < ¢. This means
its realized fitness W¢ is equal to 2; this is 1 lower than W since the red replicator no longer counts towards
it own fitness.

Remark 2.2. It may seem arbitrary that we defined replicators to live in halfopen intervals in the form (c, d]
instead of e.g. in closed intervals in the form [c, d]. This is not the case. Let i be a replicator and let a a moment
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Figure 1: The horizontal axis represents time. The vertical axis does not matter, but can represent space. The
red replicator gives birth to the blue replicator at time t; and to the green replicator at time to, who in turn
gives birth to the purple replicator at time t3. The fitness of the red replicator over the time interval (a,b] is
equal to 3 since at time b, that is the size of its line of descendants after time a. Since the blue replicator was
born before time a, it does not count. The purple replicator does count, though. Since the red replicator dies
at time t4, its fitness over the time interval (a, ¢] equals 2.

before its death, but not before its birth. If ¢ reproduces or dies at some moment in time b, then we want this
to be reflected in the term W?(i). This can only be the case if replicators live in halfopen time intervals in the
form (¢, d].

It also may seen odd that we have defined fitness over halfopen time intervals of the form (a,b] while our
replicators live in halfopen intervals of the different form [c,d). The reason is as follows. Suppose some repli-
cator i lives in some time interval [c, d), with a € [c,d), and you want to know W?(i). Suppose you can search
for all the details about the birth and death events of all the replicators, i.e. the times of the birth and death
events, and who gave birth to who and who died. In what time interval lie the birth and death events that you
need to know in order to calculate W2(i)? The answer is the time interval (a,b]. Births and deaths at time a
are not relevant to you, but births and deaths at time b are.

Often in nature we cannot distinguish between children and parents after a replication event. After a bacteria
reproduces by splitting into two, it is arbitrary which of the two new bacteria you would label to be the ‘child’.
Luckily, our definition of realized fitness is invariant under which bacteria we label to be the child. After hearing
this, many mathematicians would point out that if realized fitness is invariant under labeling, then there must
exist an alternative definition of realized fitness that does not use labeling. This is indeed correct. Below I will
give that definition.

Definitions 2.3. Let there be a time interval I C R. For every ¢ € I, we define a set of replicators R;. For
all a,b € I, a < b, let anc,y, : Ry — R, be a well-defined function that describes which replicator in R, is
called the ‘ancestor’ of some replicator in R,. As such, if i € R. and b < ¢ then anc, (i) = anc, (ancy (7))
(i.e. the ancestor of your ancestor is your ancestor). The realized fitness over the time interval (a,b], called
W?P: R, — N, is defined as the following.

Wh(i) = |j € Ry : ancy () = i. (2.1)

To avoid clutter, for any s > ¢, s,t € I, we will write anc; = anc , whenever it is clear what we mean. In the
above equation for example, we could as well write

Wb(i) =|j € Ry : anc,(j) = 1|, (2.2)

since the fact that j € R, makes it clear that anc, is a function from R} to R,.



The above definition coincides with our old one if the function anc, ;(i) outputs the replicator living at time a
for which 7 € Ry is in its line of descendants after time a.

From now on, we will refer to realised fitness simply as fitness.

Remark 2.4. In reality, fitness is the expected value of realised fitness. Since we only consider realised fitness,
we will refer to ‘realised fitness’ as ‘fitness’ without running into problems.

Remark 2.5. Fitness for a system with sexual reproduction uses the same formalism, except that children only
add % to one’s fitness, grandchildren only i, and so on. (These numbers can be higher when sexual reproduction
with related individuals is involved. For example, if two of your children get a child together, this grandchild
of yours is counted ‘double’ and so counts as % towards your fitness instead of %) In this thesis, we will not
consider sexual reproduction.

Definitions 2.6. From now on, I will always be an interval in R, even when we do not explicitly mention it.
For all t € I we define

Ny = Ry (2.3)

as the population size at time ¢. Let f be any property of replicators. Throughout this thesis, we will use the
following notation to denote the average of f at time ¢:

_ 1 )
E(f)=fi= N, Z f(@). (2.4)
t
1€ER:
Let g be another property of replicators. We define the covariance between f and g using the previous notation
in the following way.

Covi(f,9) = Ei(fg) — E«(f)Ei(g)- (2.5)

Note that E;(f) can be interpreted as the expected value of the experiment in which one measures the value
f of a random replicator at time ¢, where every replicator has an equal probability of being measured. It is
easier, though, to think of E;(f) as a statistical average, rather than an expected value, and one can think of
Covi(f,g) as a ‘sample covariance’ rather than a ‘real covariance’ between random variables.

Definition 2.7. With use of the previous definition, we can define relative fitness w? as follows as shorthand
notation:

wa (i) = W (i) /W2 (2.6)

Note that the average fitness is simply the population growth factor, i.e. Wé’ = Ny /N,. This can be verified by
using the shortly introduced lemma 2.10 by filling in f = 1.

Replicators can have more different characteristics than previously described. For example, if our replicators
are bacteria, then we may be interested in their size, or their production of certain chemicals, or the absence or
presence of certain genes, etc. The following definition of phenotype ¢ provides a framework to describe all of
these 1-dimensional properties.

Definition 2.8. Every replicator is associated with a certain phenotype ¢, with ¢ € R. The phenotype of
replicator ¢ is denoted as ¢;. The average phenotype at time ¢ is denoted as ¢;.

If we are interested in, say, the production of some chemical by bacteria, then we may define ¢ to be the rate
at which that chemical is produced. If we are merely interested in the absence or presence of a certain gene,
then we may define ¢ = 1 for every bacteria that has the gene and ¢ = 0 for every bacteria that does not.
Throughout this thesis, we will never specify what kind of phenotype we are using, so our results apply generally
to any trait that can be described using elements of R.

After all these definitions, it is time for our first theorem. The following theorem was introduced by Price
[1].

Theorem 2.9. Let a < b, a,b € I. If all children have the same phenotype as their ancestors (which we will
call the assumption of faithful transmission), then

Cova(d, wl) = ¢p — Pa. (2.7)



This equation can be intuitively understood; if ¢ positively (negatively) covaries with fitness, then replicators
with a higher value of ¢ will tend to be fitter (less fit) on average, so one expects the average value of ¢ to
increase (decrease). Before we can formally prove the validity of equation 2.7, we will first have to introduce a
lemma. This lemma will be used throughout this thesis.

Lemma 2.10. Let a < b, a,b € I. For any function f(i) of a replicator i, the following equality holds.
D FOWEE) = > flanca(j (2.8)
1€ER, JERy

Proof. The lemma follows from definitions 2.3:

Zf YWE(i) Zf ) € Ry : ancy(j) = 4|

i€ER, i€ER,

=> > fe)

i€R, jERy:anc, (j)=i

. (2.9)
= Z Z f(anca(J))
i€ER, jERp:anc, (j)=1
(since ancgy(j) : Sp — Sq is well-defined) = Z f(ancy(y)
JERy
O
Now we can prove theorem 2.9.
Proof. (of theorem 2.9)
Cova(9,wq) = Ba(@: Wy (1)/ W) = Ba(W3(0)/WE)Ea(6:)
_ ¢ W2(i) /W -—
EP 2 A
1€R,
S bWOG) (2.10)
- — ¢a
= N, Nb/N
_ Tien oW
==

Lemma 2.10 implies the following.

Z ¢1Wb Z (z)anca(j) (211)

i€ER, JERy

Also, the following is true by our assumption of faithful inheritance.

¢anca(j) = ¢j- (212)

This means that we can continue our calculation from equation 2.10 as follows.

ZjERz, (bj . %

by __
Cova(@,w,) = N, (2.13)

O

Under less ideal conditions, this equation does not hold. Two examples of less ideal conditions are:

(1). Not every child needs to have the same phenotype as its ancestor. If there is a difference between the
phenotype of child and ancestor, we say that an imperfect transmission has occurred. One can think of this as
a mutation, but it does not need to be in general. Other factors than mutation can influence phenotype.

(2). Not every replicator needs to have an ancestor in the population: it could have immigrated from another
population. Also, not every replicator who is no longer in the population needs to have died: it could have
emigrated to another population.



We will postpone discussing (2) until section 8. When we account for (1) (so we no longer assume that children
have the same phenotype as their parents), we will need two terms to describe change in average phenotype: one
describing the effects of selection and one describing the effects of imperfect transmission. They are introduced
below.

Definition 2.11. Our old expression for change in average phenotype is called the selection term S:

5P = Covg(op,wb). (2.14)

The selection term seems to describe what people intuitively mean when they say that a trait or phenotype is
‘selected’ for. After all, if replicators with a higher value of some phenotype ¢ tend to have a higher fitness,
one would say that this phenotype is selected for; and indeed, if this is the case the covariance between this
phenotype and fitness is positive.

Definition 2.12. The following is called the transmission term pb:

,LLZ = Eb(¢j - ¢)anc@(j))' (2.15)

The transmission term represents the average difference between the phenotype of descendants and ancestors.
For example, if at some point children tend to be longer than their parents, average population length will in-
crease without the need for selection; and in this case, the transmission term will reflect this change in average
length.

The previous two terms are used in the Price Equation [1]:

Theorem 2.13. (Price FEquation) -
P — P = Sq + Hg- (2.16)

We can prove the Price Equation (equation 2.16) as follows.

Proof.

54 1 = Cov, (6, uf) 2l = om0

Ny
Z‘ Rd)anc(’) N Z R(¢j_¢anc(’))
b tions 2.10 and 2.11) = =& ancld) - JER a(j
(o cauations 240 s 241 N; Pt N, (2.17)
:M_QT
Ny @
:¢b_¢a
O

In the literature the transmission term is most often defined in a different but equivalent way [?]. I will now
show this definition by making use of notation that I have previously defined.

Definitions 2.14. Let a < b, a,b € I and let

Ui={jeSy:i=anc,(j)} (2.18)
be the set of replicators at time b that add to the fitness of a replicator i living at time a, which we use to define

86 = G 2 (65— 00) (219)

@ J€U;

as the average change in phenotype between i and its descendants. We define the following as transmission.

b = By (w)Ag). (2:20)

Theorem 2.15. Our two definitions of transmission are equivalent, i.e., b’ = ub.



Proof.

Ea(ubA6) = 1 3wk,
@ 1€R,
1 -
— Ag;
N ; W (D) Ad;
L D) A,
Nb ieZRa Wa (Z)Aqsl
_ 1 b 1 L
- ﬁb Z Wa(Z)Wb(i) Z(¢J QSZ)

i€R, al\" jeu; (2.21)

1
N, Z Z(d’j—@)

i€Rq JEU;

1
= ﬁb Z Z((b] - (banc{l(j))

i€R, jEU;

1
= Fb Z (d)J - ¢an0a(j))

JERy
= Eb(¢j - ¢anca(j))~

3 The meaning of the selection term

It is very useful to get a good grasp of what the selection and transmission terms precisely mean. Many people
have an intuitive notion of selection and assume that the selection term in the Price Equation coincides with
their intuition. In this section I will challenge this notion. The selection term S° only tells you how the
phenotype of replicators at time a covaries with the size of their line of descendents at time b, and I claim
this differs considerably from the notion of most people of what ‘selection’ means. 1 will illustrate this with an
example.

Example 2. Suppose a < t; < to < t3 < t4 < b, all of which represents times. At time a there is 1 replicator
with phenotype ¢. At time t; it gets a child with phenotype ¢ — ¢, with € > 0, due to a mutation. At time
to, the child dies. At time t3, the original replicator gets another child. This time, the child has phenotype
¢ + €, meaning another mutation has occurred, but this time in the other direction. At time ¢4, the original
replicator dies. As such, at time b, the child with phenotype ¢ + € is the only child alive. See figure 2 for a
visual representation.

a tg t, t, t, b time

Figure 2: Example
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In this situation, what would we expect the selection and transmission terms to be? Since there were two
mutations of the same size but in opposite directions, should we not expect the transmission term to be zero?
Since both times a replicator died, it was the replicator with the lowest phenotype in the population, should we
not expect the selection term to be positive? Let us calculate the terms. It is very straightforward. Since there
was only one replicator alive at time ¢ = a, the covariance term has to be 0, and so

Sb =0, (3.1)
but evidently,
Gy — g =¢+e—d=¢e>0, (3.2)
and so
1l =y — g — 2 =€e>0. (3.3)

According to the Price Equation, all of the change in average phenotype was due to a positive transmission
term, and selection played no role. This is likely to be in contrast with our intuition of what ‘selection’ means.
The reason for this discrepancy is that a lot of what happened in between times a and b is not factored into
the selection term S°. The phenotype of the children, for example, did not matter at all for the selection term;
only the phenotype of the parent did. In addition, the birth and death of the child with phenotype ¢ — ¢ was
not factored into the selection term at all.

Individual intermediate events become less important when more events are happening. One may have the
intuition that with more events, our intuition would get closer to the mathematics of the Price Equation. I
think the opposite is true; the more intermediate events there are, the more intermediate events are not factored
in the selection term, which can cause intuition to drift even further away from the mathematical meaning of
the selection term. I will provide another example.

Example 3. Suppose that at time a there are two replicators. One of them has phenotype ¢ and the other
has a lower phenotype of ¢ — €. Both replicators leave offspring, but the child of the replicator with the lower
phenotype of ¢ — e has a mutation, and as a result it gets the highest phenotype in the population of ¢+ ¢. This
child then proceeds to take over the entire population so that at time b, all replicators have phenotype ¢ +¢. We
may think that this means that there is selection in favor of high values of phenotype, but the selection term
SP is actually negative, for the entire population of time b is a descendant of a replicator with a low phenotype
of ¢ — € at time a. See figure 3 for an illustration.

f
w< /’ip/a—i'
L R
p-£ e
— —

=

Figure 3: A replicator with a low phenotype reproduces and gets a child with a high phenotype, who then takes
over the entire population.

One might argue that the Price Equation is simply not meant to be taken over too large time intervals and that
one ought to not use it for a time interval that is longer than 1 generation. My response to this is that even
if the selection term describes 1 generation, it can still be very counterintuitive, as our example from figure 2
shows. In addition, if it is true that the Price Equation is not meant for time intervals that are too large, this

11



implies that we should use another definition to be able to talk about selection on larger time scales.

I argue that the Price Equation and the corresponding selection term are useful on all time scales, but that we
should be cautious about their interpretation. The Price Equation and its selection term seem to not capture
what many people mean when they talk about selection. As such, I argue that it would be useful to make
an extra definition that does correspond with people’s intuition. If such a definition would be found, it would
provide a useful addition to our toolbox to talk about selection.

4 Searching for a new definition of selection

In order to find useful new definitions of selection that intuitively describe how selection influences change in
average phenotype, we will first write down the selection term of the Price Equation in terms of individual
births and deaths.

Definition 4.1. The event in which a replicator reproduces we will call a replication event and the event in
which a replicator dies we will call a death event.

Let x be a replication or death event and let i(x) be the replicator replicating or dying in birth or death
event z. Let f be a function of replicators. Whenever we write f(z), it means f(i(z)). We will often explicitly
mention it whenever we abuse notation this way.

Lemma 4.2. Let r1,r9,...,7, be the replication events in the time interval (a,b] and let dy,ds, ...,d,, be the
death events in the time interval (a,b]. With anc,(r;) and anc,(d;) we refer to the replicator at time a that is
the ancestor of the replicator reproducing in replication event r; or dying in death event d;, respectively. Then

a Nb Zgbanca(rl Z ¢anca dj) + (N Nb)¢a) (41)
=1

Jj=1

Proof. Let R, = {a1,as,...,an,} be the set of replicators alive at time a. Let C’b be the set of replication
events in the lineage of replicator & in the time interval (a,b] and and let Db be the Set of death events in the
lineage of replicator k in the time interval (a,b]. Notice that W (k) =1+ |C? | — |D% |. Then

Sq = Cov(¢, wy)
Yker, 6Wa,  Lier, Ok

(by equation 2.10) =

Ny N,
_ ZkeRa or(1+ |Cgk| - ‘ng ) _ ZkeRa Pk
Ny N,
_ ZkeRa ¢k(|Cabk - |D2k|) + ZkeRa ¢k . ZkeRa ¢k
Ny Ny N,
_ Zner, M (rieop, 1= 2ajeny, L NeXien, 06 NoYien, O
Nb NaNb NaNb (42)
_ ZkeRa(Znecgk bk — Zdjepgk br) N No ) rer, Ok B Ny orer, Pk
Nb NaNb NaNb
_ ZkeRa (ETiGCf;k ¢anca(ri) - Zdjeng ¢anca(d_,»)) n (Na - Nb) ZkeRa Ok
Ny NNy
_ E?:l (banc,l(ri) - Z;nzl ¢anca(dj) i (Na — Nb)%
Ny Ny

Nb lzl ¢anc,, (rq) Z (banca(d N Nb)¢a>

O

We will introduce a new definition of selection, S°’, in which for every birth or death event, we use the phenotype
of the replicator that gives birth or dies, instead of the phenotype of the ancestral replicator. We do this as
follows.
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Definition 4.3. Let ¢,, be the phenotype of the replicator that reproduces in birth event r; and let ¢4, be the
phenotype of the replicator that dies at death event d;. Then we define

St = (30 0n = Y 0w, + (N = o)), (4.3)
i=1 =1

This is the analogue to equation 4.1 were we use the phenotype of the replicators that give birth or die, as
opposed to the phenotype of their ancestor.

The main reason why the term S° is not in accordance to what many people intuitively mean with ‘selection’
seems to be that in this term, whenever a replicator reproduces or dies, the only thing that counts is the
phenotype of its ancestor at time a, rather than its own phenotype. The new definition of S%’ solves this
problem. Our hope is that S%” is better at describing our intuition on selection than S? is. In case ¢ is
faithfully inherited, i.e. every child has the same phenotype as its parent, S° captures the full change in average
phenotype, in accordance to what we would expect intuitively. This was shown in theorem 2.9. It would be
nice if the same were true for S%’.

Theorem 4.4. If ¢ is faithfully inherited, then

S =Sy = — - (4.4)

Because of the way we have constructed S°’

o', we can expect this to be indeed the case. We will now formally
show this.

Proof. Under the assumption of faithful inheritance, for all replication events r; and death events d;, ¢,, =
Gancy(r;) a0d Gd; = Panc,(d;)- From this fact follows that Sg’ = S’g. Theorem 2.9 states that under the

assumption of faithful inheritance, S° = ¢, — ¢,. Hence also S’ = ¢, — ¢. O

More generally, if every replicator that reproduces or dies in between ¢t = a and ¢t = b can be traced back to an
ancestor that carries the same phenotype, the definitions S?’ and S° agree with each other. The simple reason
is that in this case, S°" as defined in equation 4.3 precisely coincides with the term that we end up with in
equation 4.2.

Let us now look at what our definition says in example 2 on page 10. We have

SY =126~ (64 (6~ + (1~ 1))

:67

(4.5)

so the selection term of S®" accounts for the full change in average phenotype. This seems to align with our
intuition of what it means to have selection within a time interval more so than the term S% does.

Now let us take a look at another example.

Example 4. Suppose that at time a, there are two replicators, both with phenotype ¢. At time ¢;, one of
them reproduces and produces a mutant with phenotype ¢ + €. At time ¢5, the other one dies. These are the
only events that happen in the time interval (a, b]. See figure 4 for a representation where first ¢; < t5 and then
t1 > to.
In both of these examples there is no difference in phenotype in the initial replicators, so

St =o. (4.6)

Also in these examples, we have

SV = 2(6— 6+ (2-2)9)
=0.

(4.7)

This result seems to make sense for the case where t; > ¢5. In this case, every birth and death event happened
at a point in time where every replicator in the population had the exact same phenotype, so there could not
have been any selection! If t; < t5, the situation is different, though. Here, the death of a replicator with
phenotype ¢ happened at a moment in time where its phenotype was lower than the population average, as the

13
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Figure 4: Another example. Left: t; < to. Right: t; > to.

replicator with phenotype ¢ + € had already been born. Hence in this case, the death resulted in an increase
of average phenotype, and so one could argue that the death of this replicator was an example of selection in
favor of higher values of the phenotype. This is not captured in the term S°’, though. The term S%" could not
capture this, as it does not factor in the time of the events; if one changes the order of two events (so long as
one could change the order; a parent cannot give birth before it is born itself), S’ remains unchanged. As such,
it cannot make any distinction between the case where t; > t5 and the case where t; < t5. This is maybe not
desirable and we will continue our search for a new definition of selection.

5 An order-dependent definition of selection

Previously, we saw that the selection term gets muddled with effects from transmission if one looks at selection
at larger time scales. One solution for this is to ‘cut’ time into smaller pieces. As an example, suppose we are
interested in the influence of selection between t = 0 and ¢t = 10. We are worried that the selection term S only
captures the effects of selection well on time scales no larger than 1. Then instead of using the term S3° to
describe the effects of selection between ¢ = 1 and ¢ = 10, we could decide to use the term S§ + S? + ... + S3°
instead. This example leads us to a new definition.

Definition 5.1. Let a,b € I, a < b, and let k € N. We write j = “— and define the following.

a+(s+1 a+(s+1)j
Sok = Zsaigf )]—ZCOVG (6, wap &Y. (5.1)

In this definition, we calculate selection in between ¢t = a and t = a + kj, but we do so by adding k different
selection terms that look at selectlon at time lengths of j. Using our previous example, the term S§+ 57 +...4 539
can be written simply as S ; we go from ¢t =0 to ¢ = 10 in 10 steps.

Theorem 5.2. If the phenotype is faithfully inherited, then for all j € R,k € N with kj = b — a,

Sk — gb, (5.2)
This can be easily shown as follows.

—a

Proof. Remember j = bT. If ¢ is faithfully inherited, the transmission term over any time interval will be
equal to 0, and hence we have
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k—1
Sg’k _ Z S‘H‘(S'H)j
s=0

a+sj

k—1
= (Bat(s+1)j — Patsj)

s=0 (53)
= ¢a+kj - ¢a
= b~ ba
=S

[

6 The limit definition of selection

With help of our definition S%*, we can study selection at any time scale. We could ask ourselves whether it
is always better to look at selection on smaller scales. In the term S50 the selection and transmission term
are less mixed up than in the term S°. But we may expect the selection and transmission term to be even less
intertwined in the term S%!%° and even less in the term S21°°0. We could go on with this forever. What if we

make k arbitrarily large and use j = b_T“ infinitesimally small timesteps? Consider the following definition.

Definition 6.1.
8t = ile Shik. (6.1)

Most of the terms in our summation would be 0, since in most very small time intervals, no birth or death
occurs. We would just be counting birth and deaths, like we did in the definition of S%’, except that the time of
the events is taken into consideration. How would this look like? We will first need to introduce new notation.

Definition 6.2. Let f(¢) be any property that is a function of time. We write

@)= 1i%1 ft—e). (6.2)
We will often make explicit whenever we make use of this definition.
Now we are ready for the theorem.

Theorem 6.3. Let a <b. Let ri,r9,...,1, be the birth events in the time interval (a,b], let dy,ds, ..., d, be the
death events in the time interval (a,b], let ¢,, be the phenotype of the replicator reproducing in replication event
ri, let ¢q; be the phenotype of the replicator dying in replication event dj, and let t;,t; be the respective times

of replication event r; and death event d;. Furthermore, using definition 77, we write ¢; = limejo p+—c. Then

SZ _ Z (brl]\;(btj + Z ¢tj]\;tv¢dj . (6.3)
i = 3

i=1 t

The proof can be found in section A of the appendix.

We will now take a look at some examples to get a better intuitive understanding of the differences between
the terms we have found so far.

If ¢ is faithfully inherited, then 8% = S? for the simple reason that S»* = S® for all k if ¢ is faithfully in-
herited. In general, 8® # S° though. To show this, consider again example 2 on page 10. Remember that in
this example,

Oy — Ga = €, (6.4)
but

Sb=0. (6.5)

Our new definition gives
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P+ gp—e O+ od+e

S R G i S (6.6)
76 €

“373

:6,

so this new selection term does account for the full change in average phenotype, just like S?’ does.

Now let us return to example 4 on page 13. Suppose that ¢; < ¢5. In that case,

8= (60— 0) + 5(LTEELTE )

3 (6.7)

S Wl

but if t; > to, then

Sb

1 1
i(¢_¢)+§(¢_¢)
:O7

(6.8)

which yields a different result. Our new definition does capture the difference between the situations where
t1 < to and where t1 > to. The results make make sense, too: if t; < t5, the death event will directly cause the
average phenotype to increase by a factor §, but if ¢; > t2, the death event has no immediate effect on average
phenotype.

Interestingly, S® agrees with 8% if the order of events is like in equation 6.8 but not if the order of events
is like in equation 6.7. One intuitive way of looking at this is the following. The reason why the selection term
is positive in equation 6.7 is because if ¢; < tg, the death of the replicator carrying phenotype ¢ happens at
a time where the value of its phenotype was lower than the population average. In equation 6.8, on the other
hand, the death event happens at a moment in time where the dying replicator carries the average phenotype.
The term S°’ can be interpreted as selection in a world where there is no order of events, i.e. ‘everything
happens simultaneously’. If the birth and death events happen simultaneously, then the birth of the mutant
with phenotype ¢ + € and the death of the replicator with phenotype ¢ cannot be causally linked. Hence we
can ignore the birth event in determining the effects on selection of the death event, and when we do so, the
dying replicator has an average phenotype at the moment of its death.

7 New definitions of transmission

So far, we have only focused on the selection term. We would like to study the transmission term, too. We have
made some different definitions of selection. In order for the Price Equation to hold for these new definitions, we
need to also invent new analoguous definitions for transmission. These analoguous definitions will be introduced
in this section.

Remark 7.1. We are continuously assuming that imperfect transmission only takes place during reproduction,
i.e., it treats the phenotype of replicators during their lifetime as constant. This seems like a very narrow view.
Luckily, it is not very difficult to extend all of our theorems to include the possibility of phenotype changing
spontaneously. If a replicator changes its phenotype at some moment in time ¢, one can mathematically treat
the situation as if the replicator died at time ¢ and at the exact same time gave birth to a new replicator that
carries a different phenotype. This has no effect on the selection term, since these birth and death events cancel
each other out, resulting in no net change in fitness. Note that this extension is only made possible by the fact
that our replicators live in halfopen intervals. To illustrate this, suppose a replicator ¢ dies and gives birth to
another replicator at time ¢, and suppose that s < ¢. If replicators lived in closed intervals, W (i) would be 1
number higher than it should be (since at time ¢, both replicators would exist, and if replicators lived in open
intervals, it would be 1 number lower (since at time ¢, neither replicator would exist).

Only when phenotype changes continuously instead of discretely, some of our theorems would no longer work
or should be written in a more sophisticated way.
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To recap,

R O Zm (N, — Ny)a). (7.1)
=1

Definition 7.2. Let A¢,, be the phenotype of the child in reproduction event r; minus the phenotype of its
parent. Then we define

= __ Z Ay, . (7.2)
Theorem 7.3. -
Gp— o = SY + b (7.3)
This can be proven as follows.

Proof. Let R, = {a1, a2, ...,an, } and Ry = {b1,ba,...,bn, }. Using the same notation as in equation ?? (e.g. n
and m are the number of birth and death events in (a, b], respectively) and largely following the same steps as
in this equation, we calculate the following.

. 1 Ny _
¢b _¢a = ﬁb(kz::ld)bk) _¢a

N, n m
- Nib(z o+ 30+ 800) =3 00)
N¢a+z¢m Z(bdj ¢a+7ZA¢n
i=1 j=1 (7.4)

1 & —
= Q¢ - § @4, + Noda — Noda) + g’
i=1 j=1

— 3 (0 Zm (No = Ny)ga) + b
=1

_ Sb/ + ﬂbl.
O
Now we will find our transmission term in the definition of S%*. We define
Definition 7.4. A
-1
a+(s+1)j
bk =N e s, (7.5)
s=0
which is analogous to the definition of Sb*.
Theorem 7.5. o
Se* + e = ¢y — da. (7.6)
Proof. This proof takes only a few steps.
y k—1
b,k b,k a+(s+1 a+(s+1)j
Sa” + Ha Z CA D S T
s=0 s=
k—1
a+(s+1)j a+(s+1)
= + 1 )
a+s a+5
s:@ 7 7 (7.7)
k—1
= Z(¢a+(s+1)j - ¢a+sj)
s=0
= db — Pa-
O



Next, we will fosu our attention to limyjoo 2. We define it as follows.
Definition 7.6. U’ = limyqo pb*.

Theorem 7.7. Let ry,7a,...1y, be all the birth events in the time interval (a,b], let A¢,., be the phenotype of the
parent minus that of the child in reproduction event r;, and let t; be the time that replication event r; occurs.
Then

" A,

b _ ri
U, = E N, (7.8)

i=1 i

See Appendix B for a (summary of) the proof.

8 Migration and the local Price Equation

There is another way in which the average phenotype of a population can change that we have not focused on
so far: migration. This section is devoted to developing a framework to describe locality and migration in a
general way. Note that if we use a migration term, we are necessarily looking at a local environment or local
population of replicators. As such, if we add a migration term to the Price Equation, we will call it the local
Price Equation. We will also talk about corresponding local selection and local transmission.

There are various ways to describe migration mathematically. Previously when we briefly discussed migra-
tion, we talked about migration as the effects of replicators entering (immigration into) and leaving (emigrating
out of) a population. When talking about it this way, we either consider replicators to be inside or outside
our local environment. One can imagine situations, though, in which we may need a description that is less
black-and-white; e.g., we may want to count replicators near the boundary of our local environment as being
‘half inside’ and ‘half outside’. The following definition is chosen with this in mind.

Definition 8.1. Let I C R and let K : (i,7);er, rer — R be a function that describes how much each replicator
‘counts’ at every point in time; i.e., for every replicator ¢ and time 7, K(i,7) is only defined if 4 is alive at time
7 and is a measure for how much this replicator counts at this time. We will call K a weight function.

A weight function K : (i,7)ier, rer — R is required to satisfy the following properties. Properties 2 and
3 will only start to play a role in much later chapters and can be ignored for the moment.

1. Forallt € I and i € R;

K(i,t) >0, (8.1)

i.e., no replicator counts ‘negatively’ for any group.
2. All left limits in time of K exist.

3. K is right continuous in time.

We will use a weight function K to model migration in a local environment. Migration occurs whenever for
some replicator 4, K(i,t) is not constant in ¢t. For instance, if K (i,¢) is decreasing in time, the replicator 7 is
‘migrating away’ from our local environment. Note that if the function K only takes on the values 0 and 1,
then we would be back to our narrow view of replicators being either inside or outside our local environment.

In practise, one can define a spatial position of replicators and use this position in space to determine their
weight K. In this case, K is a function of some space S that the replicators are living in, rather than from
replicators and time. However, one would need an additional function describing the position in space S of each
replicator at each point in time, making K indirectly a function of replicators and time.

In order to avoid clutter in the rest of this section, we will make use of the following shorthand notation.

Definition 8.2. For all replicators j, we write K (anc,(j)) = K(anc,(j), a), i.e., K(anc,(j)) denotes the weight
at time a of the ancestor of replicator j.

Even without migration, using this new formalism of weight functions means we have to re-write our definitions
of selection and transmission. After all, selection and transmission on a replicator with a high value of K should
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have a larger effect on the respective selection and transmission terms than selection and transmission on a
replicator with a low value of K. Hence, where we used averages before in our definitions, we should now use
averages weighted by K.

Definitions 8.3. Let t € I and let f be a real-valued function of replicators. Then we write the following.

- Dier K0 f()
EX)(f) = (K) _ ZeicR, = f;. 8.2
t (f) ft ZieRt K(Z,t) ft ( )
Note that if K = 1, this coincides with equation 2.4. More generally, let s,t € I and let f : Ry — R and
h: Ry — (Rs,s). We write the following.

> icr, K(h(i)) f(3)
Yicr, K(h(9)

We will mainly use this definition for functions h in the form h(i) = (ancs(i), s), which can, inside a weight
function, be shortly written as h(i) = ancs(¢z) when applying definition 8.2.

E(flh) =

(8.3)

We have similar notation for (sample) covariance. let g be a real-valued function of replicators too. We
write

Cov™ (£, 9) = B (fg) — B (1B (9) (8-4)
and
Cov™)(f,glh) = B (f91n) — BFO (FIES (g]h). (8.5)
With use of this notation, we can attempt to write down the terms of the local Price Equation.
Definition 8.4. We will still have the same kind of notation for the selection term:
SPE) = Covl) (¢, wh). (8.6)
The only difference is that now, we are making use of definitions 8.3 for covariance and expected value.
We could choose to define our local transmission term as follows.

Definition 8.5. We define the term b)) similar to our definition of u’ in 2.12 , except that we use
definitions 8.3 for expected value.

b IO = B () = Gane, (7). (8.7)

Note that if K =1 (or any other constant), our definitions of S and u2(") coincide with our old definitions of

8% and b, simply because equation 8.2 coincides with equation 2.4 if K = 1.

Now there is only one way to define our migration term that will result in all the terms to sum up to ¢, — ¢q.
I define the following:

Definition 8.6.

MO = B (60, )) = B4 (Ganc, () [anca(5))- (88)
For this, I claim that

Theorem 8.7.
%‘%ZSZ(K)+HZ(K)(1)+M3(K)(1)~ (8.9)

In order to prove this, we will first introduce a useful lemma:

Lemma 8.8. K —(K)
S50 = Y™ (ane, () [anca (i) — @a' - (8.10)

19



Proof.

Sat) = Covl{ (o, Wy /W)

= B (6w (i) /W) — B (W (i) [WEES (67)

_ ZieRa K(Za a)¢1W£(2)/W£ B ¢7(K)

ZieRa K(i,a) ¢
_ ZigRa K(Za a’)¢1W£(Z) ! ZiERa K(Za a’)

_1.@(1()

Yier, K(i,a) - 3 cp, K(i,a)W(i) (8.11)
_ Lier, K(i,a)pWa(i) 5200
Y ier, K (i, a)We (i) ‘
) K(anc,(J))®Panc, (j _
(using lemma 2.10) = 2sen, K a(]))d) ) a(K)
Y jer, K(anca(j))
K . —(K)
= El(y )(¢anca(j)|anca(.7)) —¢a .
O
Using this lemma, proving theorem 8.7 is straightforward.
Proof. Putting all previous terms together,
SZ(K) + MZ(K)(l) + M(l;(K)(l)
K . —(K) K K K .
:El(; )(¢anca(j) ‘anca(])) - (ba + El() )((b] - (banca(j)) + El(w )(¢anca(j)) — El(7 )(¢anca(j)|anca(]))
—(K) K K
= — (ba + Eé )((bj - d)anca(j)) + EI() )(¢allca(j)) (8 12)
—(K) K K K .
= (ba + El() )(¢J) + El(y )(¢anca(j)) - El(y )(¢arlca(j))
——(K)
=—%a +E(g))
:%(K) _ K(K)
O

We now have a local version of the Price Equation. Let us try to interpret our terms and decide whether or not
we are satisfied with our definitions and results so far.

The term Mfz’(K )1 can be intuitively understood as the average difference between the weight of descendants
and of their parents, weighted by the phenotype of the parents. There is, however, an objection to be made
to our definition of terms with regards to the term ;LZ(K )1 This is surprising, since this term seems to have
logically followed from our previous definition of transmission. The objection is that the term is dependent
on migration effects. Suppose that we know everything about a population of replicators at time t = a. We
also know what the fitness w? of the replicators are and which imperfect transmissions will occur in the time
interval (a,b]. With this information, we will not be able to calculate MZ(K )1 The reason for this is that the
weight of the descendants at time b appears in the definition of x2(*)(1). We do not know these weights, for we
do not know anything about migration. If we want to have a definition of transmission that can be calculated
without knowing anything about migration, we have to work with the weight of the ancestors at time a, not of
the descendants at time b. This leads us to define the following, alternative definition of local transmission.

Definition 8.9. .
MZ(K)(Z) = El(; )(¢J - ¢anca(j)|anca(j))' (813)

In case K = 1, we can see that u2(5)() equals the term z’ from definition 2.12. Therefore, %)) is not a
more logical extension of our previous definition of ? than pf(F)(2) is,

K)  ——(K)

In order for everything to sum up to %( — ¢q ~, we now have to define our migration term differently.

I define it as follows:
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Definition 8.10.

M = BF () — B (¢]anca (7))
_ ZjERb K(j)¢1 Z]‘eRb K(anca(j))¢j

2 jer, K(U) > jen, K(ancq(j)) (8.14)
_ ¢—(K) ~ Xjer, K(anca(4))9;
' Y jer, K(anca(j))

I claim that this term will make the local Price Equation work:

Theorem 8.11. ) ()
50 0 = 510 4 0@ 4 a0 (8.15)

Proof. We again make use of lemma 8.8.

SEUK) 4 b (K)@) 4 ppb(K)(2)
B (Gane, (|00 (1)) = Pa + S (d) = Ganen 3y |anca (1) + S () — BV (¢5]anc, (5))

B (Gane. iy |anca () — Ga ) + B (¢5]anca (7)) — BY (Gane, 5y lanca (7)) + B () — BI (]anc, (7))
=5 B
:%(K) _ %(K).

(8.16)

O

We now have an alternative local Price Equation with new definitions. We can, unfortunately, make a similar
objection about these definitions as we made about our previous ones. Suppose that we know everything about
a population of replicators at time t = a. We also know what the fitness w? of the replicators are and how
all the weights will change in the time interval (a,b]. With this information, we will not be able to calculate
MPU) () The reason for this is that the phenotype of the descendants at time b appears in the definition of
M? (K)(2) We do not know these phenotypes, for we do not know anything about how perfect the transmissions
were. If we want to have a definition of migration that can be calculated without knowing anything about
transmission, we have to work with the phenotype of the ancestors at time a, not of the descendants at time b.
Such a definition of migration we have already used; it is M2 (1)1

b (K)

a

Our purest definition of transmission seems to be p (2) and our purest definition of migration seems to

be M2F)M) | But if we add S2U) 4 2 (F)2) 4 AU (M) | e won’t necessarily arrive at %(K) - %(K); we will
be missing something. The following definition and theorem show us what will be missing.
Definition 8.12. . .
KZ(K) = El(7 )(¢7 - ¢an<:a(j)) - El() )((bj - ¢ancﬂ(j)|anca(j))' (817)
Theorem 8.13. LK) (K
b — e = SS(K) +.UZ(K)(2) + MCIL)(K)(l) + “Z(K)- (8.18)
We can show this as follows.
Proof. We use that fact that
K K .
HZ(K)(D - NZ(K)(Q) = El() )((Zsj - ¢anca(j)) - El() )(¢j - qsanca(j)‘anc(l(])) (8 19)

— k),
so that we can write
—(K) —(K
G G ) Z gh ) | p ()W) | ) )

= SPU) 4 U@ | b)) 4 )M _ b)) (8.20)
— SYU) 4 )2 4 b)) 4 b (),

which completes the proof. O
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Remark 8.14. Note that s is simply the difference between our previous two transmission and migration terms:

pE ) b ()@) b (K) (8.21)

and

MPUO@) — AW 4 o (1) (8.22)

Note also that if either K(j,b) = K(anc,(j)) for all j € R, (meaning that there is no migration) or ¢; = danc, ;)
(meaning that there is no transmission bias) it follows that %) = 0. The term %) therefore really captures
the combined effect of both migration and transmission. It describes how much more likely mutants are to
migrate compared to non-mutants, and as such can be seen as a sort of ‘coupling’ term between the two. More
specifically, Hg(K ) describes how migration and transmission covary, as I will show later.

We have finally found a version of a local Price Equation that we are satisfied with. I hope I have suc-
cessfully argued why this equation is best to use. From now on we will refer to the equation in theorem 8.13
as the local Price Equation. Also, we will not use the terms NZ(K)(U and Mfl’(K)(z) again, meaning that we can
write ,uZ(K)(Q) and MS(K)(I) in a simpler way as follows:

Definition 8.15. X«
00 = ) = B g, — e anea 1) (829)

and

Definition 8.16. . .
MS(K) = MS(K)(I) = El() )(¢)anca(j)) - El(; )(¢anca(j)|anca(j))' (824)

Next, we will try to rewrite some of our definitions in covariance terms. We will start with the migration
term. Intuitively, one may expect the migration term to be a covariance between phenotype and migration.
After all, if replicators with a higher (lower) phenotype tend to immigrate (i.e. get a higher weight), then
that would mean a higher covariance between phenotype and immigration, and it would result in a higher
(lower) migration term. The covariance between which two terms exactly are we looking for, though? Since
the migration term takes no transmission into account, the migration term in between the times a and b should
use the phenotype of the replicators living at time a, not at time b. If the migration term is positive, what
exactly does this phenotype covary with? That has to be the increase in relative weight, which we can write
down as the relative weight at time b of a replicator (K (j,b)/ >_;cg, K(j,b)) divided by the relative weight of
its ancestors (K (ancq(j))/ > ;cr, K (ance(j))). This leads us to the following claim.

Theorem 8.17. If K # 0 for all replicators and all points in time, then

s o KOOI Eyen KGH
anc“(])’K(anCa(j))/ZJ‘eRbK(anca(j)) S

MPE) = Covi™)( (8.25)

Note that the reason we need to assume weights to be unequal to 0 is because otherwise we would run into
divide-by-zero errors. See Appendix C for a proof of theorem 8.17.

Next, we will focus on our term nz(K ). Earlier we already suspected it to be a covariance between trans-

mission and migration. We can take inspiration from equation 8.25, which describes the covariance between
phenotype and migration. To get to the covariance between transmission and migration, we copy equation 8.25
but write down the difference in phenotype between j and its ancestor rather than the phenotype of its ancestor.
When we do so, we arrive at the following theorem.

Theorem 8.18. If K # 0 for all replicators and all points in time, then
K(3.0)/ > ;er, K(5,0)
(ancq(j))/ ZjeRb K (anc,(j

A proof of this theorem can be found in Appendix C, too.

EZ(K) = COVI()K) (¢J - ¢allCa,(j)7 K )) |anca(j)). (826)

Remark 8.19. According to a very similar calculation it follows that

5y EOD/ S KGO
7 K (anca ()] S jem, Klanca()) o

MPIOIR) — CoviF( (8.27)
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Other coupling terms

We have introduced x(5) as a sort of coupling term between migration and transmission. This is not the only
such term we can define, though. For instance, Okasha [6] has introduced a similar coupling term, but between
selection and transmission. This term is obtained by splitting up the transmission term as follows:

,UZ = Ea(wZAd))
=E.(A¢) + Eq(w)A¢) — Eq(Ag) (8.28)
= Eo(A¢) + Eu(wlAd) — Eu(Ap)Eq(wh) .
= Eo(A¢) + Cova(w?, Ad).

Okasha argued that the term Cov,(w®, A¢) should be counted under selection and that E,(A¢) is useful to
use as the ‘true’ transmission term. We argue that E,(A¢) could indeed be useful to define as the transmission
term. However, we think that instead of seeing Cov,(w?, A¢) as part of selection, one should rather interpret
it as a coupling term between selection and transmission.

When extending the Price Equation to a local environment, even more coupling terms like these could be
constructed. For example, we could try to find the covariance between selection S°(%) and migration, or both
the covariance between E((IK)(A(b) and migration, and between Cong ) (w?, A¢) and migration. The reason why
we have only introduced the term x) and not all the other coupling terms is because of the following. We
wanted to extend the usual Price Equation to a local Price Equation that incorporates the effect of migration.
By doing so, there was ambiguity as to whether the covariance between transmission and migration should
fall under the transmission or under the migration term, so for the sake of clarity and to avoid confusion, we
introduced this as a term on its own. Although the other coupling terms are interesting and may be useful too,
using them did not enhance the clarity in which we could extend the Price Equation to a local environment,
which was our only goal in this section.

9 Multilevel selection

Many authors have written on the subject of multilevel selection. There are two ways to describe this phe-
nomenon: one is using the Price Approach [2] introduced by Price, and the other one is using the contextual
approach [5] introduced by Heisler and Damuth. In this thesis, we will focus on the Price Approach. To anyone
who is interested in an extensive discussion on the differences between the two approaches, as well as a more
extensive review of the literature on multilevel selection, I can recommend the master thesis of Laura van Schi-
judel [7], who also has Rutger Hermsen as a supervisor and who will finish her thesis shortly after I do.

The idea behind the Price Approach of multilevel selection is the following. Suppose that a population of
replicators is divided into various different groups. Then we can split the selection term up into two different
parts. One part is intergroup selection and it describes selection on groups of individuals. The other part is
within-group-selection (from now on called intragroup selection) and it describes selection on individuals within
groups. As an example, suppose that a higher value of ¢ increases the fitness of all of your group members,
but slightly decreases one’s own fitness. Then groups with members with high values of ¢ will be successful, so
there is intergroup selection for ¢. Replicators with a high value of ¢ are less fit than replicators with a low
value of ¢ that are in the same group, though. As a result, there is intragroup selection against ¢.

Mathematically we can describe the Price Approach in the following way.

Definition 9.1. Let a group be a set of replicators as a function of time. Let g be a group. Then we denote
g: to be the set of replicators that are an element of g at time ¢. Let G be a countable set of groups such that
for all t € I and i € Ry, ¢ there is a unique g € G such that ¢ € g;. Note that (g¢)4eg forms a partition of Ry if
all groups are nonempty at time t.

Definition 9.2. Expected values (or averages) of properties of groups will be taken using the following notation.
Let f,h be any real-valued functions of groups. Then if 9eG h(g) is finite and nonzero, we write

> geg M9)f(9)
deg h(g) '

This can be interpreted as the expected value of the experiment in which one measures f(g) of a random group
g, where the probability to measure g is proportional to h(g). It is easier, though, to think of Eg[f|h] as the

Eg[f|n] = (9.1)
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average of f over all groups, weighted by h. If m is another function that maps a group to a numerical value,
the following is the natural extension to our notation of covariance.

Covglf,m|h] = Eg[fm|h] — Eg[f|h]Eg[m|h]. (9-2)

Note that we can multiply & with any constant that is unequal to 0 without changing anything to the right
hand side of equation 9.1. This is because in this equation, only relative weight matters, and not absolute weight.

We now have notation to take expected values over properties of groups. We will also need notation for expected
values of properties of replicators within a group, as opposed to expected values of properties of replicators in
the global population.

Definition 9.3. For any function f that maps replicators to numerical values, and for any g € G;, we write the
following for the expected value of f within group g.

EiEgt f(l)
ra .

For m another function that maps replicators to a numerical value, the following is the natural extension to our
notation of covariance applied to our new notion of expected value.

E:(flg] = (9.3)

Covi([f,mlg]) = Ee(fmlg) — Ei(f]9)E:(mlg). (9-4)

Before we can introduce the Price Approach to group selection, we will need the following definition for ease of
notation.

Definition 9.4. For all ¢t € I, let v, : Ry — G; be the function that maps a replicator to the group it is in, e.g.
Y (i) = g where ¢ € g; at time t. Let a,b € I,a < b, and let i € R;. We write the following for the relative
fitness of replicator ¢ in its group in the time interval (a, b].

Wa (i)
E.(Welva(i)

The following two definitions and the following theorem were first introduced by Price [2], though T use my own
notation.

wb™) ()

a

(9.5)

Definition 9.5. Let Sgyimer be the intergroup selection term:
Ss,inter = COVg [Ea(¢|g)>Ea(wZ|g)||ga” (96)
Definition 9.6. Let Sgintra’ be the intragroup selection term:
St imira’ = Eg[Cova(6, w0, (g)[|gy . (9.7)
Theorem 9.7.
SZ = Sab,inter + Sg,intra/' (98)

In 1972, Price proved theorem 9.7 in 1972 [2], albeit using very different notation. Price assumed no migration,
though, and theorem 9.7 is not necessarily true if migration is added to the mix. We can, however, make another
definition of intragroup selection for which theorem 9.7 is always true, even if we allow migration, and that is
equivalent to definition 9.6 if there is no migration. This definition is the following:

Definition 9.8.

S intra = Eg[Cova(d,w)"(ga)||ga Ea(W;9)]- (9.9)
Lemma 9.9. Definitions 9.6 and 9.8 are equivalent if there is no migration, i.e., if there is no migration, then
Sg,intra = Sg,intra/‘

Proof. We already know that Ny, = 3, WP(i). If there is no migration, one can make a similar statement
when restricting the total population to one group. This means that for any g € G the following holds.

|lgo| = Z W:(i)
1€9a (910)

= |94 Ea(W719)-

The lemma follows immediately. O
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From now on, we will use definition 9.8 as our definition of intragroup selection. With use of our new definition,
we can state a theorem that holds generally, even if we consider migration.

Theorem 9.10.
SZ = Szbz,inter + SZ,intra' (911)

We will not yet give a proof of theorem 9.10. Later on, we will extend the notation of multilevel selection to an
even more general case, and this is this case for which we will finally give a proof. For now, we will focus on
the interpretation of theorem 9.10.

The intergroup selection term is the covariance between average phenotype and average fitness of a group.
If this term is positive, then groups with a higher average phenotype tend to have a higher average fitness, and
then one could say that there is positive selection for groups with a higher average phenotype. As such, the
intergroup selection term describes group selection. The intragroup selection term is the average covariance
between phenotype and fitness within each group. If this term is positive, then replicators that have a higher
value of ¢ than other members of their group will tend to have a higher fitness than other members of their
group. In this case, one could say that there is positive selection for replicators with a higher phenotype than
their group members. As such, the intragroup selection term describes selection within groups. Theorem 9.10
describes the intuitive notion that total selection should be the result of both selection within groups and se-
lection among groups.

One might notice that there are certain scenarios in which we would run into trouble by using our defini-
tions. Specifically, if there exists a group that is empty at time a, or in which all replicators die in the time
interval (a,b] (meaning the average fitness is zero), the selection term in these groups is undefined, as we run
into divide-by-zero errors. As it turns out, this does not need to be a problem at all, though, since we can define
selection in such groups in any way we like without making it any difference for the term Sgintra (and since
Sh = 8. e+ SCiiers neither does it make any difference for the term Sg)imer

this in a more general case.

). In section 11 we will prove

10 Extending multilevel selection with the local Price Equation

In section 8 we introduced a weight function K (,7) that describes how much a replicator ¢ ‘counts’ at a time
7. We will now introduce a formalism where we have multiple different weight functions. We will use this new
formalism to extend the notion of group selection.

Definition 10.1. Let a weight collection be defined as follows. Let K be a set of weight functions. Then K is
a weight collection if and only if the following holds for all ¢t € I and i € R;.

> K(it)=1. (10.1)

Kek
From now on, let C be a weight collection.
Equation 10.1 states that all replicators should have a total weight equal to 1. In the analysis in the upcoming
sections, all we really need is for all the replicators to have the same total weight unequal to 0. Since we can

always normalize this total weight to 1 without changing anything fundamentally, we can as well make this
normalization part of our requirements without loss of generality.

Definition 10.2. Whenever we calculate a property using a weight function K € K, we denote this by using a
superscript (K). We were, of course, already doing so for most terms. We will now extend this notation to all
terms, e.g.

NI = 3T K (i), (10.2)
1€ER:

and we will use different subscripts to denote different weight functions.

Definition 10.3. Let ¢ be any time and K be any weight function. Then we write

Ko = N =37 K (L), (10.3)
1€ER;
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Definition 10.4. Let ¢t € I and let f;, hy be any real-valued functions of weight functions and R;. Then we
define

Yo kex (K, Ry) fi (K, Ry)

2rcex (K Ry)

Suppose that we label our groups g¢1,g2,... € G. For g; € G, we denote g;,; as the set of replicator in group g;
at time t, for any ¢ € I. Suppose that we also label our weight functions like this, so we have K7, Ko, ... € K,
and |Kj | = > ;cr, K;(i,t). Then we can associate every group with a unique weight function as follows:

Ex(fi|he) = (10.4)

Kj(i,t) =1if¢ S 9gj.t

10.5
=0 else . ( )

Since each replicator is in one unique group only, it follows that K is indeed a weight collection.

In equation 10.5, we are using weight functions to describe groups. One may wonder if we can use these
weight functions to describe group selection in an alternative way. This turns out to indeed be the case. We
will now prove some intuitive lemmas that will be needed to show this.

Lemma 10.5. Let the weight functions be as in equation 10.5. Then |K;| (from definition 10.3) is equal to
lgj.c| (from definition 9.1).

Proof.
Kl =Y Kj(it)= > 1+ > 0= Card(gj) = |gjul- (10.6)

i€Ry iegj,t i%gj,t

O

Lemma 10.6. Let the groups and weight functions be as in equation 10.5. Let (f;)rcr be any class of real-valued
functions of replicators. Then for allt € I and all g; € G, the following holds.

E:(filgj) = EEKJ)(ft)~ (10.7)
Proof.

Siey, Fild)
E,(filg;) = w

_ >icr, K0 1) f(9) (10.8)
2ier, Ki(is1)
=E{"(f).

O

Lemma 10.7. Let the groups and weight functions be as in equation 10.5. Let f,h be functions of groups and
weight functions such that for all j, f(g;) = f(K;) and h(g;) = h(K;); i.e. f and h could be interpreted as
functions of the indicators used for both groups and weight functions. Then

Eg(flh) = Ex(flh). (10.9)
Proof. Let J be the set of indices of groups and weight functions, so if g; € G, then j € J, and vice versa. Then
we can write the following.

>g,eq M95)f(95)
Zgjeg h(gj

ZjeJ h(g;)f(9;)
EjeJ h(g;)

> jes MIEG)f(K;) (10.10)
2 jes M)

_ ZKjeIC h(Kj)f(Kj)

a ZKjeIC h(KJ)

= Ex(f|h).

Eg(f|n) =
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Now it is time for our theorems.

Theorem 10.8. Let our weight functions be as in equation 10.5. Then the following is an alternative expression
for intergroup selection.

Se inter = Covic[BY9) (), BYD (wh) || ). (10.11)
Proof.
Se inter = Covg[Ea(¢l9;), Ea(wl]9;)l]g5.al]
(by lemma 10.6) = Covg[E{)(¢), EY7) (w)]|g;,al] (10.12)
(by lemma 10.5) = Covg[E(7)(g), E(K D (w1 Kjall
(by lemma 10.7) = COVIC[EaK7 (¢), E ( DK joall-
O]

Theorem 10.9. Let our weight functions be as in equation 10.5. Then the following is an alternative expression
for intragroup selection.

S e = B [SLUD| [ o[ W2 ) (10.13)
Proof.
SZ intra — [COVQ(¢, (’Y)|g], )||gj7a|Ea(W£‘gj)]

Wb
= Eg[Cov,(¢, W?MWM)HQJ,(L

b

E.(W}|g;)]

(since Ya(i) = gj.a for all i € ;) = Eg[Cova(¢, mlgj,a)llgj,alEa(Wflgj)]
. w? .
(by lemma 10.6) = Eg[Covl) (6, — o )[|g, B (W) 1014
E, /(Wp)
= Bg[S05) g,
K;
(by lemma 10.5) = Eg[S?5)||K, a\Wb( )
. K;)
(by lemma 10.7) = Ex[S(K2) ||Kj,a|wg ].
O
Corollary 10.10. The following is also a valid expression for intragroup expression:
Ex[S;U9] Y Ky(i, )W (i)). (10.15)
i€R,
Proof.
(k) Dicr, (i, )W (3)
‘Kj1a|WUl.] = |Kj7a| i€ |K |
Sa (10.16)
= > K;(i,a)Wl(i)
i€R,
The corollary follows from combining this result with theorem 10.9. O

With use of these theorems, we can extend our notions of intra- and intergroup selection in the following way.
The following will be our new (and last!) definitions of intergroup and intragroup selection.
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Definitions 10.11. Let K be a weight collection. We denote arbitrary elements of IC as K. Then intergroup
selection is defined as follows.
Sb

a,inter

= Covi[EY) (¢), BY (wh)|| K. (10.17)

a

Intragroup selection is defined as follows.

)

S2 e = Exc[S2EO || K, [

a,intra

). (10.18)

I will argue that definitions 10.11 are a very useful generalization of the idea of multilevel selection. I will mainly
focus on intragroup selection in doing so. We have shown that intragroup selection is nothing more than the
average of the selection terms in multiple local Price Equations, weighted by the collective fitness of each local
group. One reason the generalization is useful is because we can not only perform analysis with the selection
term in the local Price Equation, but also with the other terms, or combinations of them. This will be the
focus of section 11. Another reason why this generalization is useful is that by using the formalism of weight
functions, one can describe multilevel selection in situations where there are no discrete groups to discern. We
will give some examples of this.

Example 5. As an example of this last point, suppose that there is some clustering of replicators and that one
wants to define groups as clusters. However, some replicators live in between two clusters, making it ambiguous
which group they should be assigned to. With our formalism of weight functions, one could associate each
cluster with a weight function. The weight function could give a value of 1 to each replicator in the cluster that
it is associated with, and a value of % to each replicator that is in between the cluster and another cluster.

We can even apply the new definition of intragroup selection without making any assumption about clustering
oT groups.

Example 6. Let n € N. Suppose that a population of replicators is distributed over a Z,, x Z,, grid. Let x;, y;+
be the respective z- and y-coordinates of replicator ¢ at time ¢t. Let m < n. We define a weight collection C,,
of n? different weight functions as follows. For all 0 < p, ¢ < n, the following K, , € K exists.

Kpq(i,t) = kpg(@it, yit), (10.19)

where

1.
kpa(z,y) = —5 if [p— 2], g —y| < m (10.20)

=0 else .

We have defined n? different weight functions that each correspond to a unique m x m sqare on the grid. Every
weight functions gives a weight of # to every replicator in its associated square. Since every replicator is part
of m? unique m x m squares, the requirement from equation 10.1 from definition 10.1 is fulfilled. With use of
these weight functions, the term Sgintm will only compare relative fitness between replicators that are close to
each other on the grid, and hence will describe only how replicators compete with other replicators that are
close to them on the grid. The parameter m determines how close on the grid we are looking.

Now it is finally time for the proof of theorem 9.10. It can be found in Appendix D, along with some lemmas
that are needed to prove the theorem.

We will end this section with the remark that we could extend the definition of weight collections.

Definition 10.12. We can extend our definitions of weight collections to uncountable sets of weight functions.
In order to do so, all of the functions in our weight collection must be indexed, and the set of indices must be
integrable. Let X be the set of indices. Then equation 10.1 from definition 10.1 can be replaced by the following
requirement. For all ¢t € I and i € Ry, the following equation must hold:

/ Ko (i, t)dz = 1. (10.21)
X

Any set of weight functions for which this equation holds, will be called a weight collection, too.

As one can verify, all of our results still hold when summations are exchanged for integrals in this way.
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11 Global averages of terms in local Price Equations

—(K
Previously, we saw that ngra equals the average of the local selection terms, weighted by |Ka|W£( ). I will

show more results one can obtain by averaging other local terms using the same weighting. But first we will
introduce a new definition in order to make notation easier.

Definition 11.1. Given a,b € I,a < b, a weigt collection K, and P any property of a population of replicators
(such as S, p, etc.), we use the following notation.

P? = Exc[PYU)|| K, [WE(K)). (11.1)

We will only use this notation in situations where it is clear what weight collection we are using, since the weight
collection K is missing on the left hand side of the equality.

Remark 11.2. With definition 11.1, our result from theorem 10.9 comes down to

—

st = Sb. (11.2)

a,intra

In this section we will search for more results by calculatingAﬁ for different properties P. But before doing so,
I will tackle some potential problems with the definition of P.

11.1 Making sure our terms are well-defined

The first problem is that all the terms SZ(K), uz(K), M(ZL’(K), nZ(K) and E(K) are undefined for any weight
— (K _ ~ —— -
function K for which |Ka|Wg( - 0. As such, under the current definitions, the terms S?, pb, M?, kb and ¢,

are all undefined if there exists at least one weight function K for which |KG\W£(K) = 0. We will now tackle

this problem with use of the following lemma.

Lemma 11.3. Let K be a weight collection. Let h : K — [0,00) be a nonnegative function of weight functions.
let K4 be the set of weight functions for which h(K) > 0 and let Ko be the set of weight functions for which
h(K)=0. Let P, P’ be any properties of weight functions such that P = P’ on all of K. Then

Exc[PIh(K)] = Ex[P/[h(K)]. (11.3)
Proof. Note that K = K, UKy. We have

K

ZKeich h(K )P 4 > Keko h(K)PE)
B ZK@@ h(K) + ZKG)CO h(K)

D oKex, h(K)PY) 40
a ke, MEK)+0

Drex, W(IE) P (11.4)
 Ykex, ME)

Y kerc, ME)P'T) 371 h(K) PO
a ZKeIC+ h(K) + ZKeICO h(K)
 Pkex ME)P'E)
B ZKGK h(K)
= Ex[P'|h(K)].

O

This means that the property P only needs to be defined in groups for which h(K) > 0, as its definition on
groups for which h(K) = 0 is irrelevant for the term Ex[P|h(K)]. This means we can use any convention for
the definition of a property P on a group K for which h(K) = 0.

Definition 11.4. As a convention, whenever a property P is otherwise undefined on a weight function K for
which h(K) = 0, we will instead write P() = 0.
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With this arbitrary convention, gg, [/LE and ¢, are all well defined. However, we still run into trouble in the

definitions of X/[E, ;E and ¢p, for the terms M) kb (K) and %(K) all require |K}| > 0, which, because of

)

— (K
migration, does not need to be the case even if \Ka|W£( = 0. We solve this by introducing the following

convention.

Definition 11.5. For every weight functions K for which |Kj| = 0, we write M) = x2(5K) = 0 and gbl()K) =
S AR

With these definitions, we still have %(K) — a(K) = SEE) b () 4 ppoE) 4 b (K,

11.2 Calculating the other terms

I will now calculate averages of local terms other than selection. I will start by busting a myth. It is tempting
to assume local changes in phenotype to average out to global changes in phenotype. That could be written
down in the following formula:

(Conjecture) ¢, — g = Pp — Pa- (11.5)
However, in general equation 11.5 is false, and it can easily be seen why. Suppose that all transmission is faithful
and no migration occurs. Then equation 11.5 would imply the following.

Sg,mtra = Sg
(since transmission is faithful and there is no migration) = 71,/—\7 (11.6)
(applying the conjecture, equation 11.5) = ¢y — ¢g
.
This means that Sg’imer is always equal to 0 and intergroup selection does not exist, which is clearly not true.

I will also introduce an example that illustrates why equation 11.5 is false.

Example 7. Suppose that there are four replicators, called «, 3,7,d. The replicators «, § will be in group g1
at all times, the replicators 7y, d will be in group g- at all times, and weight functions are defined as in equation
10.5. Let ¢ =1, ¢ =2, ¢ = 3 and ¢5 = 4. Let W(a) = W(d) =1, W(B) = 2 and W (6 = 0). Then we can
calculate the following;:

. 1422 142 5 3 1

(¢b_¢a)(K1):T_?:§_§:§>O' (11.7)
. 4 3+4 7T 1
(¢b,¢a)(Kz):IfT:47§:§>o_ (11.8)

Since both (¢ — ¢a) K1) > 0 and ¢y, — H)E2) > 0, it follows that ¢, — ¢, > 0 as well. The following would
contradict this if equation 11.5 were true.

Db — Pa =

142-244 1424344 9 10 1
1 - 0 =1 7="31<0 (11.9)

We can interpret this as follows. The term ¢y, — ¢, is positive because in local environments, the average value
of ¢ is increasing. But the term ¢;, — ¢, is negative because globally, the average value of ¢ is decreasing, and
this is due to the local environment with the lowest average value of ¢ having the highest average fitness. There
is intergroup selection against ¢.

Some local terms do average out to their global analogues, though. The following theorem shows that this is
the case for transmission.

Theorem 11.6. -
= b, (11.10)

We will make use of the following lemma to prove this theorem.

Lemma 11.7. For any property PP, the following equality holds.

Db _ ZKelc ZieRa K(i, a)Wzlz)(i)Pg(K)

P? N (11.11)
b
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Proof. First note the following.

ZZKzaWb ZZK@aWb)

KeKieR, i€R, KeK

=3 W) (11.12)
1€ER,
= N,

This implies that

P = Ex[PO] S K(i,a)W2(0)]
i€R,
ZKGIC ZieRa K(i, a)Wg(i)P(f(K) (11.13)
ZKGIC ZiGRa K(ia a)Wf(i) .
ZKGIC ZieRa K(i, a)Wf(i)Pf(K)

Ny
O
From now on, we will continue to use this lemma without mentioning it.
We are now equipped to prove theorem 11.6. We will directly apply the previous lemma.
Proof.
b b(K)
B Y K
KeKieR,
Z Z K 7/ a Eb(¢ ¢anca(j)|anca(j))
KeKieR,
Z Z K Z a Wb ZjeRb K(anca(j))(¢j - ¢anca(j))
b KexicR, ZjeRb K (anc,(j))
1 2icr, K(i
= X < K anca ¢)anca( ))
Ny ,%C 2jer, K (anc, (j 621;,) ’ (11.14)
(using lemma 2.10) = — Z Z (ancg (j — Panca (5))
KEIC JERY
N Z Z K anca ¢ - ¢arlca(j))
JER, KeK
N Z ¢anca(]))
JERb
= HZ~
O

Encouraged by the previous result, we might think that something similar ought to be the case for migration.
Migration obviously has no effect on the global mean phenotype. Should averaging over local migration not be
the same as describing global migration? Should we not end up with 0 when we do so, since there are no net
migration effects globally? We may think that at least one of the following equations is correct:

(Conjecture) @ = 0;
(Conjecture) EE =0; (11.15)

(Conjecture) M + k2 = 0.

Alas! They are all only true under special circumstances. In fact, it is not difficult to think of cases in which
the migration term does not equal 0.

31



Example 8. Suppose we have 2 groups, g1 and go, and weight functions as in equation 10.5. At time a, the
average phenotype in group ¢; is ¢ and in g, the average phenotype is lower than ¢. Suppose that nothing
happens in between time a and b except for 1 replicator with phenotype ¢ migrating from group ¢; into group
go. Its migration will not have any effect on the average phenotype in group g;, meaning that M? (K1) = 0.
However, it will cause the average phenotype in gs to increase, meaning that MS(Kz) > (0. Then the average of
the local migration terms will also be strictly positive.

A good question to ask is then: If the migration terms do not average out to 0, what do they mean? As it
turns out, this as a rather hard question. A discussion of the meaning of the averages of the migration terms
can be found in Appendix E. Here we will just summarize some findings. The average of the migration terms
is the covariance between phenotype and tendency to end up in environments that other replicators do not end
up in. As a consequence, if for all weight functions K € K, migration has no effect on the size of K (i.e.

—(K
| K| = |Ka|W(§’( )) (this is the case if for instance weight functions are defined as in equation 10.5, and as many
replicator migrate into every group as out of every group in the time interval (a,b]), then the averages of the
migration terms are all equal to 0. A proof can be found in Appendix E.

Remark 11.8. Let us take a step back and use our new definitions of averages of local terms to express the
global change in average phenotype. From everything that we have shown so far follows that

G — b = S+ hg
= Sg,inter + SZ,intra + MZ
= 5% er + SE 4 41k (11.16)
— S er + (S8 + M2+ rb) — (M2 + 13)

b = = —_
= Sa,inter + (¢ - ¢a) - (Mtlz) + I{Z).

Put in words, the global change in average phenotype is the intergroup selection term plus the global average of

the local change in average phenotype, minus a correction of an average of migration. All averages are weighted

to collective fitness, i.e. how many individual replicators a group leaves as offspring.

12 Combining the local Price Equation with our limit definition of
selection

In section 3 up to section 7 we have discussed problems with the intuition behind the term in the Price Equa-
tion. We formulated alternative definitions for selection and transmission. We eventually introduced ‘limit’
definitions 8% and Ub. In section 8, we moved to a different topic: the local Price Equation. Here we introduced
the terms SZ(K), uZ(K)7 MS(K) and /{Z(K). The problems we discussed in section 3 still apply to the terms in the
local Price Equation: locally on large time scales, transmission effects and selection effects may get muddled
with each other, and maybe with migration effects, too. The same analysis from section 3 up to section 7 can
be done for the terms in the local Price Equation, which leads to new definitions. In this section we will explore
this approach and introduce terms that combine previous definitions, like SZ(K ).

In the proofs of the theorems in this section we will (finally) make use of the third and fourth requirements
from definition 8.1. As such, now seems to be an appropriate time to pause and think about these requirements
more.

Remark 12.1. It seems not immediately obvious why we have chosen for the third and fourth requirements
from definition 8.1. As we will see soon, these requirements are needed to make sure certain important limits
actually exist.

You may have noticed that we have almost required our weight functions to be continuous. If our third
requirement had been a bit stronger - namely ‘all weight functions are left continuous in time’ - then our third
and fourth requirements together would just have been equivalent to ‘all weight functions are continuous in
time’. We do not want to assume that, though. One can e.g. imagine replicators making discrete ‘jumps’ in
simulations, so requiring continuity would hurt the applicability of our definitions.

You may wonder why we have chosen our weight functions to be right continuous and for left limits to ex-
ist instead of the other way around, i.e. for right limits to exist and for weight functions to be left continuous.
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The reason is because of the following. Let i be some replicator and let f be a function of time defined as
follows.

f(t) =11if i is alive

12.1
= 0 else. ( )

As replicators live in time intervals of the form [a,b), this function is right continuous everywhere, but not left
continuous at time b (though all of its left limits exist). Since f precisely indicates the domain of K(i|t), it
seems appropriate to assume that weight functions are right continuous, rather than left continuous, in time.

The assumption that all weight functions are right continuous is somewhat restrictive. Note though that
even if for some replicator, the weight function K is not right continuous, it can be made right continuous by
defining a new weight function K'(t) = K(t)~ = lim.jo K (¢t + €), so long as the right limits at least exist.

Recall the following equation from theorem 6.3.

f=> %J\Z Sy %1\; ) (12.2)

i=1 i j=1 ti

We can extend theorem 6.3 to a local environment. But first, we will give one more definition.

Definition 12.2. Let P’ be any property of a population of replicators defined on any time interval in the
form (a,b] and let ¢1,¢3 be any two times. Then we write the following.

P = = lim pp

t1—e

(12.3)
t2— p— t2—€
P = lelf(r)l P2

This is an extension of definition 6.2.

Theorem 12.3. Let a < b. Let ry,r9,....,7y, be the replication events in the time interval (a,b] and let
di,ds,...,d, be the death events in the time interval (a,b]. Let t;,t; be the respective times of replication event
r; and death event d;. Let ¢,, be the phenotype of the replicator reproducing in replication event r;, let K~ (r;)
be its weight at time t; = limejot; — € and K(ancs(r;)) the weight of its ancestor at time s € I, let ¢a; be the
phenotype of the replicator dying in replication event d;, let K(d;) be its weight at time t; =limeyot; — € and

let K (ancs(d;)) the weight of its ancestor at time s € I. Furthermore, let (bt = lim,|o ¢1—. Then the following
equality holds.

" K (ri)(¢r, — ¢ KT ¢d)
§b(K) — i 12.4
’ ; Ky Wi 222 |K |W“ ey

We require | K, |VVt1_7 | K, \Wt _ #0 for all t;,t;.
A proof of theorem 12.3, as well as a proof of the following corollary, can be found in Appendix F.

Corollary 12.4. Let U be the set of times in the time interval (a, b] that replication or death occurs. Fort; € U,
let nj,m; be the respective number of replication and death events at time t; and let (Tj,iogignj, (dj,z‘ogigmj be
the respective replication and death events at time t;. Then

SZ(K)

- K= (rj, Tji _7 < K™ (djq ?_ 9,
S (r33) ry. — 61 .S ()1, — 94,.) )

- ( — nj — n;j m;
t,eU i=1 |Ktj| + 2 iy K (rjar) = 2202 K (dj) i—1 |Ktj |+ 20 K (ryer) — 2202 K= (djar)
(12.5)

Remark 12.5. The existence of left limits in time of weight functions to exist is really a necessary requirement,
as can be demonstrated with a simple example. Suppose that a replicator 4 lives in the time interval [0,1) and
its weight function is described by K (i[t) = 1sin(1/(1—t))+ 4. Since the function sin(1/(1 —t)) behaves highly
erratic around ¢ = 1, we cannot really say what its weight function looks like at the ‘moment of its death’, and
hence cannot say how much the death ‘counts’. In this case 8% does not converge.
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Recall from theorem 7.7 that if we define the phenotype of the replicator being born in replication event r;
minus that of its parent as A¢,,, we have the following expression.

" A,

b ri
u=> N (12.6)

i=1 i

Theorem 12.6. The following expression holds.

ug“ﬂzzif( (”)Af”. (12.7)
=1 K (Wi

We require | K, |Wt #0 foralll <i<n.

All the steps needed to prove this theorem are analogues to steps taken in the proof of theorem 12.3.

The weight versions of the migration terms of the limit definition of selection are more difficult to obtain.
This is because of two problems. The first problem is that while we used the proof of the expression for the
limit definition of global selection, 8¢, as a starting point for the proof of theorem 12.3, there is no analogue to
this with regards to migration. The reason is that there is no such thing as a global migration term. As such,
finding weight versions of the migration terms of the limit definition of selection is not analogous to anything we
have done before. We can work with our non-limit weight definition of migration as a starting point, though.
As a reminder, these are given by the following equations.

M};(K) = El()K) (¢anca(j)) — E(()K)(Qsanca(jﬂanCa(j))

(12.8)
K K .
HZ(K) = Eg )((bj - ¢anca(j)) - El(> )((bj - ¢anca(j)|a‘nca(]))‘
The following definitions come naturally.
Definitions 12.7. Let k£ € N. We define j = I’_T“
b,k (K a+(s+1)j
Mt = Z My ™s
- (12.9)
SR S
s=0
Definitions 12.8.
MEFE) = Jim Mb k.
@ kToo
acb k() — i nb A (12.10)
@ ktoo

One may think that it is not very complicated to just fill in expressions 12.8 into definitions 12.7 and then
take the limit. The second problem we encounter, however, is that while the transmission and selection terms
are only influenced by what happens in a strict number of discrete events, this is not necessarily the case for
migration. This makes using sums cumbersome. Luckily, as it turns out we can show that we can take the limit
of the sums and that the limit exists. We have to use the fact that weight functions are right continuous in
time in order to do so. This can be used to prove the following.

Theorem 12.9. Let a < b and let K be a weight function. Let |K¢| # 0 for allt € (a,b]. Let U be the set of
times that a replication and/or death event occurs in the time interval (a,b], with U = {t1,t,...,t|y|}. Then
the following two equations hold.

B 3 t,
MM = Mg =00 B0 e O S M s (12.11)
t;eU
tj
KERID = N7 (0, (12.12)
t; e’
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A proof of this theorem, as well as a lemma needed for the proof, can be found in Appendix G.

Corollary 12.10. If weight functions are continuous in time and children have the same weight as their parents
at the time of birth (i.e. K~ (i,t) = K(j,t) if j is born at time t from parent i), then the following equations
hold.

Mb,k(K) — Mtl—(K) _|_Mtt2_(K) + +Mb (K). (].2 13)
a a 1 ’ ’

Y|

KokE) = 0, (12.14)
Proof. Under the assumptions of the corollary, it follows that
> My =N g B <o, (12.15)
t;eU t;ceU
Then the corollary follows immediately from theorem 12.9. O

We now have all the limit definitions of the local Price Equation.

13 Global averages of limit terms in local Price Equations

In the previous section, we found ‘limit’ versions of terms in the local Price Equation: 82 U () Mb(K) and
fKZ(K ). In sections 10 and 11 we introduced weight collections to average local terms over a global environment.
In this section, we will combine work from all previous sections to use weight collections to average the limit
terms of the local Price Equation over a global environment. This will lead to expressions for global averages
of local selection, transmission, and migration, measured on infinitesimal time scales.

13.1 Explaining the definitions
Definition 13.1. Let P’ be any property defined on any time interval in the form (a,b] (e.g. P? = S? or

a

P = b or PP = M? of Pb = k%). For any such property, we define, per the usual notation, the following for
all ke Nand j = &2,

k
/\< N et o)
_ a-+ s+1 a+ s+1)5
= § Pa+s] =Pt (13.1)
s=0

Remark 13.2. According to our definition of Pf’k, we can write

7( )
a s+1 a+(s+1
ZEK [P ETI|| K y g [WET T, (13.2)

There seems to be another way in which definitions could be extended to global averages. We may be tempted
to think that we could also define

,_.

= k

K)

a+ s+1 a+ s+1
Pa—i—sg )]HKG 5J|Wa+5] )J ]7 (133)
s:O

but then we would be mistaken, as this expression is not properly defined. This is because the previous expression
can be written as follows.

o ) .
k— R a+(s+1)j k—1 a+(s+1)g(K)
-(K) > Koysi|W, 1 o > ar P
’C[E :p(:li'g(;+1)3|| Ka+sg|Wa+(s+1) ] = kex Katsi|Way j =0 )KEIC +sJ . (13.4)

a+sj

7(
K wet (s+1)j
| a+SJ| a+sj

Here, there are a lot of terms containing the variable s outside of the environment where we sum over s, and
hence the expression makes no sense. Intuitively, this can be understood as follows. With the approach in
equation 13.3 we sum over time intervals before we assign weight to groups. But we have to assign weights
first, because group weight can change over time. Clearly, the expression in equation 13.3 is nonsensical, and
the expression in equation 13.2 is the right one.
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The following lemma will be useful in order to prove the upcoming theorems.
Lemma 13.3. Given k, let 75 be defined as in definition G.2. The following expression holds.

k—1
lim Pb = lim ) Pl (13.5)

kToo kToo
s=0

Proof. The lemma follows from applying the definitions.

. bk 1. a+(s+1)(b—a)/k
pm Pa™ = Opmw o)

koo " e~ °
k-1
= lim Pt

k
TOO@O

13.2 Selection

We define, per the usual notation, the following.

Definitions 13.4. Let a,b € I, a < b, and k € N. We write j = b*T“.

k—1
gbok Z got(s+)i.

a,inter — a-+sj,inter’

(13.7)

b,k 2 : a+(s+1)j
Sa intra — Sa+sg intra*

Definition 13.5.

80 = lim SUF, (13.8)
kToo

Note that thanks to definition 9.8 we know that for all times x,y,z < y we have

L (13.9)

z,intra —

so that

kol (13.10)

Ts+1
Ketoo Ts,intra

. bk
= ]ggé Sa,intra’
so finding the limit version of intragroup selection is the same as finding the global average of local selection
terms. The following theorem gives an expression for this in terms of individual births and deaths. Note the
similarities with theorem 6.3.

Theorem 13.6. Let a < b. Let ri,rs,...,7, be the replication events and let dq,ds, ..., d,, be the death events
in the time interval (a,b]. Let t;,t; be the respective times of replication event t; and death event d;. Let r; and
d; be the respective replicator that replicates in replication event r; and that dies in death event d;. Then

—(K) T K)
_ zn: ¢m‘ _ EIC [(;St1 | Tza i |K (djvtj)] - (bdj
- i=1 N, Ny .

t; —1

—

(13.11)

J
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A proof of theorem 13.6 can be found in Appendix H. In this appendix an analogue to lemma 4.2 can be found,

too.

Corollary 13.7.

n —(K) — - —(K)
Sb’k . Z EIC [¢tj |K(rl)] - (bti + Z ¢tj - E’C [(btj |K(dj)]
a,inter — _ Nt- Nt,v .
i=1 v KeKx J
Proof. Since for all z,y,x < y we have
S@/ = Si/ inter + Sr Jdntra — S}x/ inter + gg
= Szm]mtcr = Sa: - Sg’
from which the following follows.
SZ’;’CH‘EET = llm S(If)(bia)/k - gg
¢n ¢t ¢t d)d
o z Ny, + Z
i=1 KeK
—(K)
ry - i " Exléy, |K(d))] — ¢,
Zm Klér— 'WHZ [, i) = ¢4,
t' n Ntn
i j/=1 J
—(K)
|K(d;)]

_ n E;c[qf | K (r3)] _¢T_i+ Z ¢t1 _EK:[¢t

i=1 N, Kek
13.3 Transmission
We start with the expected definition:
Definition 13.8. N -
= o

Finding an expression for this is a lot more straightforward than doing so for selection.

Theorem 13.9. -
us =ub

a a’

Proof. Theorem 11.6 says that for all z,y,x < y we have

v —
/’[’x_:uﬁa

and hence

N,

1&2% HMZW“—

13.4 Migration
We will use the following definitions:
Definitions 13.10.

Mb = %le Mgk,iKb = hm Kbk

37

(13.12)

(13.13)

(13.14)

(13.15)

(13.16)

(13.17)

(13.18)

(13.19)



In the proof of theorem 12.9 we used lemma G.1 to show that in the calculation of M%* and K%*  we could
throw away all values of the weight functions in between birth and replication events; all that mattered was the
values of the weight functions just before and during replication and death events. This was useful, as there are

only finitely many such events. Unfortunately, there is no analogue to this for MY*. We will show this with an
example that is inspired by example 10 on page 47.

Example 9. Suppose weight functions are defined as in equation 10.5 and there are only 2 groups with
corresponding weight functions, K; and K5. Suppose that there are 3 replicators, called by, by and b3. We have
Op, = Py, = 0 and ¢, = 1. Also, Kg, (b1]t) = K, (b2|t) = 1, i.e. by is always in group 1 and b, is always in
group 2. The only events in the time interval (a, b] are the following: At time ¢y, replicator b3 moves from group
1 to group 1, and at time ¢5 > t5, it moves back to group 1. As you can see, none of the replicators at time b
are in a different group than they were at time a, and as such,

M? =0, (13.20)

However,

— 2

M= #0= M, (13.21)
as is shown in Appendix I.1.

Now it is not difficult to see that if replicator b3 migrates back-and-forth n times, then

— o

M = 5 (13.22)
As such, even though no replication or death events are happening, the individual migration events happening
in between time a and b are still all relevant for the term M?, and they cannot be reduced to something simpler.

Luckily, there is an analogue to lemma G.1 and theorem 12.9 for KO
Theorem 13.11. Let a < b. Let U be the set of times that a birth and/or death occurs in the time interval
(a,b], with U = {t1,ta,....,t|y}. Then

=3 w. (13.23)
tj/GU

See section 1.2 for a proof of this theorem.

Corollary 13.12. If all weight functions are continuous and children have the same weights as their parents
(i.e. if i gives birth to j at time t, then for all K € IC, K(i,t)” = K(j,t)), then

ub = 0. (13.24)

Proof. This follows immediately from theorem 12.9. O

14 Conclusion and discussion

We have introduced a definition to study the effect of selection on different scales in time, S»*. We also intro-
duced a definition that looks at selection on infinitesimal time scales, 8%. We did the same for transmission.
We have also introduced a local Price Equation with which one can study the effects of selection, transmission
and migration in local environments. We have also shown a way to average these terms over different local
environments. We found that averaging over local selection gives nothing less than an extension to intragroup
selection as introduced by Price [2], and we found additional terms for the average of local transmission and
migration. We have also combined our approaches to find local expressions for selection, transmission and
migration on infinitesimal time scales, and global averages of these expressions.

The focus of this thesis was on mathematics. As such, we spent a lot of time deriving mathematical prop-
erties of our various expressions, and not much time on applications. Let me now turn to the examples from
the Introduction and show how the definitions introduced by me can be used to make quantifiable statements
about intensively studied topics.
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Consider the paper of Levin and Bull [3] that was discussed in the Introduction. Levin and Bull argue that a
mutation that makes a pathogen more virulent will benefit that pathogen to spread through its current host,
but may be a hindrance for the pathogen in the effort of infecting additional hosts, and as such, a mutation to
make a pathogen more virulent would only be beneficial ‘locally’, within a host. Suppose we define a collection
of weight functions K. For every host there is a unique K € K that assigns a value of 1 to all/l)athogens within
the host, and a value of 0 to all other pathogens. Using the weight collection K, the term S? would precisely
describe within-host selection. If it indicates positive selection for virulence, but S° does not, then that would

support the hypothesis of Levin and Bull. Interestingly, the term M? would describe migration between hosts,
which in this case comes down to infection. If it is true that virulent pathogens are destined to die out eventually
due to not being able to infect additional hosts, then if b >> a, the term Sg would indicate selection against
virulence, though the term 8% may not, due to virulent pathogens having an initial advantage. That would
indicate that being virulent is indeed a short-sighted strategy.

Next, consider the spatial Cooperator-Defector model of Nowak and May [4]. Suppose K is a weight col-
lection containing weight functions that each give high weight to some group of replicators close together. If
Defectors are indeed locally fitter than Cooperators, but not globally, then this would imply that S? indicates
selection for Defection, but S° does not. The precise form of K may quantify exactly how local we have to
look for Defectors to be fitter than Cooperators. For example, suppose we cover the field with disks of a fixed
radius, and every K € K gives a positive value to Egplicators only in a certain disk that is unique for this K.
Then by decreasing the radii of the disks, the term S? will look at selection on an increasingly local scale. Also,
if Defectors are always destined to leave no offspring on long time scales due to eventually being surrounded
by other Defectors, then if b >> a, the term S? would indicate selection for Cooperation; but 8§ may not
(and in fact, with faithful transmission and in stochastic equilibrium, it must equal zero for the Price Equation
to hold). This would indicate that Defection really is a short-term strategy. Remember that S = S%! and
8% = limgtoo SUF. The intermediate terms S®* for 1 < k < oo may give a clue to how short this ‘short-term
strategy’ really is.

The above are mere illustrations of how the definitions introduced in this thesis could be used to make precise
statements about selection, and other factors that influence evolution, on multiple scales in both space and
time. I hope that I have made a useful addition to the toolbox of theoretical biologists. My hope is that others
will deem my definitions helpful and will apply them to their own research. I would be mightily interested in
such research and what conclusions would be drawn from them.
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Appendix
A Proof of theorem 6.3

Proof. Let U be the set of times that a birth and/or death occurs in the time interval (a,b]. If multiple birth
and/or death events happen at the same time, they only account for 1 element of U, since a set cannot contain
the same element more than once. Let

min{|t — s|,t,s € U U {a,b},t # s} (A1)

Let t; € U. Let 0 <e< e and 0 <6 < €. If t; = b, choose § = 0 instead. Because of our choice of € and 6,
the time interval (¢; —€,t; + 0] is a subset of (a,b] (because t; —a > €" > e and t; — b > 4), and all birth and
death events in the time interval (t; — €,t; + 0] happen at time t; (because €,d < €*). Let ;1,7 2,...,7jn, be
the replication events at time ¢; and let dj1,d; 2, ..., d; m, be the death events at this time, with n; the number
of birth events at time ¢; and m; the number of death events at time ¢;. Then according to lemma 4.2, the
following holds.

i+8
Sf;i_e - Z d)anct —e(rji) — Z¢’anc, —e(dji) + (Nt'—e Nt +5)¢t»—5) (AQ)

N
ti+0 T

Of course, because no replication or death events happen in the time interval (¢; —¢, ¢;), and because we assume
that no replicator can be born and give birth at the exact same moment in time, every replicator reproducing or
dying at time ¢; must have the same phenotype as its ancestor at time ¢; —¢ (because it is its own ancestor). Let
Grjs Prjas - be the phenotypes of the replicators giving birth in the blrth events at time t; and let ¢g; ,, @, ,, -
be the phenotypes of the replicators that die at time ¢;. We can use this to rewrite equatlon A.2 as follows

ti+d
st;_efNMZ% Z@” + (Niy—e = Nij1s)br,—c)

=1 =1
nj mj
(because N¢, 45 = Ni,—c +nj —my) = th-&-é ; br; Z¢d] o+ (Nij—e = (Niy—e + 15 —my)) s, )
", m, (A.3)

I
=z
-
(1=
5
:
=
+
el
h:'
=
|

ito i=1 =1
1
= rii  Ptj—e + i—e i
N s <;(¢J Z; Pryme = 6a,.))

Remember that there are no birth or death events in the time interval (t;,¢; +J) (so N¢; 45 = N¢;) and neither
are there birth or death events in the time interval (t; — €,t;) (so ¢y, = ¢, for all 0 < € < ¢), meaning

that (btj,e = limy o qbtj,e/. Remember the following:
on el,g)l Pt—e ( )

We will use this shorthand notation to rewrite equation A.3 as follows.

1y

_ 1 — A —
ti =1 o i=1 (A.5)
i (ZST‘]',»L' - _ d)d

b—a Then all the selection terms in the summation of ngk that are over a period of time that does not
contain an element of U are equal to 0, since these periods of time contain no single birth or death event Also
all of the selection terms that do contain an element of U, contain only 1 such element because if k > b = 2 the
lengths of the time intervals are smaller than 2¢*. As such, for all 0 < ¢; < € and 0 < §; < € for all j € U, the
following equation holds.
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bk _ a+(s+1)(b—a)/k
Sa Zsa+9(b a)/k

_ tj+6;
- Z Stj—e]

t;eU

(A.6)

Also, for t; = b € U, we have §; = 0 since the last term in the summation must have b as superscript. We have
written out these terms in equation A.5, with which we get to the following expression.

mj

Sg’k i Z Z ¢TJ i ()btj Z ¢t] Nt()bdj l) (A7)

t;€U i=1 i=1

Let n be the number of replication events and m the number of death events in the time interval (a, b]. Let ¢,
be the phenotype of the replicator reproducing in birth event ¢ and let ¢; be the time of birth event . Similarly,
let ¢4, be the phenotype of the replicator dying in death event j and let ¢; be the time of death event j. We
can now rewrite equation A.7 into the following.

Sbk — Z ¢“N 9, +Z (A.8)
t; =

1=1

b a

Since this result holds for all k > and

E*’

b (bn ¢t ¢t (bd A
Sa - 1=1 N " Z t] ( 9)

B Proof of theorem 7.7 (shortened)

Because the proof is very analogous to the proof of theorem theorem 6.3, we will not go into too much detail
for the proof of theorem 7.7.

Proof. (of theorem 7.7) Let U, €*,t;,¢,0 as in the proof of theorem 6.3. Let 7;1,7;2,...,7j,, be the replication
events at time ¢;. We can use equation 7.2 to write down the following.

Choosing k as in the proof of theorem 6.3 will lead to the following.

bk _ tj+0
/j‘a - Mt —€

t;eU

=D N Z Ay, , (B.2)

t;eU Jz 1
Acﬁn
—Z

Because of our choice of k, the same holds for the limit case where we take k T co. O
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C Proofs of theorems 8.17 and 8.18

Both proofs are analogous.

Proof. (of theorem 8.17)

OV(K) . K(j’ b)/ ZjERb K(jab)
C b ((banca,(J)’ (anc ( ))/ ZjeRb K(anca(j))

> jer, K(ancy(4)) K(j,b )
= R Covi(Panc, (j) K(ar(lj(:()j))|anca(j))

|anca (7))

(
Z]GRI, ( )
7Z‘€Rb (anca(j)) (]7 )d’anca( j) . K(ja b) .
- ]ZJERI, (bj) [Eb( K(anca(j))J | nCa(J)) - Eb(¢anca(j)|anca(J))Eb<m|anca(j))]
S jer, K(anca(7) Sien, K(anca(i) Framet 5 jen, K(a1a(3)Puneai) Lsch, K (a0 () iy
> jenr, K (b)) > jer, K(anca(j)) > jer, K(anca(j)) > jer, K(anca(j))
 Yjen, Klanco () “Frpesea 5o K(anca(d)dune, i) Ljer, K (anca () ity
a ZjeRb K(j,b) ZjeRb K (anc,(j)) Z_jeRb K(j,b)
:ZjeRb K(jv b)¢anca(j) _ ZjeRb K(anca(j))¢arlca(j) ZjeRb K(ja b)
ZjGRb K(Jv b) ZjeRb K(anca(j)) ZjeRb K(], b)
:E}()K)(qsan% (j)) - Ez()K) (¢anca(j)|anca (]))
:MS(K)
(C.1)

Proof. (of theorem 8.17)
o, KDY KD
Covy, (¢ ¢anca(3)’ K (ancq(j ))/ZJER K (ancq(5))

~ 2jer, K(anca(j)) ovs (s — - K(.b) amic. (7
ZJGRE ( C z(¢ ¢anca(])7K(anCa(j))| a(]))

(
)
_E]‘eRb (anca(])) (]>b)(¢j - ¢anc,,(g )
)
(
i)

|anca (7))

) j, b
Sien KO T Klaneg () el T B0 = ot el E e,

-\ K (3,0) () —bancy (5)) . . K(j,b
> ier, Kl(anca(§)) 2 er, K (ancqa(j)) : K (anca () B > jer, K(anca(5))(8) — Ganc, (7)) 2jer, K<an6a<ﬂ>>m]

deRh K(b ZjeRb K (anc, (7)) ZjeRh K (anc, (7)) ZjeRb K (anc,(j))
_ Sjen, Klanco i) “UREEGH %en, K(anea(i))(8; ~ buncuts)) Lien, K(o16a() wtuntatry
ZjeRbK(j7b) ZjeRb K (anc,(j)) ZjeRbK(jvb)
:ZjGRb KO’ b)(d)J - qzsaHCa (])) _ ZjeRb K(anca(j))(¢j - ¢anc,,,(j)) ZjERb K(j, b)
ZjeRb K(j,b) ZjeRbK(anCa(j)) ZjeRbK(jab)
:EZSK) (¢j - ¢anca (])) - EZ(JK) ((bj - ¢anca(j)|anca (]))
:Hz(K)
(C.2)
O

D Proof of theorem 9.10

We prove theorem 9.10 under definitions definitions 10.11.

First, we will introduce some lemmas. All of these lemmas are proven by simply writing out all of the definitions
and by rearranging terms.

42



Lemma D.1. Let K be a weight collection and let t € I. Then the following equality holds.
> 1Kl =N,
KeKk

Proof.

SR =Y Y K(i )

Kek KeK ieR,
Y Y
i€R, KEK
(since K is a weight collection) = Z
1€ER

Lemma D.2. Let f be any function of replicators at time a. Then the following equality holds.

Proof.

2icr, K(i,a)f (D)

Ex[E{(f)]|Kall = Ex| || K]
| K|
Sicr, K@i,a)f()
o ZKEIC < |Kal |Ka|
EKGIC |Ka‘

Y kek 2uier, K(i,a)f(i)
B ZKGIC ZieRa K(i,a)
ZieRa(ZKeK K(i,a))f(i)
ZiERa ke K(i,a)
1€ R,
_ 2ier SO
Nq
=E.(f)

(since K is a weight collection) =

(D.2)

(D.3)

O

Lemma D.3. Let f be any function of replicators at time a and let m be any function of weight functions.

Then the following equality holds.

)

B [m(K)EE) (fut U)K, [WE ™) = B [m(K) B (ful)| K|
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Proof.

=5
Ex[m(K)E (fuwg )| K. [WE

Wb
(K))

]

1K e

=Ex[m(K)EJ(f ]

ZiGRa K(i,a ){I(Q)Wb( )HK |Wb K)
| K, |Wh

Yicry K(ia) ()W ()
> ke M(K) ERlK,|Wb(K) |Ka |Wb

=Ex[m(K) ]

K)

S ex [ Kal T
_ ZKEIC m(K) ZieRa K(i, a)f(i)W,i’(i)
S Ko W2
 Ser M) Sien, Kli )/ ()W(0)/ Sicex | Kol
S e Kl W2 /S e 1Kl
S rere M) Yie, K (i 0)f()WE(i) /N
B2 | 1K)
ZKGIC m(K) ZieRa K(i, a)f(z)Wé’(z)/Na
W
 Skcen ™K) Yien, Ki,a) f()WEG) /W
N,
e ME) Sien, Kli )/ (1))
N,
ZKeIC m(K) Yicry Kl(;:ff(i)wﬁ,(i) |Ka|
ZKGIC |Ka|
e, Klisa) (i)t (i)
K|
—Ex[m (KB (f(i)wh (i) | K]

(by lemma D.1) =

(by lemma D.2) =

(by lemma D.1) =

=Ex[m(K) 1K ]

We are now ready to prove theorem 9.10.
Proof. (of theorem 9.10, using definitions 10.11)

SP er + S8 inira =Covic[BS) (6), BY) (wh) || K] + B[S0 i, W2

()
=Covr[E{)(¢), BY (wy)|| Ko I]+EK[COVSK)(@wZ(K))HKaIWé’ }

—Ex [EF () (wh) || K] — Exc [ES (0)]| Ka [Ex [ES) (w) | K]
+ Ex [E<K)<¢wb(m> - E<K><¢>E<K) (wh 0O || K, [T ™)
(by lemma D.3) =Ex[E{) (¢)EY) (w?)[| K,|] — Ex[EY) ()| Ko |Ex[ESO (w))|| K]

+ Ex[E() (pw))||Kol] — Ex[ES (9)B (w))]| Kol
=Ex[EJY) (pu))||Kal] — Ex[ESY (0)||Ka||Ex B (w])[| K]
(by lemma D.2) =E,(¢w?) — Eq(¢)Eq(w?)
=Cov, (o, wg)
=5°
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E The meaning of M? + P, ]\/4\3 and /;2

As a first attempt to get a better intuitive understanding of the terms M? + kb, M? and kb, we will rewrite
them in covariance terms. But first we will introduce a new definition:

Definition E.1.

—(K) . . ,

520y < a2 S, KWL Tye, Kloncal) -
“ |Kb| ZjeRb K(]) EjeRb K(])
This term will become important, so we will focus on its meaning for a while. To make our reasoning more
intuitive, suppose that there are discrete groups and weight functions are defined as in equation 10.5. Let g;
be a group. If as many replicators migrate into group g; as migrate out of the group, the denominator and
numerator in equation E.1 will be equal to each other and (I)Z(Kj) = 1. If there is net immigration into gj,
the denominator will be bigger than the numerator, so then ®%(K;) < 1; and if there is net emigration out of
gj, it will be smaller than the numerator, so then (K j) > 1. More precisely, if group g; is C' times bigger
than would be the case if all weight functions were constant in time, the denominator in equation E.1 will be
C times bigger than the numerator, so then ®%(K;) = &. As such, one can interpret ®%(K;) as the ‘inverse of
the growth factor due to migration of g;’.

Now that we have an understanding of the term ®°(K), it is time to introduce our theorems.

Theorem E.2. o
ME + Kb = Covy (¢, > K(j,b)®h(K)) (E.2)
KeKx
Theorem E.3. -
M(I; = Covb(¢anca(j)a Z K(.]7 b)(I)Z(K)) (E3)
KeK
Theorem E.4. L
Iig = COVb(¢j - ¢atlca(j)7 Z K(]vb)q)Z(K)) (E4)
KeKk

To prove these theorems, we will make use the following respective lemmas.

Lemma E.5.

ML+ R = By(o; Y K(G,b)®5(K) — & (E5)
KerK
Lemma E.6. . o
MY =Ey(¢; Y K(5,0)25(K)) — oy (E.6)
KekK

Lemma E.7. . o

K:Z = Eb((d)J - ¢anca(j)) Z K(.]7 b)‘I)Z(K)) - ¢b (E7)
KeK

We will only show a proof of lemma E.5 and theorem E.2, because the proofs for the other two lemmas and
theorems are analogous. To get from the proof of lemma E.5 and theorem E.2 to the other proofs, one has to
replace the term ¢; with @anc, ;) and ¢; — danc, (5), respectively.
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Proof. (of lemma E.5)

—

M+ b = B [MP) 4 5 0| K, W2 )]
= EK[MW + K| K, |08 (K]

— Z | K |0 (K (MPED) 4 b (KD

KEIC
N 2 IR EE (@) - B (65 anca (1)
KEIC
Z' R K0 2 jer, K(anca(h))d;
K (I)b JERy _ JER
KZeK' ! K| 2jer, Kl(anca(j)) )
K(j)¢; K (anca(4))¢;
- K (I)b J J
KEE;C | | ]g};b( |Kb‘ ZiERb K(a’nca (Z))
K(j) K (anc,(j))
¢ | K| @g (K )
N, JEZRb JKZEK b |K\ EieRh K (anc, (7)) (E8)
b)DL (K O} (K)| K| K (ancq(j))
Z}; " ;;c A Sy SETAGIN
(KK a
I Z ¢J Z (I)b(K) a( ()I)b(([a(r;c (])))
jGRb Kek a
— v 2 4 Y (KGDOLE) - K(anca (7))
jER, KeK
*Z%ZK% b)®h (K ——Z@ZKW@
bjer, Kek bjer, Kek
Z¢,ZKJ, b)®Y (K ——Zdy
jERb KeK jERb
= En(¢; > K(j,0)®}(K)) — by
KeKk
O
Proof. (of theorem E.2) Note the following.
Ey( Y K(j,b)®h(K Z > K(jb)@h(K
Kek ]ERb KeK
- Z Y Kby (K
KEIC JERY
K (anc,(j
I(ZG]C];b (Eg)
— Z Z (anc, (4
]GRb Kek
il Z 1
J€Rb
=1
Now we can combine our previous findings to show the following:
Covy (¢, D K(j,0)®5(K)) = En(d; Y K(j,0)@}(K)) — Ep(¢,)Es( Y K(j,b)4(K))
Kek Kek Kek
(using equation E.9) = Ey(¢; > K(j,0)®%(K)) — (E.10)

KekKk

(using lemma E.5) = M} + k?
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Corollary E.8. If ®%(K) = 1 for all weight functions K, then the following holds.
ME+ kb =MP=rb =0 (E.11)

Proof. Suppose ®2(K) = 1 for all weight functions K. Then for all weight functions K:

Y K@G)®K) =Y K(jb) =1 (E.12)
Kek KeK

Since the covariance with any constant is equal to 0, all the covariance terms in theorems E.2, E.3 and E.4 are
equal to 0. O

Note that ®°(K) = 1 if and only if Yien, K(J,0) = > cp, K(ancy(j)). In the case of discrete groups, this
would mean that migration has had no effect on group size.

We will now focus our attention on the interpretations of theorems E.2, E.3 and E.4.

The left sides of the covariance terms in theorems of theorems E.2; E.3 and E.4 are straightforward, but
the right hand sides not so much. We know that ., K(j,b) adds up to 1. We are essentially doing this
summation, except that we weigh all K (j,b) terms by the term ®°(K). If and only if migration decreases the
size of a group g;, the term ®b(K) is larger than 1. As such, the migration terms are positive if and only if
replicators with a relatively high phenotype, more so than replicators with a relatively low phenotype, tend to
be at time b in groups of which the size has decreased due to migration events in the time interval (a,b]. On
average, replicators that migrate have a tendency to not end up in groups of which the size has decreased due
to migration events, since their own migration is contributing to the increase of the group size of whatever
group they are migrating into. As such, in many cases the migration terms will be positive if replicators tend
to migrate less the higher their phenotype is.

Still, these terms are not intuitively easy to understand. I will proceed by giving some examples in order
to improve intuition.

Example 10. Let us, again, consider discrete groups, and weight functions as defined in equation 10.5. Suppose
that in between times a and b, there is only 1 migration event: namely a replicator migrates from group g¢; into
group go. What would the effect of this single migration event be on the average of the migration terms? Note
that

—(K
1Ky 3 = |K1,a\Wb( R (E.13)

a

since 1 replicator has migrated out of group g1, and

— (K.
Kol = | Koo W3 41 (E.14)

since 1 replicator has migrated into it. Now we can use lemma E.5 to calculate the following.
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o 1 b
MP + kb

=Ey(¢; ) Ki(j,0),(K)) — &

2. Ki(j,b KMW(K")
_Eb((yij (]7 )| ‘7 | a Z ij
i—1 |Kl7b|
o JGRb
K;)
K, W ) )
M o3y e S (K1) + K 0)6)
b jer, =1 i, JER
—(K1) . —(K2)
]7 |K1 u|Wb KQ(],b)|K27a‘W£ _ . . . <E15)
jEZI;b ¢] |K1,b| + |K2,b| ) ]ezR:b(Kl(]vb) +K2(.]7b))¢).7)
(1% Ko (4, b) (| Ko p| — 1 . ,
Z % Kl b1|b| = - = |)f((|2 1>2|)b| )> B Z (K1(4,b) + K2(35,))9;)
JGRb ’ JERy
1 Ki(j,0)(| K15 +1) . K (5, 0)(| Ko p| — 1) ~
=% ' : ~ Ki(j,b : — Ky(j,b
(j%;b ol | K1 ] 1(5:6) + | K2, 2(7,5))
_ b L Ki(,0)  Ka(h,b)
B (jeZR il | K] | K2, )
_ L) =
— @ -7

Put in words, if there is a single migration event in which a replicator moves from a group with a high (low)
average phenotype into a group with a low (high) average phenotype, the average of the migration terms will be
positive (negative). We can understand this with our result from equation E.2. Suppose group g; has a higher
average phenotype than group go, and a replicator moves from group g; into group g». Then the replicators in
group g1 see the size of their group decrease due to migration, and the replicators in group g» see the size of
their group increase due to migration. Since the replicators in group g; have, on average, a higher phenotype
than the replicators in group go, the covariance between phenotype and ‘being in groups of which the size has
decreased due to migration events’ is positive.

There is a big caveat in the result of equation E.15, though: the averages ¢b( ) and %(KQ) are calculated
after the migration has already happened. As an example of a case where this is important, suppose that
groups g1 and go have the same average phenotype at time a and that in between time a and b, a replicator
with a particularly high phenotype migrates from group g; into group go. Then at time b, group g¢; will have
a lower average phenotype than before and group g, will have a higher average phenotype than before, so the
average of the migration terms will be negative. We can understand this phenomenon in terms of theorem E.2,
too. A replicator that migrates will negatively contribute to the decrease in size of the group it migrates into, so
in this example, phenotype negatively correlates with being at time b in a group of which the size has decreased
due to migration in the time interval (a, b].

Example 11. Let us now look at another example. Suppose there are m > 2 groups, g1 up to g.,, and every
weight function is defined as in equation 10.5. One replicator has phenotype ¢ + € with € > 0. At time a, it is
in group g1, and at time b, it has migrated into group g». All other replicators have phenotype ¢ and neither
reproduce nor die (so k% 51) = x0(K2) = ). Then M?(51) equals the following:

K1) _ [K1|¢ _ (|Kial| —1)p+d+e

¢ - ¢a
|K1’6b| (E.16)
T |K1,a|
Also, M (I;(Kz) equals the following:
%(92) _ (ZT(ED) _ (‘92‘)17 — 1)¢+ o +e . |K2,a|¢
| K2,0] (E.17)

o €
| K20
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At the same time, for all j > 2, Mfl’(Kj) equals the following:

——(K2)  —(K2) _

¢b ¢H. - gob - (b (E].S)

We can use this to find an expression for M?:

M} = Exc[Mg " K o]

1 b(K;
=, 2 KMy
Kek
1
Ny
1

= Nb(|K1’a|M£(gl) + \KQ,Q|M§(92))

(1K MY 4 Ky o ME2) 37 K 0| MYU))
j:?, (E.19)

|I(2,a|6

[ K2,

_ Kzl = [Ka)
B | K2 p

:—€+

€

This demonstrates that a replicator with a high phenotype that migrates into a group that increases in size
due to migration, will cause the migration term to decrease. This also pretty much follows from equation E.2.
If the one replicator who is migrating and who has a higher than average phenotype moves into a group that
increases in size due to migration, then the covariance between phenotype and ‘being in groups of which the
size has decreased due to migration events’ is negative. Note that also if everyone is migrating randomly, this
covariance is more likely to be negative than positive, as a migrating replicator contributes to the increase of
the group size of whatever group it migrates into. In this particular example, no parameter of group g; came
into the equation, since I gave its replicators the same phenotype as the replicators in group ¢o initially had.

As we have seen, the migration term is the covariance between phenotype and ‘tendency to be at time b in
groups of which the size has decreased due to migration events in the time interval (a,b]’. For all replicators
that migrate, the decrease in group size due to migration effects is weakened by their own migration. It would
be nice if we could split up the term ®%(K), which describes the ‘tendency to be at time b in groups of which the
size has decreased due to migration events in the time interval (a, b]’, into the covariance between phenotype and
‘tendency to be at time b in groups of which the size has decreased due to migration events of other replicators
in the time interval (a,b]’ and (minus) the covariance between phenotype and ‘tendency to migrate yourself in
the time interval (a,b]’. As it turns out, we can do this, as the following definitions and theorem show.

Definitions E.9. We define the following for all weight functions K and j € Rj.

ZiERb,i;éj K (anc,(i)) + K (j,b)

P (K,j—) = E.20
(K,5-) ] (E:20)
@Z(Ka,]‘F) = K(anca(.])) _K(]7b) (E21)
| K|
Theorem E.10.
MY + K = Covi(¢;, Y K(j,b)®4 (K, j=)) + Covy(e, > K(j,b)@} (K, j+)) (E.22)
Kek Kek
Proof. Let j € R,. We have the following equality.
>icr, K (anc,(i))
Ph(K) = =&
_ Licnyizy Klanca(i)) + K(5,0) . K (ancq(§)) — K(j,b) (E.23)
| K| | K|

= (I)Z(gja Z_) + @Z(gﬁ Z+)
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From this, the following can be concluded.

M+ R = Covy(d, 3 K(j.b)@L(K))

KeK
=Covy(¢, Y (K (j, D)@} (K, j—)) + (K (j,b)®}(K,i+))) (E.24)
KeK
=Covy(¢, > K(j,0)®%(K,j—)) + Covy(¢, > K(j, )} (K, j+))
KeK KeK

Remark E.11. As always, analoguous theorems exist for M? and xb.

The new terms can be interpreted as follows.

The term ®°(K,j—) is the same as ®%(K), except that it changes the term K (anc,(j)) into K(j,b). As
such, ®% (K, j—) is the same as ®2(K) except that it treats the ancestor of replicator j at time a as if it had
already been at the position of its descendant j at time b. This essentially means that it filters out the ef-
fect of the migration of (the ancestors of) replicator j but correctly identifies its current position. As such,
K(j,b)®%(K,j—) is indeed the ‘tendency to be at time b in groups of which the size has decreased due to
migration events of other replicators in the time interval (a, ] .

The term ® (K, j+) describes the difference in position between replicator j and its ancestor at time a. Let us
study what this term means with help of some examples.

Example 12. Suppose that replicator j has not migrated at all, i.e. anc,(j)) = K (j,b) for all weight functions
K. Then ®%(K,j+) = 0 for all K, so it also follows that

> K(j,b)®4 (K, j+) =0 (E.25)
Kex

and since a covariance of something with a constant is always 0,

Covy(, Y K(j,0)®5(K, j+)) (E-26)
Kek

which is to be expected if replicator j has not migrated.

Example 13. Now let us assume that replicator j (or its ancestor(s) after time a) has migrated. Let us first
assume that all weight functions are defined as in equation 10.5. This means that for some @', K;(j,b) = 1,
K;(j,b) = 0 for all ¢ # 4/, and for some " # ¢/, K;»(anc,(j)) = 1, and K;(anc,(j)) = 0 for all i # ¢"’. Then

Ki(anca(4)) — Ki(3,b)

> KD (K j+) = > Kol K;(j,b)
Kiek K€k i
Ky 1)) — Ky (5
(since K,(j.b) = 0 for all i # ') = (ancaﬁjf)();b U ke 5.b) (B.27)
(since Ky (ancy(j)) =0 and Ky (j,b) =1) = 7|K71’|
ib

<0

which makes sense to be a negative number, since this term is supposed to capture the inverse of the ‘tendency
to migrate yourself’.

However, if weight functions are not defined as in equation 10.5, then in some instances ®°(g;,i+) is not negative
if replicator 7 migrates. The next example will demonstrate this.

Example 14. Suppose that for some replicator j; and some weight functions K’, K" the following holds:
K'(j,0) = §, K"(j,b) = 5, K'(anc,(j)) = 3, K" (ancq(5)) = § and K(j) = K(anc,(j)) = 0 for all j ¢ {j’,5"}.
Then
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S KGHBK, j+) = 3 Kancali) = KGD) ;4

Kek Kek K|

K’ b;, — K'(b; K" b;, — K" (b;

| Kanelb, ) =K' K onelbia) = K700

|| K7l (E.28)

1_ 2 ) 2_1 1

33,3351
K1 3 K3
1 1 2

oIy i)

which is smaller than 0 if | K| = |K}'|, but bigger than 0 if group |K;| > 2|K;'|. With nondiscrete groups, there-
fore, the term ;i % is harder to interpret; due to weighing, the term becomes bigger for replicators

that have a tendency to migrate into bigger groups than they came from.

F Proof of theorem 12.3 and corollary 12.4

Large parts of the beginning of the proof of theorem 12.3 are analogous to parts from multiple proofs we have
already given. We will go over these parts more quickly than over the rest of the proof.

Proof. (of theorem 12.3)

We will start by using an extension to lemma 4.2. Under the same notation as used in this lemma, the following
equation holds.

b(K) _

‘K | Tz Qbanca(n ZK anca ¢anca(d ) + (|K | - ‘K |Wb)¢a)

azl

(F.1)

‘K | Tz ¢anca(n ZK anca ¢anca(d ) + |K |(]- - Wb)¢a)
ll i=1

This can be verified by precisely following equations 4.2 and 2.10, except adding weight functions at the appro-

priate places, exchanging N, for |K,|, and N, for |K,|WpP.

Now let U,€e*,t;,€,6 as in the proof of theorem 6.3. For the same reasons why lemma 4.2 can be used to
show equation A.2 to hold, we can use equation F.1 to show the following (using the same notation):

Li+o(K)
Stj—ﬁ
: t Ttito
:m E K al’lCt._e(T] z))¢anct —e(rji) = ZK ance; — e( Jyt ))¢anct —e(dj4) + |Kt._€|(1 — t e )¢tj—€)
tj—e im1

(F.2)

Since there are no birth and death events in the time interval [t; — €,t;), we have gbanct Ce(ry) = bry
(banctj,f(dj,i) = ¢q, ;- A such, the following holds.

;40 1 nj < ——
ST ) = 7%(2K(anctj_e(rjvi))qsrj,i72 K (ance; —e(dj,i))ba, +Key—e|(1=W,/20) by, —c) (F.3)
|Ki;—e[ W2 i=1 i=1
In the proof of lemma 4.2 we used that if k is a replicator that is living at a time a, and |[C? | — |D} | are

the respective number of birth and death events in its lineage in (a,b], then W2(k) = 1+ |C? | — |DE |. We
can derive the following expressions. From the fact that there are no replication and death events in the time
interval (;, 9] follows the following:
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@_ Z K (ancy; —( ))thjjeé(z)

tJ 6 leRr —e

_ D Ky D)1 +1C5 7 |~ D))

K —el
K, i€Ry, . (F.4)
t
f|Kt -~ Z K (ancy, —c(i))(1+|C_, | - D}, |)
zERt —e
_tha_
Also note the following:
37 K(ancy, ()W) = Y K(ancy,_o(0)(1+[C0 | = (DT )
1€Rt —e zERf_ —e
= K-+ Y. Kancy,@)CH70 | = Y K(aner,—o()[D2 2 |)
iGFi’,f._F ieR,._‘

=Ky, | +ZK (ancy; —e(rj.6)) ZK (ancy; —(dj:))

i=1
(F.5)
With this in mind, we will rewrite equation F.3.
t;

St;—e(K)

1
7% ZK ancy; —c(75,i))br;., — ZK ance, —c(dj:))¢d,
| K¢, —c|W, i=

RN 5
K, (1 Kty + Xier,, . K(anc,—(0)) W,/ (Z))z;b )

+ —€ - j ¢

tj ‘Kt] 6| tj

1
- j—€ T]l ¢T‘J i ZK anct —€ jz))¢d
|Kt *E|Wt —e =1

t; +46 D
— > K(ancy, (i)W, (i) by, )
iERtjfg (FG)

1
- j—€ T]’L ¢r11 ZK a'nCt —€ jz))(bd
|Kt *E|Wt —e =1

7L] 7”]

ZK (ancy, —c(r5,4)) ZK (ancy; —¢( Jz)))¢t —e)

S . )y~ T+ S Kancr, (450 s = 0,.))
|Kt 75|Wt —e 1=1 =1

_ Z anctj € TL ))(d)tm i ¢tj_5) + i K(anctj—e( ))(djttj_ﬁ ¢dj,'i)
| Kty —e| Wy i=1 K-l We)

Next, let & > b;“, as in the proof of equation 6.3. Then for some (d;);cv, (€j)jev, the following equation
holds.

Sb k(K) _ Z Ssiisjla)l;ka)/k(x)

= Z Syt )
tj—¢j

t;eU

52



Note that 0 < ¢; < € and 0 < §; < €* for all j € U since the length of the time intervals are smaller than
k

5o = €. Also, for t; =b € U, §; = 0. Hence we can now combine our previous two expressions as follows:

Sb7k(K)

o K(ancy, ¢, (r;)) (6, — 1) | x> K(ancy, ¢, (d;i))(@r,—c, — ba,.) (F.8)
— ( J Js J J + J J J J Js )
thG:U ; ‘Kt *€J|Wt —€; ; |Ktj*6j|thj

i€

Note, again, that for all j € U, it must be the case that €; < < £ Therefore, under the condition that left

b—a
limits in time of weight functions exist, the following expression holds.

SZ(K)
. ~& K(ancy, (rj,i)) (ry = bt;—c;) = K(ancy, o, (d;i) (1, —c, — ¢a,.) (F.9)
t;,€U 77 i=1 |Kt *éj‘Wt —€; =1 |Ktj*61|Wt;fej

Left limits in time of weigt functions do indeed exist, since this is literally one of our requirements for weight
functions, as can be seen in definition 8.1. We can write down equation F.9 using different notation as follows.

YK () (b — b)) O K (dy0) (6 — b,
Z Z J»t - tJ) JFZ ( J )_( tjt. )) (F.lO)
tJEU i=1 |K |Wtj =1 ‘Ktj|Wt;—

Under the notation used in the statement of the theorem, expression 12.4 immediately follows. O

Proof. (of corollary 12.4) We can first write out the thj_ terms as follows.

% 1 . - -
Wtjj— = ‘K—| Z K (l)(1+ ‘Ctjitj| - ‘Dt]‘itJD
RARTS
1 n; m,; (F.11)
(using equation F.5) = —— (K, |+ ZK_(TJ"I-) - E:K_(alj )))
‘Ktj| iERT i=1 i
Hence, expression F.10 can alternatively be written as expression 12.5. O

G Proof of theorem 12.9

In this Appendix, we will omit the superscript (K) for readability purposes.

In order to prove this theorem, we will need the following lemma to circumvent the aforementioned problem of
having to deal with discrete summations while migration can happen continuously.

Lemma G.1. Let © < y such that no birth or death event happens in the interval (xz,y], and such that
Zi\]:tl K(i,t) # 0 for allt € (x,y]. Then for all k > 0, the following equations hold.

ME =Rk (G.1)

rh=a)/k — g (G.2)

Proof. If no birth or death event happens in the interval (z,y], it follows that W¥(i) = 1 for all replicators
i € Ry, 50 SY = 0. Also, ¢j = Panc, ;) for all replicators j € Ry, so u¥% = % = 0. Then migration must account
for the full change in average phenotype:

M3 =57+ pf + MY + k3
= ¢y — ¢z

If no birth or death event happens in the interval (z,y], then the same is true for any subinterval of (z,y].
Hence we have the following result for all £ > 0.

(G.3)
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e
Ju

k(y—x)/k _ z+(s+1)(y—=)/k
MFE (y—z)/k _ MITS y
s=0
k—1
= 2 ¢m+(s+1)(y—z)/k - ¢z+s(y—m)/k (G4)

= Pr+(k—1+1)(y—x)/k — E

y_(bz

[l
-
IS

The following result follows immediately too.

KRk = (G.5)
O

Our strategy for the proof of theorem 12.9 is as follows. We will choose k big enough so that no two elements
of U will fall within the same time interval in the form (a + s(b — a)/k,a + (s + 1)(b — a)/k]. Then for every
element of U we will have a unique time interval containing this element. Also, between every two consecutive
elements of U we will have a collection of time intervals that, according to lemma G.1, can be described with
one single term. Letting k£ go to infinity will then not increase the number of terms any further.

Proof. (of theorem 12.9) Let
€= min{|ti — tj|ti,tj e Ut 7é tj} (GG)
as in equation A.1. Let

b—a

6*

k>

as we have seen in previous proofs as well. In order to avoid clutter, we will use the following definition.

Definition G.2. Let k be given. For all s € {0,1, ...,k — 1}, we write the following.

Ts=a+s(b—a)/k (G.8)
This definition is purely used as shorthand notation to make our equations easier to read. Any time we use it,
it will be clear what k is.

By filling in G.2, it can be readily seen that for a property P (where P = M or P = k), the following holds.

k—1
Mgh =3 M (G.9)
s=0
As such, the (75, 7s11]seqo0,1,....k—1} form a partition of (a,b]. As a consequence, since U C (a,b], for all t; € U
there exists a unique s; € {0, 1, ..., k—1} such that t; € (75, 7s,41]. Moreover, fort;,t; € U, i # j,t; € (Ts;, Ts, 41]
and t; € (7s,,Ts;41], we have 7,, # 7,,. The reason for this is that if 7,, = 7,,, then t;,¢; € (75,,75,41] s0

lti —tj| < Toy41—Ts, =a+ (si +1)(b—a)/k —a—s;(b—a)/k=(b—a)/k <€ (G.10)

i

but by definition of €*, we must have |t; —t;| > €*. Let ¢; = t; —7,, and let 0; = 75,41 —t;. Since t; € (75, Ts;,, ]
it must be that ¢; > 7,,, and hence €¢; > 0.

See figure 5 for an illustration of our definitions and findings so far.
We can now write
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d tl tZ ul b

AP,
1=
»
1
A=
=

Figure 5: An illustration of our definitions. Note that for any j it can be the case that 75,11 = t;, in which
case §; = 0. Note also that it may be the case that b € U, though this is chosen to not be so in this specific
illustration.

k—1
bk _ Tst1
MY =57 Mpe
s=0

k(ti—e1—a)/(b—a)—1 k(tjt1—€j41—a)/(b—a)-1
™ £+ ™
= > M7+ Y (M ) M)
s=0 t;€U,j#|U]| s=k(tj+d;—a)/(b—a)
k-1
tiu|+dju) s
+Mt\m—ﬂuw + Z M7Ts+1

s:k(t‘U‘+§‘U|—a)/(b—a)
= Mf(tl—el—a)/(b—a),(b—a)/k + Z (Mtj+5j + Mt(j’z(r%jﬂ*€j+1)*(tj+5j))/(b*a)’(b*a)/k)

tj—€j
t; €U, j#|U|
tu+0| (k(b*(t\U\M'U‘))/(b*a%(b*a)/k
+ Mt\U\—ﬂU\ tlU\+5\U|
e ti+6; tiv1—ej tiy|+o b
(by lemma G.1) = M~ + Z (Mt;%j] + Mt;ﬂsj EAEE Mtl‘g‘l%‘l{i}l‘ + Mt‘U|+6
t; EU,j#|U]
_ _ b tj40;
= My My et My ) M
t;eU
(G.11)
and
k—1
KOF = Z Kot
s=0
k(ti—e1—a)/(b—a)—1 k(tj+1—€j41—a)/(b—a)—1
T e 2w
s=0 t;€U,j#|U]| s=k(t;+6;—a)/(b—a) (G.12)
k—1
tj|+0
TR SR

s=k(t|u|+6ju|—a)/(b—a)

(by lemma G.1) = Z nif_rfj
t;eU

Since the weight functions are all right continuous in time, it holds for properties P (where P could be M or
k) and to > ¢ that

P! = lim P!>™ = lim P'?
1 5l

0 1 510 t1+6 (Glg)

Then
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bk __q: t1— to— t
M *lﬁfé(Mal HMET M+ Y M)

U
e (G.14)
— t1— to— tj
= MP™+ M A M+ Y M
t;eU
and similarly,
= hrn Z “t,-—e
0 e
7 (G.15)
=2 ri-
t;eU
O
Remark G.3. We might be tempted to think that e.g.
- ti+6
xhoF :15%1%?01 d K e (G.16)
J

as well as a similar statement about M%* without needing to make any assumptions about (right) continuity,
but that is not true, as from our definitions follows that for some values of k, we could have J; = 0 for some j.
We therefore really need to e.g. assume that

lim lim Z Ht = hm Z Kyl (G.17)

0510
€10 &4 e

i.e., we need right continuity for the proof to Work.

H Proof of theorem 13.6

In order to prove this theorem, we will first write out an analogue to lemma 4.2.

Lemma H.1. Fori e R,, let C,f’ be the set of replication events in the lineage of replicator i in the time interval
(a,b] and and let D? be the set of death events in the lineage of replicator i in the time interval (a,b]. Notice
that wl(i) = 1+|C?| — |D?|. Let Banc, (r;) e the phenotype of the ancestor at time a of a replicator that is born
at replication event r; and let Ganc,(d;) be the phenotype of the ancestor at time a of a replicator that dies at
replication event d;. Then:

() > ie1 K(ancy (7i)) Panc, (r) f(:;{?l K (anca(d;)) danc, (d;) N (Wg(K)_l B 1)%(1() (1)
| Ka|W}

Proof. We use an intermediate answer from equation 8.11 as a starting point:

(K)

Gh () _ Yier, KOWL((1:)i) i 5
‘ Yicr, K@OW(i) ¢
_ Yier, KOO +|CY — DY) —x)
- 5 K) ~%a
| K, |WP
_ Yien, K(@)(|C?| — | D2 s Yier, K()oi  — k)
- — (&) + p—o a2
|K‘1‘W£ |Ka|W£
. ZieRa K(i)(zriecf L— Zriepg 1)o; ZieRa K(i)p; | K| .
N —(K) + |K ‘ —(K) _¢a
‘Ka‘Wg @ ‘Ka‘Wb

ZiERa K(i)(zr,iecf (Zsanca(ri) - ZMEDE ¢anca(dj)) —(K)

- —(K) + ¢a
Ko [WE
= 2izy K (anca (7)) Ganca (ri) ;Zzzl K (ancq(d;))Panc, (d;) i (@(K)_l —1)d,
T

U1 g
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Remark H.2. Note that if K = 1, this expression reduces to

Sb(K) i Z?:l ¢anca(m) - 27121 ¢anca(dj) n (W(K)_l 1)¢7
a - b(; a a
>ier, Wali)
2?71 ¢anca(ri) - Z;nfl ¢anca(d») N, —
= == = L L N .
. ¥ (Nb )3 (13)

1 < _
= ﬁb (; (banca (rs) Z ¢anca (dj) N Nb)¢a)

which equals the result from lemma 4.2.

Proof. (of theorem 13.6) Note that if a 1 b, then necessarily ¢ane, (r,) = @r;s Panc,(d;) — Pa; and K(ancy(r;)) —
K(r;) for all i, so that lemma H.1 comes down to

ity K(i)¢r, — K(ri (I —
Sp ) izt (Z|)K| XbZ(K) (ri)¢a -y (H4)
b

where 71,79, ...,ry, and dy,ds, ..., dn, are the respective replication and death events at time b. Let us now

write out the following.

b

k—1
—~ —(K)
8b =1 E B [§Ts+1 (K) K, |Wistt
a k%‘nl a K [ Ts | | s | s ]

k—1 W (K) 7,
= lim ZKeIC | Ko, [W. e 57 ()

ktoo T(K)
s=0 ZKG]C |K7's 9+1 (H5)
k— ) 7y

- KEIC |K7- |W +1 ST +1(K)

kToo - NTS+1
k—

—,1#%;2

Let U again be the set of times that a birth and/or death occurs in the time interval (a,b], with U =
{t1,t2,....,tjy|}. Let € as in equation A.1 and let k > be_—*“ Obviously, S7=**(5) can only be nonzero if
there exists a t; € U for which 74 < t; < 7541. As we have seen before, with k this large, for every s < k there
either exists a unique ¢; € U such that 7, < ¢; < 7541, in which case STSH S’f; , or there does not exist such

a t; at all. In light of this, we can rewrite expression H.5 into the following.

§ St ()| K |WTS“
Ts+1 KEK:

1 - TRt
kfoo N. Z ST:H(K)‘KTJWTS o

— Ts+1
>0 ek " (H.6)
=3 s Ol

teU N ek

(K)

With use of our result from equation H.4, we can rewrite this as follows.
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Z Z Stl (K)|Ktl| thzl

t,eU tl Kek

Z?:tﬁ K(ri)or, — Yty K(ri) o, —— (%) —(K) ——(K)
D —y F W T = g KW
teu Nu ok | Ky, |~ W
nyg, my,
——(K) _——(K)
—Z o ST Kb — S Kr)da, + 1Kyl Gu_ )~ Wi Ky G )
1 i= -
t €U Iieic 1 j'=1 (HL7)
t; me;
SO0 D) DEIALHED BB PP (AL
tieU ’ i=1 Kek j'=1KeK
_—(K) i B (K)o ()
+ Z ‘Ktzl (/btz* - Z thllf |Ktz| (th, |Kf/z‘ (/j)tz* )
KeK Kek
< - — —(K)
Z Z¢Tl Z ¢dj + ¢tl— - Z th |Ktl‘ ¢tl— )
teU l j'=1 Kek

Note that for all z,y,z < y, we have (where 71,71, ...,r, and 71,74, ..., d, are the respective reproduction and
death events in the time interval (x,y)):

(K)

> K@WEE(0)|g;lebe

|gj‘ac iCRy

KeKieR,

ZZK (1+|c?| - D¥)g, "
Ke

Ki€R,

=S (Y K+ Y K - S K@D

KeKk ieR, 1ER, IER,

= D (K + Y K@ICY =Y K@)IDY e

Kek 1€ER, 1€ER,

z—zmm”‘ ST KGC!+ Y K@D (1)

Kek Kek ieR, 1€ER,

N, N,
3 -S> S K&+ S k@) pYg ™

i=1 Kek i=1 Kek

:—ZZKancacrl m +ZZK3D% w(K)

i=1 KeKX =1KekK
(K)

- =77 (K) —(K)  —
(bm - Z W;/ |gj‘z¢:1: = (b:z: -

Kek

MM

= 6o —

I
<

|
<

—(K)

ZZKGK (ancy(r;)) b ZZK@C (anc(dj,x))(bx

Kek K (anc, (r;)) Kek K (anc, (r;))

:fZE,C[@(K” K (anc, (i) +ZE;C 52" K (ancy (d)))]

This means that we can rewrite our expression from equation H.7 as follows.
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ny, my,

>y (3 on - S G- S W K )

teU N j'=1 KeK
ntl mtl ntl mtl
Z Z¢n Z (bd - ZEIC ¢tz— Tz + Z Ex ¢tz— | (dj)])
tielU I’ 3'=1 j'=1
Ny My
—(K)
Z qun — Ex[fn_ K ()] + Z Exc[én—  |K(dj)] — ¢4,)
teU N, J'=
, — (H.9)
B Z Z or, — Ex d)tz* | (ri)] n i EK[%— |K(dj)] - ¢dj)
N Ntl
t,eU i=1 7'=1
. ¢ —(K)
¥ Z by — - )|K(n)] . % Exle, |K(d))] - <z>dj)
B : Ny,
teU i=1 ti §=1 i
m ——(K)
Z Pr — fbtz K ()] iy Exle,, [K(dj)] — ¢q;
‘ nys
t; ]/:1 J
In conclusion:
b0 — Bl K ()] | O Bxlo ()] - 6
i t;— T KIPt; i) — Pd;
i + E / (H.10)
-3 N. 2 v,
Ji=
O
I Some derivations from section 13.4
I.1 Calculation for example 9
For ¢, sufficiently small we have
Ot (g1) =2 (L1)
since group ¢; halved in size due to the migration event at time t;. Hence, according to lemma E.6,
2
Mflz+f Eb(¢bi Z ng (anc(biv i — 6))(1)24_(: (gj)) - d)b
j=1
13 2
= § Z djbi Z ng (anc(biv b1 — 6))¢)Z+g(gj) -
=1 j=1
; 1 ta+6 1
(since ¢ = ¢ = 0) = 3 Zng (anc(bs, t1 —€)) P2 2(g;) — 3 (L.2)
j=1
. 1
(Slnce KQQ ((banc(b&tlfé)) = 0) = §K91 (a‘nc(b3>t1 - 6))‘1’;?+2(g1) -
1 1
- —.9_
3 3
_ 1
-3
But because of symmetry, we also have for €, 4’ sufficiently small
My~ 1 (1.3)
to—e’ T 3 °
As such,
— 92 —
M =3 #0=M} (L4)
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1.2 Proof of theorem 13.11

We first need to introduce a lemma.

Lemma I.1. Let x < y such that no birth or death event happens in the interval (z,y]. Then for all k >0

ki W=0/k (L5)

Proof. (of lemma I.1) If no birth or death event happens in the interval (z,y], then no imperfect transmission

happens, either, so all the ng(K ) are equal to 0. As such, it follows that
=k _ (I.6)

O

With this lemma, we are equipped to prove theorem 13.11. The proof is very much analogues to the proof of
theorem 12.9, and as such, we will not pay too much attention to details.

Proof. (of theorem 12.9) Let €*, k and 7, be defined as in equations G.6, G.7 and definition G.2, respectively.
Then for the same reasons as outlined in the proof of equation 12.9, for all ¢; € U there exists a unique
55 €{0,1,...,k — 1} such that t; € (7y,,7s,41]; and for t;,t; € U, i # j, t; € (75, Ts,41] and t; € (7,,7s;41], We
have 75, # 75,. Let ¢; =t; — 75, and let §; = 75,11 — ;. Directly analogous to equation G.12, we have

N
HZ’k — Z K::Jrl
s=0
k(ti—e1—a)/(b—a)-1 _ ——  kiri—ejr1—a)/(b—a)-1
Ts ti+d; Ts
D D D DI Gt b > mri)
s=0 t;€U,j#|U| s=k(t;+d6;—a)/(b—a) (I 7)
o o, S o
T Rty e T Z K
s=k(t|ju|+6,u|—a)/(b—a)
1o
t', n
(by lemma I.1) = Z mt;fej
t;eU
Because the weight functions are right continuous in time,
3 5
b1 j
Up=lim > s
t;eU (I 8)
N |
= K
t;eU
O
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