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Chapter 1 

Introduction 

Natural Language Processing (NLP) is a discipline which makes an effort to “gather 

knowledge on how human beings understand and use language so that appropriate tools and 

techniques can be developed to make computer systems understand and manipulate natural 

languages to perform the desired tasks” Chowdhury (2003, p.51). This would enable better 

human-computer interaction and communication between human and computer will improve 

further.  

 

Liddy (2001; p.2) defines Natural Language Processing (NLP) as follows: 

“Natural Language Processing is a theoretically motivated range of computational 

techniques for analyzing and representing naturally occurring texts at one or more levels of 

linguistic analysis for the purpose of achieving human-like language processing for a range 

of tasks or applications.”  

 

The major contributors to the development and applications of NLP are Linguistics, 

Mathematics, Computer Science, Electrical and Electronic Engineering, Artificial 

Intelligence, Robotics, and Cognitive Psychology (Liddy 2001; Chowdhury 2003). NLP has 

emerged as an important discipline because of its diverse applications in mobiles, retail 

business, education, healthcare (Zhou, et al., 2006), defence (Hancox1) and various other 

areas which are crucial to our everyday life. Some of the common applications of NLP 

include machine translation, user interfaces, multilingual and cross language information 

retrieval (Chowdhury, 2003),text classification and categorization (such as web searching, 

information filtering, language identification, readability assessment, and sentiment analysis), 

named entity recognition (classifying named entities, into predefined categories like persons, 

organizations, locations, time, dates, etc.), part-of-speech tagging (parsing, text-to-speech 

conversion, information extraction, etc.), semantic parsing and question answering 

(automatically answer different types of questions asked in natural languages including 

definition questions, biographical questions, multilingual questions, etc.) paraphrase 

detection, natural language generation (such as automated writing of reports based on data 

analysis in retail business, medical records, etc.), speech recognition (home automation, 

mobile telephony, virtual assistance, hands-free computing, video games, etc.), character 

recognition and spell checking2.  

 

Major business applications of NLP emerge from the fact that Artificial Intelligence is 

assisting businesses to efficiently handle various core business issues. Hence NLP 

applications are in customer service (using speech recognition & question answering), 

reputation monitoring (using sentiment analysis and co-reference resolution), advertisement 

(using keyword matching and sense disambiguation), market intelligence (using event 

extraction and sentence classification) and regulatory compliance (using named entity 

recognition and relation detection)3. Machine translation, sequence modelling, named entity 

recognition, part-of-speech tagging, sentiment analysis are some of the routine tasks in 

natural language processing that work on the basis of question answering problems over 

 
1 https://www.cs.bham.ac.uk/~pjh/sem1a5/pt1/pt1_history.html 

2 https://medium.com/@datamonsters/artificial-neural-networks-in-natural-language-processing-bcf62aa9151a 

3 https://emerj.com/ai-sector-overviews/natural-language-processing-business-applications/ 

https://www.cs.bham.ac.uk/~pjh/sem1a5/pt1/pt1_history.html
https://medium.com/@datamonsters/artificial-neural-networks-in-natural-language-processing-bcf62aa9151a
https://emerj.com/ai-sector-overviews/natural-language-processing-business-applications/
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language input (Kumar et al, 2016).  Both for internal (e.g. human resource operations) and 

external (e.g. customer service) projects, similar technology is being used by companies4.  

 

However, currently there are various limitations to the NLP systems. In order to make a 

quantum jump from Natural Language Processing to Natural Language Understanding, the 

research needs to focus on semantically related concepts that will enable the performance of 

complex NLP tasks, just like us, the human text processors which can ‘see more than what 

we see’ (Cambria & White, 2014). This research focuses on the semantic similarity between 

texts in domain-specific context, with the attempt to make a contribution towards paradigm 

shift from Natural Language Processing to Natural Language Understanding.  

1.1 Problem Description 

Research in NLP has focused their efforts on various tasks. Natural Language Understanding 

(NLU), which maps text to its meaning, is working on interpretation of text. Since there is a 

lack of studies that integrate the different branches of research to incorporate text semantics 

in the text mining process, secondary studies, such as surveys and reviews, can integrate and 

organize the studies that were already developed to guide future research in related areas 

(Sinoara et al. 2017). Semantic similarity research has so far been carried out to find out 

solutions to various domains. However, it has still not been applied to human resources (HR) 

domain. In my research, I want to focus on this specific domain and hence the following 

research questions will be the main focus areas: 

 

RQ1: What is the level of agreement between sentence pair classification based 

on semantic similarity between human annotated gold standard data and 

questionnaire data?  

 

RQ2: What can be an alternative method for collection of gold standard data for 

measuring semantic similarity? 

 

The above questions answered will aid in the creation of gold standard data which can be 

used as a corpus for input to the various semantic similarity tasks in HR domain.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
4 https://emerj.com/ai-sector-overviews/natural-language-processing-business-applications/ 

https://emerj.com/ai-sector-overviews/natural-language-processing-business-applications/
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Chapter 2 

Literature Review 

2.1 Natural Language Processing 

Natural Language Processing (NLP) is fundamental to artificial intelligence for 

communicating with intelligent systems using natural language5. NLP assists computers to 

understand, analyze, and derive meaning from everyday human language in a smart and 

useful way (Lu et al., 2018) Examples of natural language processing systems in artificial 

intelligence in everyday life include better communication (Facebook Messenger using 

artificial intelligence, Skype Translator), faster clinical diagnosis, customer review and 

intelligent personal assistants (IPAs).6 IPAs (such as Apple’s Siri, Google Now and 

Microsoft Cortana) are programmed within Artificial Intelligence (AI) do create an 

interaction between human and computer through a natural language used in digital 

communication (Canbek & Mutlu, 2016). Sil et al. (2010, p.1) argue that Artificial 

Intelligence (AI) researchers have to recognize that to develop common sense knowledge in 

machines for information extraction, “the dynamics of the world is arguably the most crucial 

form of knowledge for an intelligent agent, since it informs an agent of the ways in which it 

can act upon the world”.  

 

2.2 Ontologies and its importance 

Ontologies have been used in Artificial Intelligence “to develop an understandable, complete, 

and sharable system of categories, labels, and relationships that represent the real world in an 

objective manner” (Kim & Storey 2011, p.2). Ontology is a hierarchical catalogue of the 

concepts that a person has in mind, where the semantic knowledge is stored in the form of 

meaning postulates (Periñán-Pascual & Arcas-Túnez, 2010). In the context of artificial 

intelligence, it “includes machine-interpretable definitions of basic concepts in the domain 

and relations among them”7. While referring to the world wide web, ontology would 

represent “a set of concepts and the relationships among them for a particular domain” (Kim 

& Storey 2011, p.2). Uschold & Gruninger (1996) conceptualized ontology “to refer to the 

shared understanding of some domain of interest which may be used as a unifying framework 

which entails taking a world view” (conceived as a set of concepts entities, attributes, 

processes, their definitions and their interrelationships) with respect to a given domain. 

Ontologies represent a schema for a particular domain, tend to provide expert background 

knowledge about a domain by clarifying technical terms or specifying relationship between 

concepts (Stavrianou et al., 2007; p.31). Ontologies provide a formal specification of a shared 

conceptualization constructed from the consensus of a community of users or domain experts 

and they represent a very reliable and structured knowledge source, which is machine 

readable (Sánchez et al. 2012; p.7719). However, there are a number of challenges to 

developing ontologies, which include they are specific to each domain and are time-

consuming to create and creating large-scale ontologies such as Cyc require a collaborative, 

community effort from knowledgeable people (Kim & Storey 2011, p.2). 

 
5 https://www.expertsystem.com/examples-natural-language-processing-systems-artificial-intelligence/ 

6 https://www.expertsystem.com/examples-natural-language-processing-systems-artificial-intelligence/ 

7 https://protege.stanford.edu/publications/ontology_development/ontology101-noy-mcguinness.html 

https://www.expertsystem.com/examples-natural-language-processing-systems-artificial-intelligence/
https://www.expertsystem.com/examples-natural-language-processing-systems-artificial-intelligence/
https://protege.stanford.edu/publications/ontology_development/ontology101-noy-mcguinness.html
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Ontology includes a vocabulary of terms and some specification of their meaning but the 

degree of formality by which a vocabulary is created and meaning is specified varies 

considerably is a continuum: ranging from (1) highly informal - expressed loosely in natural 

language (2) semi-informal - expressed in a restricted and structured form of natural language 

greatly increasing clarity and reducing ambiguity (3) semiformal - expressed in an formally 

defined language (4) rigorously formal - meticulously defined terms with formal semantics, 

theorems and proofs of such properties as soundness and completeness (Uschold & 

Gruninger,1996; p.6).  

 

Kim & Storey (2011, p.2) state that “domain ontologies specify concepts, relationship among 

concepts, and inference rules for a single application domain (e.g., airline reservations, art 

galleries, furniture, fishing, gourmet food) or task”. A proper encoding mechanism is used in 

ontology, to formulate concepts in a specific domain that can support efficient information 

retrieval and reduced information overload while dealing with huge sets of data 

(Vairavasundaram & Logesh, 2018). Developing ontology helps to share common 

understanding of the structure of information among people or software agents, enables reuse 

of domain knowledge, makes domain assumptions explicit, separates domain knowledge 

from the operational knowledge and analyze domain knowledge8. While extracting 

information from various text sources, “ontologies have been proposed for handling semantic 

heterogeneity” (Stavrianou et al., 2007; p.31). Ontologies have been extensively exploited in 

knowledge-based methods measures to compute semantic similarity (Sánchez et al. 2012; 

p.7719). 

 

Adopting a corpus based approach, Vairavasundaram & Logesh (2018) developed an 

automatic topic ontology construction process (relying the on concept acquisition and 

semantic relation extraction) for better topic classification to enrich the set of categories in 

the Open Directory Project (ODP is a multilingual open content directory of World Wide 

Web links) by automatically identifying concepts and their associated semantic relationships 

based on external knowledge from Wikipedia and WordNet.  They used a semantic similarity 

clustering algorithm to compute similarity and semantic relation extraction algorithm derived 

associated semantic relations between the set of extracted topics from the lexical patterns in 

WordNet. When evaluated for the classification of web documents, the performance of topic 

ontology was better over ODP. 

 

Shift in NLP research has led to applications of statistical methods (such as machine learning 

and data mining) that have opened up fascinating areas of applications of traditional artificial 

intelligence techniques (Aggarwal, 2011), but one of the fundamental issues in artificial 

intelligence research (attempting to equip machines with the ability to understand natural 

language) is “how to represent language semantics in a way that can be manipulated by 

computers” (Gabrilovich & Markovitch, 2009; p. 443).  

2.3 Semantics 

Semantics focuses on the intrinsic meaning associated with natural language text (Cambria & 

White, 2014), takes into account the insightful understanding of the entities and it is at the 

underlying concept of numerous NLP applications (Harispe et al., 2015). For example, text 

semantics is used for many information retrieval tasks such as search and text categorization 

 
8 https://protege.stanford.edu/publications/ontology_development/ontology101-noy-mcguinness.html 

https://protege.stanford.edu/publications/ontology_development/ontology101-noy-mcguinness.html
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(Sebastiani, 2002). Cambria & White (2014) argue that semantics-based approaches rely on 

implicit denotative features and are able to detect relevant information conveyed in a subtle 

manner. However, critics such as Gabrilovich & Markovitch (2009 p. 443) express the 

opinion that “this simple model can only be reasonably used when texts are fairly long, and 

performs sub-optimally on short texts”. Cambria & Hussain, 2012, pp.20-21) suggests that 

semantics could be better characterized by a “bag-of-concepts model”.   

Semantics-based NLP approaches can be broadly classified into two main categories: 

Endogenous NLP that encompasses the usage of machine-learning methods to implement 

semantic analysis of a corpus by making structures that estimate notions from a large set of 

documents and Taxonomic NLP comprises initiatives that intend to create universal 

taxonomies or web ontologies for grasping the hierarchical semantics connected with natural 

language expressions. (Cambria & White, 2014, p.53).  

2.4 Semantic Similarity 

Similarity based on meaning as opposed to form is referred to as semantic similarity and 

people draw inductive inferences are drawn by people on the basis of semantic similarity 

(Hahn & Heit, 2015). We could define semantic similarity as a measure of how close are the 

semantic representations of different entities (such as units of language, e.g. words, 

sentences, or concepts) in a given knowledge base (Couto & Lamurias, 2019). Semantic 

similarity plays a vital role in the field of artificial intelligence, natural language processing, 

data mining and data processing and is useful in information management systems, especially 

when data from different various sources are to be collated in a meaningful manner (Gupta et 

al. 2017). Sánchez & colleagues (2012, p.7726) point out that “semantic similarity 

assessment is a crucial component embedded in many applications framed in the artificial 

intelligence research”.  Some of the important applications of semantic similarity include 

time series analysis, information retrieval, finding near duplicate web pages, collaborative 

filtering, caching and audio files (Chauhan & Batra, 2018, p.714).  

 

Most of the research work in the area of semantic similarity give emphasise to word-to-word 

similarity metrics and focused on the applications of the “traditional vectorial model, 

occasionally extended to n-gram language models” probably because of the easy “availability 

of resources that specifically encode relations between words or concepts (e.g. WordNet), 

and the various test beds that allow for their evaluation (e.g. TOEFL or SAT 

analogy/synonymy tests)” (Mihalcea et al., 2006; p.776). 

 

Semantic similarity is a measure that is used to compute the similarity between two concepts 

within ontology (Banu, 2015). Presently, semantic similarity methods have diverse usage for 

comparing primary elements of language, concepts, instances or even resources indexed by 

them (Harispe et al., 2015).  The two common methods for computing semantic similarity of 

two words are: dictionary-based methods (Inkpen, 2007) or knowledge based methods 

(Gupta at el., 2017) (using WordNet, Roget’s Thesaurus, etc.) where short path means a high 

similarity and corpus-based methods (co-occurrence frequencies in corpora e.g. British 

National Corpus (BNC), TREC data, Waterloo Multitext, LDC English Gigabyte corpus, 

etc.) whereas the hybrid methods combine the two types (Inkpen, 2007, p.12-13). Corpus-

based semantic similarity measure tries to identify the degree of similarity between words 

according to information derived from large corpora whereas knowledge-based semantic 

similarity try to identify the degree of similarity between words using information derived 

from semantic networks (Mihalcea et al. 2006).  
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Lin (1998) argues that a problem with some of the semantic similarity measures has been that 

“each of them is tied to a particular application or assumes a particular domain model and 

their underlying assumptions are often not explicitly stated, which makes it is impossible to 

make theoretical arguments for or against any such measures”. A universal definition of 

similarity is proposed by Lin (1998) below is derived from a set of assumptions about 

similarity (because the author believes that if the assumptions are deemed reasonable, the 

similarity measure necessarily follow: 

“Since similarity is the ratio between the amount of information in the commonality and the 

amount of information in the description of the two objects, if we know the commonality of 

the two objects, their similarity tells us how much more information is needed to determine 

what these two objects are”. 

 

Researchers working on semantic similarity are showing increasing interest in ontologies 

because “they offer a structured and unambiguous representation of knowledge in the form of 

conceptualizations interconnected by means of semantic pointers” (Sánchez et al.2012). 

Periñán-Pascual & Arcas-Túnez (2007) state that “semantic knowledge is represented in the 

form of meaning postulates in the ontology”. Ontology-based similarity measures have been 

developed based on the similarity computation principle and depending on the way ontology 

is exploited (Sánchez et al.2012).  

 

Ontology, taxonomies and semantic net are the knowledge representation forms which are 

used in information retrieval and these knowledge representations are used by various 

methods to find semantic similarity between different terms or concepts (Gupta et al, 2017). 

Knowledge based measures of semantic similarity are described below in Figure 1. 

 

 
Figure-1: Knowledge-based measures of semantic similarity (Gomaa & Fahmy, 2013) 

 

[Abbreviations in Figure-1 explained:  St.Onge (hso), Lesk (lesk), vector pairs (vector), 

Resnik (res), Lin (lin), Jiang & Conrath (jcn), Leacock & Chodorow (lch), Wu & Palmer 

(wup) and Path Length (path)]. 
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Corpus refers to a large collection of written material and speeches that are used to study and 

describe a language and such data available online can be used in determining the semantic 

relatedness among different words or concepts (Gupta et al.,2017).  The various corpus-based 

similarity measures are summarized below in Figure-2. 

 

 
 

Figure-2: Corpus-based measures of semantic similarity (Gomaa & Fahmy, 2013) 

 

[Abbreviations used in Figure-2 explained: Hyperspace Analogue to Language (HAL), Latent 

Semantic Analysis (LSA), Generalized Latent Semantic Analysis (GLSA), Explicit Semantic 

Analysis (ESA), Cross-language explicit semantic analysis (CL-ESA), Pointwise Mutual 

Information - Information Retrieval (PMI-IR), Second-order co-occurrence pointwise mutual 

information (SCO-PMI), Normalized Google Distance (NGD), Extracting DIStributionally 

similar words using CO-occurrences (DISCO)] 

 

Gomaa & Fahmy (2013), argue that there are third type String-based measures, which 

“operate on string sequences and character composition, and a string metric is a metric that 

measures similarity or dissimilarity (distance) between two text strings for approximate string 

matching or comparison”. Further String-based measures are divided into two types 

character-based and term-based measures. String-based measures of semantic similarity are 

described below in Figure-3.  
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Figure-3: String-based measures of semantic similarity (Gomaa & Fahmy, 2013) 

 

[Abbreviations in Figure-3 explained: Longest Common Sub-String (LCS) algorithm] 

  

Cosine, Jaccard and Dice are some of the best-known techniques and most popular methods 

for finding the similarity that have been applied successfully in information retrieval systems 

(Strehl et al., 2000; Agarwal et al., 2014; Chauhan & Batra, 2018). Hence these three 

measures of semantic similarity are discussed in further details in the forthcoming 

paragraphs.  

2.4.1 Cosine Similarity 

Cosine similarity measure is based on classic vector-space model (Inkpen, 2007).  Singhal 

(2001; p.36) explains that “to assign a numeric score to a document for a query, the model 

measures the similarity between the query vector (since query is also just text and can be 
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converted into a vector) and the document vector and the angle between two vectors is used 

as a measure of divergence between the vectors, and cosine of the angle is used as the 

numeric similarity”. In simpler words, cosine similarity “is a measure of similarity that can 

be used to compare documents or, say, give a ranking of documents with respect to a given 

vector of query words” (Han et al., 2012). 

 

The cosine similarity between two vectors is computed by their normalized dot product 

divided by the product of their norm (Orkphol & Yang 2019; p.6). The normalization is 

usually Euclidean (i.e., the value is normalized to vectors of unit Euclidean length (Sidorov et 

al., 2014). The cosine similarity measured is in the scale of 0 to 1, and two vectors are said to 

be similar when the cosine similarity was close to 1, and they were said to be dissimilar when 

it was close to 0 (Orkphol & Yang 2019).   

 

Given two vectors a and b, the cosine similarity measure between them is calculated as 

shown below (Sidorov et al., 2014; p.492): 

 
the dot product is calculated as 

𝑎. 𝑏 = ∑ 𝑎𝑖𝑏𝑖

𝑁

𝑖=1

 

the norm is defined as 

 

||𝑥|| = √x · x 
 

and then the cosine similarity measure is defined as 

 

cosine(a,b) =
𝑎∙𝑏

||𝑎|| × ||𝑏||
 

 

which when given the previous two equations becomes 

cosine(a,b )= 
∑ 𝑎𝑖𝑏𝑖

𝑁
𝑖=1

√∑ 𝑎𝑖
2𝑁

𝑖=1 √∑ 𝑏𝑖
2𝑁

𝑖=1

 

 

Orkphol & Yang 2019 (p.10) cosine similarity only measures the direction of the vector, 

hence dividing or multiplying a scalar to the resultant word vector affects only the magnitude 

of the vector and not its direction (except for zero scalars which cancel that word vector out 

of the sentence vector). For example, in information retrieval and text mining, each term is 

notionally assigned a different dimension and a document is characterised by a vector where 

the value of each dimension corresponds to the number of times that term appears in the 

document, and then cosine similarity then gives a useful measure of how similar two 

documents are likely to be in terms of their subject matter (Nalawade et al., 2016, p.217).  

 

Cosine similarity is popular because it is very efficient in evaluating, especially for sparse 

vectors, as only the non-zero dimensions need to be considered (Nalawade et al., 2016, 

p.217). While listing some of the applications of cosine similarity measure, Thiagarajan and 

colleagues (2008) state that it has been widely applied in the areas of “content matching 

scenarios (such as document matching), ontology mapping, document clustering, multimedia 

search, and as a part of web service matchmaking frameworks”. 
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One of the disadvantages of cosine similarity is that, “when context information is 

insufficient, cosine similarity fails to determine the correct word sense” (Orkphol & Yang 

2019; p.6). Li & Han (2013) argue that in mathematical perspective, “cosine similarity is 

perfect”, but if we check it from “the text mining perspective, it may not always be 

reasonable. Further, Li & Han (2013) believe that overly biased by features with higher 

values and does not care much about how many features two vectors share, i.e., how many 

values are zeroes.  

 

Since they believe that proven effectiveness of cosine similarity, Li & Han (2013) decided to 

derive new metrics by slightly modifying it. They explored distance weighted versions 

(where distance tends to capture how many features two text segments share) and with 

extensive experiments on a classical text mining problem, i.e. text classification, they 

obtained a distance weighted cosine metric (dw-cosine) that performs better than the original 

cosine metric in most cases.  

 

Since cosine similarity measure lends itself to an intuitive understanding of an issue or 

question, in an interesting research, Cannon (et al. 2018), applied cosine similarity measure 

to a foreign policy and national security issue of Turkish policy towards the Syrian civil war, 

by evaluating the information in the reports of the Anadolu Agency (AA), a Turkish state-

owned press during the period 2012-2016. 

 

To overcome the limitations of cosine similarity, Sidorov and colleagues (2014) introduced 

the concept of soft similarity and the soft cosine measure in Vector Space Model (VSM), 

which into account similarity between features and yielded better results in their research for 

a question answering task. They use Levenshtein distance (is the number of operations: 

insertions, deletions, rearrangements needed to convert a string into another string) for 

similarity of features, because they consider it is a good measure. The soft cosine formula 

suggested by Sidorov and colleagues (2014; p.494) is mentioned below: 

soft_cosine(a,b)=
∑ ∑ 𝑎𝑖𝑗

𝑁
𝑖,𝑗=1 𝑏𝑖𝑗

√∑ ∑ 𝑎𝑖𝑗
2𝑁

𝑖,𝑗=1  √∑ ∑ 𝑏𝑖𝑗
2𝑁

𝑖,𝑗=1

 

Sidorov and colleagues (2014; p.494) states that they consider each pair of features as a new 

feature with a “weight” or “importance” being the similarity of the two features and the 

advantage of the above formula is its simplicity which can be used with existing machine-

learning tools without change, by only recalculating the data vectors. 

2.4.2 Jaccard Similarity 

Jaccard coefficient measures is used for comparing the similarity and diversity of sample sets 

and it is defined as the size of the intersection divided by the size of the union of the sample 

sets and the formula used is as follows (Takale & Nandgaonkar, 2010, p.82): 

 

J(𝑤1, 𝑤2)= 
|𝐾|𝑤1|∩𝐾|𝑤2|| 

|𝐾|𝑤1|+𝐾|𝑤2|−𝐾|𝑤1|∩𝐾|𝑤2||
 

 

Jaccard index was proposed in 1901 as index for the normalization of the binary citation 

matrix (Jaccard, 1901), which was later modified by Tanimoto (1957) for the non-binary co-

citation matrix (Leydesdorff, 2008). Niwattanakul and colleagues (2013) explain that 

“Jaccard index is a name often used for comparing similarity, dissimilarity, and distance of 

the data set” and “Jaccard distance is non-similar measurement between data sets, which can 
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be determined by the inverse of the Jaccard coefficient”. Jaccard coefficient is commonly 

used in information retrieval as measures of association and it differs from other measures in 

that it is essentially combinatorial (being based only on sizes of the supports of q, r, and q • r 

rather than the actual values of the distributions) (Lee, 1999; p.26).  

 

Niwattanakul and colleagues (2013) tested the algorithm to find about Jaccard similarity 

coefficient by measuring the similarity in the correct grammar syntax and the test of 

similarity in terms of an error by developing the tests with Prolog programming language and 

came to the conclusion that Jaccard similarity coefficient is sufficiently suitable to be 

employed in the word similarity measurement.  

 

Dong & Bhanu (2003, p.4) argue that “one of the advantages of Jaccard coefficient is that it 

can evaluate a clustering result whose cluster number is not necessarily the true component 

number”.  In the opinion of Bisandu & colleagues (2019, p.3) Jaccard coefficient is “less 

sensitive to the word swaps, because it considers only whether token exist, not its position” 

and its evaluation is very efficient and simple. Jaccard coefficient focuses on strong links in 

segments of the database and it is the best basis for the normalization because this measure 

does not take the distributions along the respective vectors into account (Leydesdorff, 2008; 

p.79). 

 

However, the disadvantages of using Jaccard coefficient include typographic errors between 

tokens are penalized, and the significance of the similarity measure is penalized in case of 

any error (Bisandu et al. 2019, p.3). Further the Jaccard coefficient does not take into account 

the shape of the distributions and in the case of the asymmetrical matrix, it “does not exploit 

the full information contained in the matrix” (Leydesdorff, 2008; p.79, 81). 

 

In their research Mottukuri and colleagues 2016 used extended jaccard coefficient for 

measuring the similarity between documents. The extended jaccard coefficient for data 

processing which they believe could be useful in various applications of information 

retrieval, data mining and web search is mathematically represented by them in the form of 

below mentioned equation where d1 and d2 are two documents (Mottukuri et al. 2016): 

 

𝑆𝐸𝐽(𝑑1, 𝑑2) = 
𝑑1∙𝑑2

𝑑1∙𝑑1+𝑑2∙𝑑2−𝑑1∙𝑑2
 

 

While comparing the Cosine Similarity and Jaccard Coefficient, Agarwal and colleagues 

(2014, p.20), came to the following conclusions:  

(1) Time required for cluster generation by using Cosine Similarity measure takes less 

amount of time as compare to Jaccard Coefficient. 

(2) Similarity cluster generated by Cosine Similarity gives more accurate and relevant 

result as compare to Jaccard Coefficient.  

2.4.3 Dice Similarity Coefficient 

Proposed first by Lee Raymond Dice in 1945 for measuring of the amount of ecologic 

association between species (Dice, 1945), Dice similarity coefficient (DSC) evolved as a 

spatial overlap index and a reproducibility validation metric, where the value of a DSC 

ranges from 0, indicating no spatial overlap between two sets of binary segmentation results, 

to 1, indicating complete overlap (Zou et al., 2004). Dice coefficient similarity (DSC) has 

been a popular metric for evaluating the accuracy of automated or semi-automated 
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segmentation methods by comparing their results to the ground truth (Andrews & Hamarneh, 

2015). It is a similarity measure and for sets X and Y of keywords used in information 

retrieval, the coefficient can be represented in formula as follows (Takale & Nandgaonkar, 

2010, p.82): 

D(𝑤1, 𝑤2)=2 
|𝐾|𝑤1|∩𝐾|𝑤2|| 

|𝐾|𝑤1|+𝐾|𝑤2||
 

Dice coefficient similarity measure is used by researcher because of its simplicity and 

normalization properties (Montes-y-Gómez et al., 2001). DSC has been widely used in 

modern medicine for medical image (such as CT Scan, MRI) analysis to achieve high 

accuracies for various diagnostic purposes encompassing the fields of Biomedical 

Engineering, Radiology, Oncology, etc. (Winston et al. 2013; Roth et al. 2016).  

 

The foreground is often chosen to be the region of greatest interest, but when the choice of 

the foreground region is not clear, the DSC suffers from ambiguity as its value differs 

depending on this choice (Andrews & Hamarneh, 2015). To overcome this problem, in their 

research experiment Andrews & Hamarneh, (2015) extended the DSC to a continuous 

function (based on absolute probability differences and the Aitchison distance) which 

provided a robust and accurate measure of multi-region probabilistic segmentation accuracy.  

 

The Table-1 below compares advantages and disadvantages of various semantic similarity 

measures (Gupta et al., 2017, p.246) 

 
Table 1: Comparison of advantages and disadvantages of various semantic similarity measures 

 

Method Principle Measure Feature Advantage Disadvantage 

Path Based Length of 

the path 

linking 

different 

word 

senses 

Shortest 

Path 

Number of 

edges between 

the concepts 

Simple 

measure 

Different pairs of 

equal length and 

shortest path will 

have same similarity 

Wu & 

Palmer 

Path length 

augmented by 

subsume path 

to root 

Simple 

measure 

Different pairs having 

lowest common 

subsume and equal 

length of path will 

have same similarity 

L & C Number of 

edges between 

the concepts 

Simple 

measure 

Different pairs of 

equal length and 

shortest path will 

have same similarity 

Information 

Content 

Board 

The 

concepts 

sharing 

common 

information 

are similar 

Resnik Information 

content of the 

lowest 

common 

subsumer 

Simple 

measure 

Different pairs having 

lowest common 

subsume will have 

same similarity 

Lin Information 

content of the 

lowest 

common 

subsumer and 

compared 

concepts 

Considers 

the 

information 

content of 

compared 

concepts 

Different pair having 

the same summation 

of information content 

will have same 

similarity 
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Feature 

Based 

The 

concepts 

having 

common 

features 

are similar 

Tversky Compares 

features of the 

concept 

Considers 

features 

while 

computing 

similarity 

Computationally 

complex 

Harispe et al. (2015, p. 96) suggest “accuracy, precision and robustness, computational 

complexity (e.g., algorithmic complexity), mathematical properties, semantics, 

characterisation regarding technical details as some of the criteria that can be used for 

evaluating semantic measures”. Measures of semantic similarity and relatedness can improve 

the performance of information retrieval (IR) and document retrieval (DR) application 

systems (Pedersen, et al. 2007). Various usage of semantic similarity measures in natural 

language processing applications include, automatic creation of thesauri, automatic indexing, 

text annotation and summarization, text classification, word sense disambiguation, 

information extraction and retrieval, lexical selection, automatic correction of word errors in 

text, discovering word senses directly from text and language modeling by grouping similar 

words into classes (Inkpen, 2007, p.12). In an interesting research on semantic similarity, 

Inkpen (2007, p.18) developed an Intelligent Thesaurus (a writing aid tool) which presents to 

the writer a set of synonym in the order of priority, and helps the user to choose the synonym 

which is most appropriate to the context.  

 

Gabrilovich & Markovitch (2007) proposed an Explicit Semantic Analysis (ESA), for fine-

grained semantic representation of unrestricted natural language texts (a high-dimensional 

space of natural concepts derived from Wikipedia), which circumvents the interpretation 

problems present in the Latent Semantic Models. Similarly, Benedetti and colleagues (2018, 

p.136) has proposed a unique semantic technique called Context Semantic Analysis (CSA) 

for “estimating inter-document similarity, leveraging the information contained in a 

knowledge base and one of the main features of CSA with respect other knowledge-based 

approaches is its applicability over any RDF knowledge base, so that all datasets belonging to 

the LOD cloud (more than one thousand) can be used”. 

2.5 Sentence Semantic Similarity 

Intelligent information processing and making sense of the large volume of digital literature 

has become an urgent need with the rapid growth of available information on the internet. 

While processing textual information, in the hierarchy of word-sentence-paragraph-

document, sentences as the intermediate blocks are crucial to understanding the semantics of 

the text (Chen et al. 2018). By definition, “Semantic Measures are mathematical tools used to 

estimate quantitatively or qualitatively the strength of the semantic relationship between units 

of language, concepts or instances, through a numerical or symbolic description obtained 

according to the comparison of information formally or implicitly supporting their meaning 

or describing their nature” (Harispe et al., p.12). Sentence Semantic Similarity is a measure 

of conceptual distance between sentences, based on the correspondence of their meanings 

(Pawar & Mago, 2017). Stated in simple terms sentence semantic similarity is a procedure to 

determine how related or unrelated two sentences are (Sharma & Srivastava, 2017). Sentence 

semantic similarity is an approach vital to our language understanding (Ru et al., 2013). 

Hence, computing the semantic similarity between sentences has become an important 

component in many natural language processing tasks (Soğancioğlu, et al., 2017). It provides 

the foundation for various applications related to machine translation, text summarization, 

text categorization, question answering, short answer grading, semantic search, 



16 

 

conversational systems (Cer et al., 2018) biomedical informatics and geoinformation 

(Majumder et al. 2016). Ru & colleagues (2013) argue that sentence semantic similarity 

provides a practical alternative to true understanding of languages, since it requires world 

knowledge (as in humans), a yet to-be-solved problem in Artificial Intelligence. 

 

Traditionally the methods of measuring Sentence Semantic Similarity was based on lexical 

semantics, surface form matching and basic syntactic similarity and subsequently alignment 

based method and deep learning methods were developed (Cer et al., 2018). Since sentences 

are made of a set of words, ontology-based word-level similarity measures can be used to 

compute semantic similarity scores between sentences (Soğancioğlu, et al. 2017, p.52). 

 

Sentence Semantic Similarity software captures degrees of semantic equivalence and the 

objective is to create a unified framework for extracting and measuring semantic similarity, 

thus replicating human language understanding (Rychalska et al., 2017). According to the 

concrete knowledge sources exploited and the way, in which they are used, different families 

of methods can be classified as follows (Martinez-Gil 2014, p.936; Jiang et al. 2017, p.249):  

(1) Edge counting measures: which consist of taking into account the length of the path 

linking the concepts (or terms) and the position of the concepts (or terms) in a given 

dictionary (or taxonomy, ontology);  

(2) Feature based measures: which consist of measuring the similarity between concepts (or 

terms) as a function of their properties or based on their relationships to other similar 

concepts (or terms);  

(3) Information content measures: which consist of measuring the difference of the 

information content of the two concepts (or terms) as a function of their probability of 

occurrence in a text corpus (or an ontology) 

(4) Hybrid measures: which consist of combining all of the above.  

 

Further, Martinez-Gil (2014, p.937) categorizes the methods for measuring semantic 

similarity using web search engines as follows: 

1. Co-occurrence methods: which consist of measuring the probability of co-occurrence 

of the terms on the Web. 

2. Frequent patterns finding methods: which consist of finding similarity patterns in the 

content indexed by the web search engine. 

3. Text snippet comparison methods: which consist of determining the similarity of the 

text snippets from the search engines for each term pair. 

4. Trend analysis methods: which consist of comparing the time series representing the 

historical searches for the terms. 

 

Sentence similarity was measured by Mihalcea and colleagues (2006, p.776) as a function of 

the semantic similarity of the component words, by combining metrics of word-to-word 

similarity and word specificity into a formula that is a potentially good indicator of the 

semantic similarity of the two input texts. They came to the conclusion that this measure of 

text semantic similarity outperforms the simpler vector-based similarity approach, as 

evaluated on a paraphrase recognition task. 

 

Since words convey meaning in a sentence, they are tagged with appropriate senses initially 

and then sentence similarity is calculated based on the number of shared senses (Xu & Lu, 

2013). In this method, to capture the meaning between sentences, Xu & Lu (2013) 

disambiguate word senses using contexts and then determine sentence similarity by counting 

the senses they shared.  
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Some of the state-of-the-art publicly available tools for generic domain sentence semantic 

similarity computation are described below (Sogancioglu, et al., 2017, p. 50): 

 

1. ADW (Align, Disambiguate and Walk): ADW an open source, unified approach for 

computing semantic similarity was proposed by Pilehvar & colleagues (2013; p.1349) 

that leverages a common probabilistic representation at the sense level for all types of 

linguistic data. ADW is a knowledge-based system that uses the Topic-sensitive 

PageRank algorithm over a graph generated using WordNet to model the semantic 

similarity between words, phrases, sentences, and documents.  Pilehvar and Navigli 

(2015) describe the three main advantages of ADW as: (1) it is applicable to all types of 

linguistic items, from word senses to texts; (2) it is all-in-one, i.e., it does not need any 

additional resource, training or tuning; and (3) it has proven to be highly reliable at 

different lexical levels and multiple evaluation benchmarks. 

 

2. SEMILAR (SEMantic simILARity): SEMILAR is a toolkit developed by Rus & 

colleagues (2013), implements a number of algorithms for assessing the semantic 

similarity between two texts is available as a Java library and as a Java standalone 

application offering GUI-based access to the implemented semantic similarity methods. 

Rus & colleagues (2013, p.164) claim that SEMILAR is a “one-stop-shop for 

investigating, annotating, and authoring methods for the semantic similarity of texts of 

any level of granularity”.  
 

Some of the limitations associated with the current methods measuring sentence semantic 

similarity are as follows (Lee et al., 2014, p2):  

(1) The conventional methods assume that a document has hundreds or thousands of 

dimensions, transferring the short texts/sentences into a very high dimensional space and 

extremely sparse vectors may lead to a less accurate calculation result. 

(2) Algorithms based on shared terms are suitable to be applied to the retrieval of medium 

and longer texts that contain more information. In contrast, information of shared terms in 

short texts or sentences is rare and even inaccessible. This may cause the system to generate a 

very low score on semantic similarity, and this result cannot be adjusted by a general 

smoothing function. 

(3) Stop words are usually not taken into consideration in the indexing of normal IR systems. 

Stop words do not have much meaning when calculating the similarity between longer texts. 

However, they are unavoidable parts with regard to the similarity between sentences, for that 

they deliver information concerning the structure of sentences, which has a certain degree of 

impact on explaining the meanings of sentences. 

(4) Similar sentences may be composed of synonyms; abundant shared terms are not 

necessary. Current studies evaluate similarity according to the co-occurring terms in the texts 

and ignore syntactic information. 

 

To overcome the limitations of various methods currently in vogue, Pawar & Mago (2018, 

p.2) proposes an algorithm which works by “disambiguating the words in sentences and 

forming semantic vectors dynamically for the compared sentences and words”. In their 

methodology, text is considered as a sequence of words and the words in sentences are dealt 

with separately “according to their semantic and syntactic structure and the information 

content of the word is related to the frequency of the meaning of the word in a lexical 

database or a corpus” (Pawar & Mago (2018, p.2).  
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Figure-4: Process to calculate the similarity between two sentences (Pawar & Mago, 

2018, p.2) 

The method shown in Figure-4, works in four steps described below (Pawar & Mago, 2018): 

1. Word similarity: calculated using established edge-based approach, identifying words 

for comparison, associating word for making sense, calculating the shortest path 

distance between synsets and establishing the hierarchical distribution of words.  

2. Information content of the word analysed: Finding the meaning of the word related to 

the specific context. 

3. Sentence semantic similarity: calculate the semantic similarity measure between 

sentences using the semantic value vectors.  

4. Word order similarity estimated: treating treat sentences relatively to keep the size of 

vector minimum. (The word order similarity actually matters when two sentences 

contain same words in different order but if the sentences contain different words, the 

word order similarity should be an optional construct). 

 

Soğancioğlu & colleagues (2017, p.i53-54) introduced a sentence-level ontology-based 

methods namely WordNet-based Similarity Method (WBSM), UMLS-based Similarity 

Method (UBSM) and combined ontology method (COM) as described below, specifically for 

the biomedical domain. 
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Figure-5: Sentence-level similarity module            Figure-6: Sentence-level combined ontology 

method 

 

[NOTE: S1 and S2 are two sentences, dictionary D is constructed, which consists of the union of the unique 

words from the two sentences. Dis used to build the semantic vectors D1 and D2 for S1 and S2, respectively, 

which have the same dimension as the dictionary and finally, the cosine similarity between D1 and D2 gives the 

semantic similarity score between the two sentences S1 and S2.] 

 

Calculation of word-level similarities and adapting word-level similarities to obtain sentence-

level score (sentence-level similarity method) are two main tasks in the general flow 

(Sogancioglu, et al., 2017, p.i54). They developed a sentence-level similarity method, which 

is an algorithm to adapt word-level similarities to sentence-level.  

 

Conneau & colleagues (2017, p.670) from Facebook Research AI, while studying the task of 

learning universal representations of sentences, they compare sentence embeddings trained 

on various supervised tasks, and show that sentence embeddings generated from models 

trained on a natural language inference (NLI) task reach the best results in terms of transfer 

accuracy and they came to the conclusion that universal sentence representations trained 

using the supervised data of the Stanford Natural Language Inference datasets can 

consistently outperform unsupervised methods like SkipThought vectors.  

2.5.1 Google Universal Sentence Encoder 

Cer & colleagues (2018) from Google Research presented two models of Universal Sentence 

Encoder (USE) for encoding sentences into embedding vectors, one using the transformer 

architecture, while the other is formulated as a deep averaging network and both models are 

implemented in TensorFlow. Further Yang & Tar (2018) explain that these models “extends 

the multitask training described above by adding more tasks, jointly training them with a 

skip-thought-like model that predicts sentences surrounding a given selection of text”.  
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Figure-7: Multi-task training as described in “Universal Sentence Encoder”. A variety of tasks 

and task structures are joined by shared encoder layers/parameters (grey boxes) [Yang & Tar, 

2018].  

 

In these two models, input is English strings and output is a fixed dimensional embedding 

representation of the string. Computation of sentence level semantic similarity scores, in 

these models, using the sentence embeddings achieve excellent performance on the semantic 

textual similarity (STS) Benchmark (Cer et al., 2018). The main aim of USE is “to provide a 

single encoder that can support as wide a variety of applications as possible, including 

paraphrase detection, relatedness, clustering and custom text classification” (Yang & Tar, 

2018).  

 
In addition to the above USE models, in May 2018, Yang & Tar (2018) from Google AI, 

introduced two new models on TensorFlow Hub as described below: 

  

1) Universal Sentence Encoder-Large: The Large model is trained with 

the Transformer encoder and it targets scenarios requiring high precision semantic 

representations and the best model performance at the cost of speed & size. 

2) Universal Sentence Encoder-Lite: The Lite model is trained on a Sentence 

Piece vocabulary instead of words in order to significantly reduce the vocabulary size, 

and it targets scenarios where resources like memory and CPU are limited, such as 

on-device or browser based implementations. 

The above two models that return a semantic encoding for variable-length text inputs and can 

be used for semantic similarity measurement, relatedness, classification, or clustering of 

natural language text” (Yang & Tar, 2018). 

2.5.2 Microsoft Academic Similarity 

Microsoft Academic (MA) is a free academic search engine and a citation index (Thelwall, 

2018, p.1). MA was officially launched in July 2017 that claims to include records for over 

170 million scholarly publications from publisher websites, authors' personal homepages and 

documents indexed by the Bing search engine (Kousha et al., 2018, p.289). It is a promising 

new data source for evaluative bibliometrics due to its size and functionality (Scheidsteger et 

al. 2018). The earliest version of Microsoft Academic called Windows Live Academic was 

launched in 2006, which had a database of around eight million articles from various 

scientific disciplines e.g. computer science, electrical engineering, and physics (Carlson, 

2006). It was renamed as Live Search Academic in 2008 and was scrapped in 2010 when 

https://arxiv.org/abs/1803.11175
https://www.tensorflow.org/hub/
https://www.tensorflow.org/hub/modules/google/universal-sentence-encoder-large/1
https://ai.googleblog.com/2017/08/transformer-novel-neural-network.html
https://www.tensorflow.org/hub/modules/google/universal-sentence-encoder-lite/1
https://github.com/google/sentencepiece
https://github.com/google/sentencepiece
https://4.bp.blogspot.com/-S0j5RrNgYoc/Wv2QVewdzHI/AAAAAAAACvw/r6t2l3JxoYkLrXTZi9hLSObz3rRzB0UVQCLcBGAs/s1600/image1.png
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Microsoft found that it did not have sufficient development support (Fagan 2017). Finally, it 

was converted into Microsoft Academic Search (MAS) after a complete redesign of the 

service carried out by its affiliate, the Microsoft Asia Research Group in China (Orduña 

Malea et al., 2014) Early reviews of the 2011 edition of Microsoft Academic Search got 

promising early reviews in 2011, but it clearly lacked the quantity of data searched by Google 

Scholar (Fagan 2017). MAS is a scientific web database which gathers bibliographic 

information from the principal scientific editorials (Elsevier, Springer) and bibliographic 

services (CrossRef) (Ortega and Aguillo, 2014). The core of Microsoft Academic Service 

(MAS) is a heterogeneous entity graph comprised of six types of entities that model the 

scholarly activities: field of study, author, institution, paper, venue, and event (Sinha et al. 

2015). 

  

Sinha and colleagues (2015) at the Microsoft Research, Redmond (USA) proposed a 

modified version of Microsoft Academic Search (MAS) to include data mining results from 

the Web index and an in-house knowledge base from Bing (search engine), in addition to 

obtaining six entities (mentioned above) from the publisher feeds. In the new version as a 

result of the Bing integration (Sinha et al. 2018) the new MAS graph sees significant increase 

in size (for instance, the number of papers indexed by MAS grew from low tens of millions 

to 83 million while maintaining an above 95% accuracy based on test data). They explain that 

this growth happened due to fresh information streaming in automatically following their 

discoveries by the search engine. Further advantage of this new version is that the rich entity 

relations included in the knowledge base provide additional signals to disambiguate and 

enrich the entities within and beyond the academic domain. 

While evaluating the suitability of MAS and Google Scholar Citations (GSC) for bibliometric 

researches, Ortega and Aguillo (2014; p,1154) conclude that MAS is better recommended for 

disciplinary studies than for analyses at institutional and individual levels, whereas GSC is a 

good tool for individual assessment because it counts on a wider variety of documents and 

citations.  

 

Microsoft Academic Knowledge Applications Programming Interface (API) consists of four 

related points9: 

1. Interpret: Interprets a natural language user query string. Returns annotated 

interpretations to enable rich search-box auto-completion experiences that anticipate 

what the user is typing. 

2. Evaluate: Evaluates a query expression and returns Academic Knowledge entity results. 

3. Calchistogram: Calculates a histogram of the distribution of attribute values for the 

academic entities returned by a query expression, such as the distribution of citations 

by year for a given author. 

 

Used together, these API methods allow the user to create a rich semantic search experience. 

Given a user query string, the interpret method provides an annotated version of the query 

and a structured query expression, while optionally completing the user’s query based on the 

semantics of the underlying academic data. For example, if a user types the string latents, 

the interpret method can provide a set of ranked interpretations, suggesting that the user 

might be searching for the field of study latent semantic analysis, the paper latent structure 

analysis, or other entity expressions starting with latents. User can use this information to 

quickly reach the desired search results. To retrieve a set of matching paper entities from the 

academic knowledge base, the evaluate method can be used and to calculate the distribution 

 
9 https://docs.microsoft.com/en-us/azure/cognitive-services/academic-knowledge/home 
 

https://docs.microsoft.com/en-us/azure/cognitive-services/academic-knowledge/home
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of attribute values for a set of paper entities which can be used to further filter the search 

results, the calchistogram method can be used10. 

 

In further improvements, Microsoft Academic increased power of semantic search by adding 

more fields of study11. As a consequence, Microsoft Academic has now become a valuable 

source of citation data for both papers and books and it is a good database for conducting 

citation context studies because it has made it possible to download citation contexts that are 

already segmented (Tahamtan & Bornmann, 2019). Further, Bornmann and colleagues 

(2019) argue that, availability of large amounts of citation context data in bibliometric 

databases such as Microsoft Academic (MA) makes it possible to investigate concept 

symbols in large datasets. Hug et al. (2016, p.8) while examining Microsoft’s Academic 

Applications Programming Interface (an interface to access MA data) vis-à-vis Google 

Scholar, in September 2016, found that it offers rich, structured metadata with the exception 

of document type and Microsoft Academic has “grown massively from 83 million 

publication records in 2015 to 140 million in 2016”.  

 

But some researchers such as Ward et al. (2015, p.190) had argued that although Microsoft 

Academic Search offers “a pretty profile page, pre-fabricated with basic metrics and charts”, 

but “the author gains at the setup is easily lost while trying to consolidate data, correct items 

wrongfully attributed to him or her, and add missing items”. Fagan (2017) expresses the 

concern that Microsoft Academic appears to have less coverage of books and grey literature 

compared with Google Scholar. Looking critically at the features of Microsoft Academic, 

Hug et al. (2016, p.9) identified the four major limitations of the available metadata, which 

are mentioned below: 

a) First, MA does not provide the document type of a publication.  

b) Second, the “fields of study” are dynamic, too specific and field hierarchies are 

incoherent. 

c) Third, some publications are assigned to incorrect years.  

d) Fourth, the metadata of some publications did not include all authors. 

 

In an attempt to build a bibliometric view, Ortega (2014) analysed the Microsoft Academic 

and came to the conclusion that it could be a reliable tool for collaboration studies if the 

limitations are previous addressed, concretely the cleansing of duplicated profiles. 

 

The creators of Microsoft Academic admit that the publication metadata is neither complete 

nor accurate and they state that some of the common problems include: most papers about a 

topic like “artificial intelligence” do not actually mention these words explicitly in the paper 

(incomplete); a large number of raw keywords from various data sources are noisy and 

irrelevant to the paper (inaccuracy, e.g. some websites assigned same sets of keywords to all 

papers published on it); same words refer to different concepts in different disciplines 

(ambiguity, e.g., “entropy”)12.  

 

Microsoft Academic team applied several state-of-the-art natural language processing 

techniques to tackle these challenges. For example, we extended convolutional neural 

 
10 https://docs.microsoft.com/en-us/azure/cognitive-services/academic-knowledge/home 

11 https://www.microsoft.com/en-us/research/project/academic/articles/microsoft-academic-increases-

power-semantic-search-adding-fields-study/ 
12 https://www.microsoft.com/en-us/research/project/academic/articles/microsoft-academic-increases-power-

semantic-search-adding-fields-study/ 

https://docs.microsoft.com/en-us/azure/cognitive-services/academic-knowledge/home
https://www.microsoft.com/en-us/research/project/academic/articles/microsoft-academic-increases-power-semantic-search-adding-fields-study/
https://www.microsoft.com/en-us/research/project/academic/articles/microsoft-academic-increases-power-semantic-search-adding-fields-study/
https://www.microsoft.com/en-us/research/project/academic/articles/microsoft-academic-increases-power-semantic-search-adding-fields-study/
https://www.microsoft.com/en-us/research/project/academic/articles/microsoft-academic-increases-power-semantic-search-adding-fields-study/
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networks for short text classification and made it highly scalable for our 140M English 

papers, such that high-level disciplines such as: computer science, mathematics, artificial 

intelligence, etc., would be properly tagged. They also pre-trained word embedding vectors 

with text from more than 80M abstracts, used together with bag-of-words for text similarity 

calculation, this helped to eliminate noisy tagging effectively. Application of these techniques 

resulted in high accuracy to their observations13. 

 

In its latest version Microsoft Academic has become a powerful tool which makes it possible 

to discover knowledge mainly because of the three aspects that contribute to the power of 

Microsoft Academic’s semantic search14: 

1. Author entity disambiguation, addressed in a previous post; 

2. The recent increase in number of fields of study in our graph, and 

3. The accuracy of tagging fields of study onto papers. 

 

The openness and the abilities of Microsoft Academic for supporting scholarly social 

networking is a useful feature (Fagan, 2017). In a comparative study of Microsoft Academic 

Service, Web of Science, Scopus, and Google Scholar, the author comes to the conclusion 

that Microsoft Academic Service “might well turn out to combine the advantages of broader 

coverage, as displayed by Google Scholar, with the advantage of a more structured approach 

to data presentation, typical of Scopus and the Web of Science” (Harzing, 2016). Microsoft 

Academic has advantage over other search engines (such as Google Scholar) in that, it allows 

automated searching through its Applications Programming Interface (API), and provides 

better performance when it comes to showing the citation context of papers and other 

information (Tahamtan & Bornmann, 2019). 

2.6 Text Semantics 

Text mining techniques traditionally, have relied on both a bag-of-words model (syntax 

model) and application of data mining techniques, whereby, only the lexical component of 

the texts are considered (Sinoara et al. 2017). This approach is reasonable for tasks requiring 

routine information extraction such as search and categorization (Sebastiani, 2002). Sinoara 

et al. (2017) suggest that there has been increasing interest of text mining researchers in text 

semantics to get a more complete analysis of text collections and better text mining results. 

Progress of the computing capacity, (which is continuously reducing the processing time) and 

the recent NLP developments now allow processing of raw texts at a much deeper level.  
 

According to Jay Lemke (1995; p.90) text semantics is a distinct model of semantics in 

“which larger discourse wholes contextualize the meanings of grammatical structures (e.g. 

clause like units) and words”. In the present context, text semantics, as Sinoara & colleagues 

(2017) explains, can be considered in the three main steps of text mining process:  

1) Pre-processing:  data representation can be based on semantic aspect of text collection 
2) Pattern extraction: semantic information can be used to guide the model generation or 

to refine it 
3) Post-processing: extracted patterns can be evaluated based on semantic aspects. 

 

 
13 https://www.microsoft.com/en-us/research/project/academic/articles/microsoft-academic-increases-power-

semantic-search-adding-fields-study/ 

14 https://www.microsoft.com/en-us/research/project/academic/articles/microsoft-academic-increases-power-

semantic-search-adding-fields-study/ 

https://www.microsoft.com/en-us/research/project/academic/articles/microsoft-academic-increases-power-semantic-search-adding-fields-study/
https://www.microsoft.com/en-us/research/project/academic/articles/microsoft-academic-increases-power-semantic-search-adding-fields-study/
https://www.microsoft.com/en-us/research/project/academic/articles/microsoft-academic-increases-power-semantic-search-adding-fields-study/
https://www.microsoft.com/en-us/research/project/academic/articles/microsoft-academic-increases-power-semantic-search-adding-fields-study/
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Text semantics characterizes “discursive formations at an appropriate level of abstraction 

from specific texts, to describe how discursive formations are instanced and combined in 

texts” and it concerns itself “primarily with meaning relations within and between texts 

that are not made at the rank of the clause or below” (Lemke, 1995; p.90).   

 

Collection of large documents can be organised into smaller meaningful and manageable 

groups using a useful technique called text clustering, but traditional text clustering 

algorithms relying on the BOW (Bag of Words) approach, has an obvious disadvantage that it 

ignores the semantic relationship among words so that it cannot accurately represent the 

meaning of documents Wei et al. (2015). Further Cambria & White (2014, p. 48) believes 

that in information extraction research, “most of the existing approaches are still based on the 

syntactic representation of text, a method that relies mainly on word co-occurrence 

frequencies” and “such algorithms are limited by the fact that they can process only the 

information that they can ‘see’”. Shifting from syntactic information (e.g. part-of-speech 

tagging, chunking, and parsing) to semantic information (e.g. word-sense disambiguation, 

semantic role labeling, named entity extraction, and anaphora resolution) would enable us to 

construct software systems for real-world solutions (Collobert et al. 2011).  

 

In their book on ‘Sentic Computing’, Cambria & Hussain (2012, p.21) put forward the 

argument that instead of simply counting word co-occurrence frequencies in text adoption of 

the bag-of-concepts model would enable working at concept level entails preserving the 

meaning carried by multi-word expressions, with the added advantage that this model also 

“helps to overcome problems such as word-sense disambiguation and semantic role 

labelling”.   

 

Although the lexical and compositional semantics are equally necessary with regard to our 

understanding of languages15, the current literature indicates that the NLP research is 

“gradually shifting from lexical semantics to compositional semantics” and ultimately 

pragmatics will enable NLP to be “more adaptive and, hence open-domain, context-aware, 

and intent-driven to evolve into natural language understanding evolve into Natural Language 

Understanding” (Cambria & White, 2014, p.52& p.56). Periñán-Pascual and Arcas-Túnez 

(2007) argue that “when meaning postulates become more complex cognitively, there is no 

way to state co-reference between internal conceptual units just via semantic relations”. 

Therefore, in future, the NLP research has to move towards pragmatic curve characterized by 

“bag-of-narratives model, whereby each piece of text will be represented by mini-stories or 

interconnected episodes”, leading to a more detailed level of text comprehension and sensible 

computation, thereby “tackling NLP issues such as co-reference resolution and textual 

entailment”. (Cambria & Hussain, 2012, p.20).   

 

Using their system (named IntelliZap), Finkelstein & colleagues (2002) conducted a research 

keyword-based search engines following context-driven information retrieval process which 

involves semantic keyword extraction. The four main components of IntelliZap: context 

capturing (performed by client-side software), extracting keywords from the captured text 

and context, high-level classification of the query to a small set of predefined domains, re-

ranking the results obtained from different search engines. Results of their experiment 

suggested that using context to guide search, effectively offers even inexperienced users an 

advanced search tool on the web.  

 

 
15 https://brotherfish.me/portfolio/lexical-semantics/ 

https://brotherfish.me/portfolio/lexical-semantics/
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Adapting a number of measures of similarity and relatedness to the biomedical domain, 

Pedersen & colleagues (2007) found that there is a role both for more flexible measures of 

relatedness based on information derived from corpora, as well as for measures that rely on 

existing ontological structures. In another research of semantic similarity and relatedness in 

biomedical domain, Henry & colleagues (2019, p.1) use “co-occurrence statistics between 

Unified Medical Language System (UMLS) concepts to account for lexical variation at the 

synonymous level, and introduce a process of concept expansion that exploits hierarchical 

information from the UMLS to account for lexical variation at the hyponymous level”. 

Patient’s opinions about medicines and doctors written in Spanish are analyzed by Jiménez-

Zafra & colleagues (2019) applying supervised learning and lexicon-based sentiment analysis 

approaches. In the opinion expressed about medicines, the researchers found greater lexical 

diversity (making the task of sentiment analysis difficult) but the patient’s opinion about the 

doctors were more specific (good or bad medical practice).  

 

In their information extraction research, Sil et al. (2010, p.108), used their PREPOST system 

(which combines traditional text mining techniques with open-domain semantic role labeling 

to mine knowledge about action semantics) and demonstrated that PREPOST can identify the 

preconditions of previously unseen actions using automatically downloaded Web documents 

with a precision of over 80% at 100% recall (80% precision at 77% recall for effects)”. 

2.7 Stemming and Lemmatization 

Stemming and Lemmatization are normalization techniques that are very useful for the 

purpose of finding a connection between related words or word forms and such a 

normalization is important in various NLP applications, like text classification and 

information extraction, because it brings out actual grammatical or semantic relations which 

are otherwise not accessible by the software (Ingason et al., 2008). These two are important 

natural language processing techniques widely used in Information Retrieval (IR) for query 

processing and in Machine Translation (MT) for reducing the data sparseness (Gupta et al. 

2012). Given below, first stemming is discussed, followed by lemmatization.   

2.7.1 Stemming 

Stemming usually refers to a crude heuristic process that cuts the ends of words in the hope 

of achieving this goal (correctly most of the time), and often includes the removal of 

derivational affixes16. To improve retrieval effectiveness and to reduce the size of indexing 

files, stemming is used to achieve compression factor of over 50 percent (Frakes,1992). 

 

J. B. Lovins was the first to present a stemming algorithm for information-retrieval 

applications and introduced the idea of stemming based on a dictionary of common suffixes, 

such as *SES, *ING or *ATION (Willett, 2006). In Lovin’s two-phase system, in the first 

phase, the stemming algorithm proper, retrieves the stem of a word by removing its longest 

possible ending which matches one on a list stored in the computer and in the second phase 

handles “spelling exceptions”, mostly instances in which the same stem varies slightly in 

spelling according to what suffixes originally followed it (Lovins, 1968).  

   

According to Lovins (1968, p.1), a “stemming algorithm is a computational procedure which 

reduces all words with the same root (or, if pre-fixes are left untouched, the same stem) to a 

 

16 https://nlp.stanford.edu/IR-book/html/htmledition/stemming-and-lemmatization-1.html 

https://nlp.stanford.edu/IR-book/html/htmledition/stemming-and-lemmatization-1.html
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common form, usually by stripping each word of its derivational and inflectional suffixes”. 

When a word is presented for stemming, in a dictionary-based stemming algorithm, the right-

hand end of the word is checked for the presence of any of the suffixes in the dictionary and 

if a suffix is found to be present, it is removed, subject to a range of context-sensitive rules 

that forbid such removal (Willett, 2006). 

 

Iteration and Longest-match are the two main principles are used in the construction of a 

stemming algorithm Lovins (1968):   

(1) Iteration: Iterative stemming algorithm is a recursive procedure based on the fact that 

suffixes are attached to stems in a certain order, that is, there exist order-classes of 

suffixes and it removes strings in each order-class one at a time, starting at the end of 

a word and working toward its beginning. 

(2)  Longest-match: The longest-match principle states that within any given class of 

endings, if more than one ending provides a match, the one which is longest should be 

removed. This principle is implemented by scanning the endings in any class in order 

of decreasing length. 

 

Lovins (1968) adds a caution, that an algorithm based solely on one of these methods often 

has drawbacks which can be offset by employing some combination of the two principles.  

Balakrishnan and Llyod-Yemoh (2014, p.175) argues that the “Lovin’s stemmer is a single 

pass, context-sensitive algorithm which only removes one suffix from a word by utilizing a 

list of 250 suffixes and removing the longest suffix that it finds attached to the given word 

and it ensures that when a word has been stemmed, it is at least three characters long”. 

Lovin’s stemmer deals with both information retrieval and computational linguistics 

problems.  

 

The taxonomy for stemming algorithms is explained in Figure 1, below and the four 

automatic approaches are (Frakes,1992): 

1. Affix removal algorithms remove suffixes and/or prefixes from terms leaving a stem 

and sometimes transform the resultant stem. This being the most common approach, 

the name stemming derives from this method.  

2. Successor variety stemmers use the frequencies of letter sequences in a body of text 

as the basis of stemming.  

3. The n-gram method conflates terms based on the number of diagrams or n-grams they 

share. Terms and their corresponding stems can also be stored in a table.  

4. Stemming is then done via lookups in the table.  

5.  

Figure 8: Conflation methods (Source: Frakes,1992) 

Porter’s stemmer is one of the most commonly used stemmer for information retrieval 

(Balakrishnan and Llyod-Yemoh, 2014). The Porter algorithm consists of a set of 

condition/action rules and the conditions fall into three classes: conditions on the stem, 
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conditions on the suffix, and conditions on the rules (Frakes, 1992). How the Porter’s 

stemmer works is explained in Figure 9 below:  

 

Figure 9: Data flow diagram for stemming (Source: Balakrishnan and Llyod-Yemoh, 2014) 

The goal of both stemming is to reduce inflectional forms and sometimes derivationally 

related forms of a word to a common base form17. For instances Porter (1980) uses the 

following example to illustrate stemming: 

connect, connected, connection, connecting  connect  

 

By stripping the root of its derivational and inflectional affixes, a stemming algorithm 

reduces all words with the same root to a single form, the stem (Willett, 2006). The main 

merits of the stemming program are: it is small, fast and reasonably simple (Porter, 1980).  

 

Gupta et al. (2012) argue that stemming is normally exposed to two problems as described 

below: 

(1) Over-stemming: it occurs when words that are not morphological variants are 

conflated (i.e. in case of conflation of semantically distant words). 

(2) Under-stemming: it occurs when words that are morphological variants are not 

conflated (i.e. when two semantically exact words which may be differently inflected 

should be stemmed). 

 

In various fields of computational linguistics and information retrieval, researchers find this a 

desirable step, for reasons such as the root of a word may be of less immediate interest than 

its suffixes, which can be used as clues to grammatical structure, in automated morphological 

analysis (Lovins, 1968).  

2.7.2 Lemmatization 

Malaviya & colleagues (2019, p.1) define lemmatization as “a core NLP task that involves a 

string-to-string transduction from an inflected word form to its citation form, known as the 

lemma”.  In other words, lemmatization is the process to determine the original form of the 

 

17 https://nlp.stanford.edu/IR-book/html/htmledition/stemming-and-lemmatization-1.html 

https://nlp.stanford.edu/IR-book/html/htmledition/stemming-and-lemmatization-1.html
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dictionary word which is known as the lemma18 (e.g. run) by the morphological analysis of 

the inflectional variations of a word (e.g. ran, runs, running). Balakrishnan and Llyod-Yemoh 

(2014) explains that lemmatization uses vocabulary and morphological analysis of word and 

removes inflectional endings, thereby returning words to their dictionary form and also helps 

to match synonyms by the use of a thesaurus.  

 

Manjavacas and colleagues (2019) states that lemmatization of standard languages is 

concerned with (i) abstracting over morphological differences and (ii) resolving token-lemma 

ambiguities of inflected words in order to map them to a dictionary headword. For languages 

with rich inflectional morphology, lemmatization is one of the basic and indispensable steps 

in natural language processing (Chrupała, 2006). Especially for languages with higher surface 

variation, lemmatization plays an important role as a preprocessing step for downstream tasks 

such as topic modeling, and information retrieval. (Manjavacas et al. 2019). Lemmatization 

is crucial for many NLP tasks and machine translation (Muller et al., 2015). In information 

retrieval process and other NLP applications for languages with rich morphology, 

lemmatization is used as a preprocessing step and has been shown to outperform stemming 

for some tasks (Barteld et al., 2016). Among the several advantages over alternative lexicon 

or rule based methods, lemmatization requires much less effort on the part of human experts 

and is to a large extent language-independent (Chrupała, 2006). Whenever it is required to 

map words to lexical resources and establish the relation between inflected forms, 

particularly critical for morphologically rich languages, lemmatization is very useful (Muller 

et al., 2015). 

 

In modern data-driven approaches, lemmatization is treated as a classification task where 

classes are represented by binary edit-trees induced from the training data (Manjavacas et al. 

2019). One of the main purposes of data-driven lemmatization is to handle unseen words at 

test time, yet languages with differing morphological productivity will have very different 

proportions of unseen words (Bergmanis & Goldwater, 2018). Normally data driven 

lemmatization are used as means to tackle some of the issues associated with 

morphologically-rich languages such as: lexical data sparseness that originates from rich 

inflections and the small size of syntactically annotated data available for such languages 

(Seddah, 2012). Explaining the data-driven approaches to lemmatization process, Manjavacas 

and colleagues (2019) states that given a token lemma pair, its binary edit-tree is induced by 

computing the prefix and suffix around the longest common subsequence, and recursively 

building a tree until no common character can be found and such edit-trees manage to capture 

a large proportion of the morphological regularity, especially for languages that rely on 

suffixation for morphological inflection. Ingason et al. (2008), adopted a Hierarchy of 

Linguistic Identities (HOLI) approach for developing an Icelandic NLP tool called 

Lemmald which uses an algorithm for lemmatizing morphologically rich languages, 

combining data-driven machine learning methods and linguistic knowledge, which achieves 

good performance by relying on IceTagger for tagging and The Icelandic Frequency 

Dictionary corpus for training. 

 

Bergmanis & Goldwater (2018, p.1391) argue that the two main challenges faced by data-

driven lemmatizers are: first, to generalize beyond the training data in order to lemmatize 

unknown words; and second, to disambiguate ambiguous wordforms from their sentence 

context. Erjavec and Dzeroski (2004) suggested a two-stage architecture, first sentences are 

assigned morpho-tag sequences by a POS-tagger, and then an Inductive Logic Programming 

 

18 https://nlp.stanford.edu/IR-book/html/htmledition/stemming-and-lemmatization-1.html 

https://nlp.stanford.edu/IR-book/html/htmledition/stemming-and-lemmatization-1.html
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system assigns lemmas to unknown wordform-tag pairs to solve the problem of lemmatizing 

unknown words (Chrupała et al. 2008).  

 

To illustrate how lemmatization is context sensitive, Malaviya et al. (2019) use the simple 

example of multiple forms of English verb (e.g. talk may also appear as talks, talked or 

talking, depending on the context). Chakrabarty et al. (2017) explains that context sensitive 

lemmatization is used to handle diverse text processing problems (e.g. sense disambiguation, 

parsing, translation), for context sensitive languages (i.e. where same inflected word form 

may come from different sources and can only be disambiguated by considering its 

neighbouring information). Highlighting the benefits of context sensitive lemmatization, 

Bergmanis & Goldwater (2018, p.1391) states that the context contains useful information 

beyond the wordform that helps lemmatizing unseen words. Bergmanis and Goldwater (2019, 

p.1) has argued in a recently written paper (published online in July 2019) that 

“lemmatization in context can improve accuracy on ambiguous and unseen words, provided 

the context sensitive lemmatization trains on complete sentences labeled with POS and/or 

morphological tags as well as lemmas, and have only been tested with 20k-300k training 

tokens”.  

 

Lexical ambiguity is the one of the major motivation for context-sensitive lemmatization 

because quite often lemmatizers have to depend on context (Bergmanis & Goldwater, 2018). 

Relying on the context, Freiha and his colleagues (2018) have presented a lemmatization tool 

that is composed of the fusion of a machine-learning-based classifier (as a main lemmatizer) 

and of an auxiliary dictionary-based lemmatizer, with the underlying idea that is kind of 

lemmatization tool is well-suited to solve the cases of lexical ambiguity while the dictionary-

based extension provides an extra performance boost. 

 

The difficulty of the lemmatization task largely depends on several factors such as 

morphological productivity, lexical ambiguity and morphological regularity, 

morphophonological rules of a language or other phenomena such as vowel harmony or 

spelling changes and hence is likely affect its accuracy (Bergmanis & Goldwater, 2018). 

Ingason et al. (2009) argue that the morphological richness affects lemmatization and the 

corresponding large tagset also affect the accuracy of the parts of speech tagging. The pattern 

across languages emerge that the success of data-driven lemmatization depends on a 

language’s productivity, ambiguity, and regularity and accuracy tends to be higher for 

languages with low productivity while accuracy tends to be higher for languages with high 

ambiguity (Bergmanis & Goldwater, 2018, p.1399). 

 

While adopting a simple data-driven context-sensitive approach to lemmatizating word forms 

in running text and treating lemmatization as a classification task for machine learning, 

Chrupała (2006) presented a method that automatically induce class labels by computing a 

Shortest Edit Script (SES) between reversed input and output strings. Commenting on the 

work of Chrupała (2006), Barteld et al. (2016) expresses the opinion that it is a sequence 

labeling approach to lemmatization in which a token is labeled with a rule that transforms it 

to its lemma and the set of rules from which the labels are chosen are induced automatically 

from the training data. 

 

Chrupała et al. (2008, p.2362) had suggested the Morfette system which is “composed of two 

learning modules, one for morphological tagging and one for lemmatization, and one 

decoding module which searches for the best sequence of pairs of morphological tags and 

lemmas for an input sequence of wordforms”. Morfette relies on the concept of edit trees and 
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a simple perceptron is used for classification with hand-crafted features (Malaviya et al., 

2019). Some researchers believe that the edit tree based approaches can be very effective for 

highly synthetic languages (Manjavacas et al. 2019, p.10). Chrupała et al. (2008) have argued 

that errors which mostly affect unknown words could be dealt with successfully by (i) 

providing more training data, (ii) incorporating language specific resources such as gazeteers 

or lexicons into the model.  

 

Muller et al. (2015) has made a significant contribution in the area of lemmatization by 

presenting the first joint log-linear model of morphological analysis and lemmatization, 

called LEMMING (a modular lemmatization model), that operates at the token level 

combining a wide variety of features of previous models and is also able to lemmatize 

unknown forms. LEMMING is available under an open-source licence 

(http://cistern.cis.lmu.de/lemming). 

 

Chakrabarty et al. (2017, p.1481) presented a supervised, language independent, context 

sensitive lemmatization model with two-stage bidirectional gated recurrent neural network 

(BGRNN) architecture that needs lemma tagged continuous text to learn and the authors 

claim that the two most important advantages of this model are:  

(i) it is not necessary to define hand-crafted features such as the word form, presence of 

special characters, character alignments, surrounding words etc.  

(ii) the parts of speech and other morphological attributes of the surface words are not 

required for joint learning. 

 

Lematus proposed by Bergmanis and Goldwater (2018) is a neural sequence-to-sequence 

model built using the Nematus machine translation toolkits which takes as input a character 

sequence representing the wordform in its N-character context, and outputs the characters of 

the lemma. In a recently written paper, Bergmanis and Goldwater (2019), reported how they 

improved the accuracy of their lemmatization model on ten languages both in low (1k) and 

medium (10k) resource settings, by a training data augmentation method that combines the 

efficiency of type-based learning and the expressive power of a context-sensitive 

lemmatization model.  

 

Manjavacas et al. (2019, p.10) presented a method to improve lemmatization with encoder-

decoder models by improving context representations with a joint bidirectional language 

modeling loss that sets a new state-of-the-art for lemmatization of historical languages and is 

competitive on standard languages. The authors believe that their joint language modeling 

loss which does not rely on any additional annotation, can be crucial in low resource and non-

standard situations where annotation is costly. 

 

With the aim to design a lemmatization model that best extracts the morpho-syntax from the 

sentential context, Malaviya et al. (2019), presented a simple joint neural model for 

lemmatization and morphological tagging that achieves state-of-the-art results on 20 

languages from the Universal Dependencies corpora. The authors suggest that their joint 

morphological tagging and lemmatization is especially helpful in low-resource lemmatization 

and languages that display a larger degree of morphological complexity, but also performs 

well with morphologically rich languages. 

 

In a recently published paper, Chaudhary & colleagues (2019, p.1) presented a hierarchical 

neural model for contextual morphological analysis with a shared encoder and independent 

decoders for each coarse-grained feature, to address the issues of both data sparsity and 

http://cistern.cis.lmu.de/lemming
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having a tractable computation time. They proposed a two multilingual transfer approaches to 

address the issue of data scarcity, where they train on a group of typologically related 

languages and find that language-groups with shallower time-depths (i.e., period of time 

during which languages diverged to become independent) tend to benefit the most from 

transfer.  

 

Balakrishnan and Llyod-Yemoh (2014, p.175), both stemming and lemmatization play a 

crucial role in increasing relevance and recall capabilities of a retrieval system and the 

number of indexes are reduced, when these techniques are used. As explained in the earlier 

paragraphs, stemming procedure is similar, but not identical to lemmatization. Stemming is a 

process to reduce words with the same stem to a common form whereas lemmatization 

removes inflectional endings and returns the base or dictionary form of a word (Balakrishnan 

and Llyod-Yemoh 2014, p.174). Further, the limitations of stemming include (i) there is no 

guarantee of a stem to be a legitimate word form and (ii) the words are considered in isolation 

(Chakrabarty et al., 2017).  

 

When we compare accuracy of stemming and lemmatization, stemmers pose a series of 

issues due to their design, which is based on general rules rather than on linguistic knowledge 

but lemmatizers don’t have these problems in stemming process words are stemmed to 

artificial words instead of regular words whereas lemmatization connects every word to its 

lemma, which is another regular word, making it a versatile and end-to-end tool19. Further, 

developing a stemmer is far simpler than building a lemmatizer, because in the latter, deep 

linguistics knowledge is required to create the dictionaries that allow the algorithm to look 

for the proper form of the word20.  

 

Balakrishnan and Llyod-Yemoh (2014), conducted a comparative study of stemming and 

lemmatization for document retrieval precision performances with a baseline ranking 

algorithm (i.e. with no language processing). They developed a search engine and the 

algorithms were tested based on a test collection. The authors reported that both mean 

average precisions and histograms indicate stemming and lemmatization to outperform the 

baseline algorithm. Further they found in their research that for the language modeling 

techniques, lemmatization produced better precision compared to stemming, although the 

differences are insignificant and the overall the findings suggest that language modeling 

techniques improves document retrieval, with lemmatization technique producing the best 

result. 

 

Manjavacas et al. (2019) argues that while lemmatization is considered to be solved for 

resource rich languages such as English, it remains a challenge for morphologically complex 

(e.g. Estonian, Latvian) and low-resource languages with unstable orthography (e.g. historical 

languages). Finally, Chaudhary & colleagues (2019) have argued that most languages being 

under resourced, often exhibiting diverse linguistic phenomena and data scarcity, existing 

state-of-the-art models for languages have coupled deep learning with cross-lingual transfer 

learning to successfully tackle these challenges. 

 

This chapter gives a comprehensive literature and background study needed to understand the 

research methodology and tasks to be achieved explained in the next chapter. Also 

understanding the current literature and works in the field of semantic similarity will be a 

useful step to carry forward this research. The gold standard data collected in this research 

 
19 https://cdn2.hubspot.net/hubfs/2396105/Benchmarks/BITEXT_Lemmatization_benchmark.pdf 

20 https://blog.bitext.com/what-is-the-difference-between-stemming-and-lemmatization/ 

https://cdn2.hubspot.net/hubfs/2396105/Benchmarks/BITEXT_Lemmatization_benchmark.pdf
https://blog.bitext.com/what-is-the-difference-between-stemming-and-lemmatization/
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can be applied to the various semantic similarity methods explained above and various 

customizations can be done to them in order to create customized models for various 

semantic similarity calculations in the HR domain which will be the main focus of this 

research. Chapter 3 will explain the research methodology carried out to obtain the gold 

standard data and the method used to verify its quality. Chapter 4 will explain the data 

collection and analysis process undertaken in this research followed by the obtained results in 

Chapter 5. Lastly, Chapter 6 will give a brief conclusion along with limitations of this 

research and the future work that can be carried out in order to improve the results achieved. 
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Chapter 3 

Research Methodology 

To identify a suitable research method is one of the primary tasks of the researcher. The 

choice of appropriate method is guided by the research topic, the research questions and the 

advantages and disadvantages of different research methods suitable for this research. The 

reason for choosing the appropriate research methodology that will enable me to answer the 

research questions is discussed in this section. 

 

Questionnaire survey is a well-recognized and commonly used technique within social 

science research for gathering information on participant social characteristics, present and 

past behaviour, standards of behaviour or attitudes and their beliefs related to the topic under 

investigation (Bird, 2009). Questionnaire survey allows the researcher(s) to quickly and 

efficiently collect data (Hewitt et al. 2017) and some of the major advantages of 

questionnaire survey include21: 

1. Large amounts of information can be collected from a large number of people in a 

short period of time and at a reasonable cost  

2. It can be carried out by the researcher with limited affect to its validity and reliability 

3. The results of the questionnaires can usually be quickly and easily quantified by either 

a researcher or through the use of a software package 

4. It can be analysed scientifically and objectively  

5. When data has been quantified, it can be used to compare and contrast other research 

and may be used to measure change 

 

The basic process of developing a questionnaire survey can be outlined as follows (Burgess, 

2001): 

1. Define the research aims. 

2. Identify the population and sample. 

3. Decide how to collect replies. 

4. Design the questionnaire. 

5. Run a pilot survey. 

6. Carry out the main survey. 

7. Collect the data. 

 

Hewitt (et al. 2017) adds critical evaluation to this list and argues that if a critical evaluation 

is carried out by research team or a group of stakeholders, then it allows us to understand 

whether we actually received the information we expected, and, if not, how we might modify 

the questionnaire in the future. 

Since completing a questionnaire is a cognitive burden for respondents because they are 

required to read the questions, think intently, and respond, Harlacher (2016) argues that to 

enable respondents to answer accurately, the questionnaire should be framed in a simple 

language to get accurate results from the survey. To create an efficient questionnaire with a 

lower cognitive burden, Harlacher (2016) suggests the researchers may consider the 

following guidelines:  

 
21 https://www.le.ac.uk/oerresources/lill/fdmvco/module9/page_51.htm (accessed on 19 August 2019) 

https://www.le.ac.uk/oerresources/lill/fdmvco/module9/page_51.htm
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1) Avoid demanding or time-consuming questions, such as asking respondents to rank 

order 15 items or to read extensive text.  

2) Define terms to reduce misinterpretation and the need for respondents to develop their 

own definitions.  

3) Group questions on similar topics so respondents do not have to jump mentally 

among topics.  

4) Provide checkboxes for responses instead of asking respondents to type or write 

responses. For example, ask respondents to check answers (for example: male, 

female) instead of writing the answer.  

5) Place instructions where they are needed, not just at the beginning of the 

questionnaire, so that respondents do not have to recall the directions.  

6) For online questionnaires, avoid questions that require scrolling or switching screens.  

 

In addition to above, Bird (2009) emphasizes that it is necessary to sequence the questions in 

a logical order in the questionnaire to ensure that participants understand the purpose of the 

research and allowing them to answer the questions carefully. It could be a good idea, to 

initially carry out a pilot study to test the questionnaire, by administering the questionnaires 

face-to-face to a small sample of participants. The researcher(s) could determine whether or 

not participants are comfortable with the sequence, structure of questions, questionnaire 

length and determine if there were any other questionnaire design defects (Bird, 2009), which 

should be corrected before the questionnaire survey for data collection. Questionnaire survey 

has been selected as one of the methods to collect data because it is one of the most efficient, 

reliable and time-tested method of collecting data in research.    

 

In this research, there were two questionnaires created to validate performance on same set of 

sentences presented to human annotators in different manner. In the first questionnaire, each 

question has a pair of randomly sampled sentences with responses of yes/no to be selected for 

answering whether the given pair of sentences are similar or not. In second questionnaire, the 

sentences were presented together as a single group and the idea was to cluster sentences that 

similar to one another. The reason behind making two questionnaires is to validate human 

performance in answering the questionnaires and to check whether they perform consistently. 

Since we are providing the same set of sentences in different manner the main goal is to 

comprehend how consistent is human response in both questionnaires. 

 

The two types of online questionnaire surveys that have been administered in this research 

are described as below: 

1. Yes/No questionnaire: In this questionnaire, human annotators needed to mark YES/NO 

based on the similarity in meanings of sentences. They were given a set of 20 sentences. 

Based on whether they think 2 sentences are similar or not based on their meanings, they 

had to mark yes or no. The general theme of the sentences in these questionnaires is 

"Increase females in management". The most important criterion for marking yes or no is 

that the sentences should be semantically similar to each other in order to be placed 

under the same group.  

As an example, "Sufficient advertisement for the new campaign" and "Proper 

advertisement of the campaign" are two sentences that should come under the same 

group as these two sentences are very similar to each other. Therefore, they would need 

to mark option "YES" in the questionnaire. However, "Allow flexible work hours" is not 

semantically similar i.e. meaning wise similar to the previous two sentences and hence 

should be marked as "NO" in the questionnaire. 
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2. Grouping questionnaire: In this questionnaire, human annotators needed to cluster texts 

based on the similarity in their themes. They were given a set of 20 different sentences. 

Based on what they think are similar sentences, they needed to cluster them in multiple 

clusters. There were no restrictions on the number of clusters that should be created but 

all sentences under a cluster should be related to the same topic i.e. the sentences under a 

cluster should be semantically similar to each other. The general theme of the sentences 

in this questionnaire is "Increase females in management". However, there can be 

various subgroups that can be made under the general theme based on how similar two 

sentences are. They did not need to name any clusters by the topic of the sentences under 

them but must make sure that the sentences under each group are similar to each other. 

Also, an important criterion for the clustering was that the sentences should be 

semantically similar to each in order to be placed under the same cluster. It was also 

necessary to mention that if found a sentence does not belong to any cluster, they could 

freely leave it separate and not forcefully add the sentence they find semantically 

dissimilar to a cluster. 

As an example, "Sufficient advertisement for the new campaign" and "Proper 

advertisement of the campaign" are two sentences that should come under the same 

cluster as these two sentences are very similar to each other. Both of them would come 

under the group category "increasing females in management by carrying out proper 

advertisement for the campaign". 

 

Initially, a pilot study was conducted with 100 sentences for grouping given to the HR-

domain expert and human annotators from the HR department. This was done to test whether 

they could successfully carry out the grouping task with such a large data set given to them at 

the same time. There were discrepancies seen in these clustering as they lost track of the 

number of groups formed and the sentences being assigned to these clusters because a large 

number of clusters were formed. It was also time consuming to answer this questionnaire. 

Along with that, it was also time consuming to create the yes/no questionnaire as the pair of 

sentences were randomly sampled from the large set of sentences which made it difficult to 

keep a track of whether the sentences were correctly represented in the questionnaire. Hence, 

the decision was made to create the questionnaires with smaller data sets so that the above-

mentioned problems can be controlled to some extent. 

 

The grouping questionnaires for the creating gold standard data set were given to the HR-

domain expert. The questionnaires each had a set of 20 sentences only. He performed 

clustering on the sentences to group them based on their semantic similarity. Since the HR-

domain expert has years of experience in this domain, his grouping of sentences based on 

semantic similarity was considered as the gold standard data set for comparison with other 

human annotators. These benchmarks will include the best groupings of text objects which 

will be treated as the ground truth for evaluation. This should be helpful as domain-experts 

are expected to have the necessary knowledge which will give me a benchmark for 

comparison. 

 

There were five other human annotators from the human resources department who were 

given both types of questionnaires i.e. grouping questionnaire as well as yes/no questionnaire 

to perform clustering of the sentences based on their knowledge of the HR domain. As there 

were five sets of 20 sentences each, the grouping and yes/no questionnaire were made from 

each of these set of sentences. Therefore, there were in total 5 grouping questionnaires and 5 

yes/no questionnaires that were answered by the human annotators.  

 



36 

 

The design of the questionnaires was done in such a manner so as to aid in answering the 

research questions mentioned in Section 1.1. The two different types of questionnaires were 

formed so as to check whether there is a consistency between the annotators’ answers when 

presented in two different ways i.e. as yes/no questionnaire and individual clustering 

questionnaire. Also, the gold standard data given to the HR-domain expert was verified by 

giving the individual clustering questionnaire to other human annotators. This was done to 

check whether the results were reproducible and check the quality of the gold standard data 

for HR domain. The hypothesis was that there should be high level of agreement in the 

clustering results between the gold standard data and human annotators’ clustering results.  

 

The yes/no questionnaire consisted of 20 questions each. In every question, a randomly 

sampled pair of sentences were given to them. As the number of combinations that could be 

made out of 20 sentences from the data set was large, therefore the decision was made to only 

select a random pair of 20 sentences to be given to the human annotators. For example, “Are 

sentences "A parity friendly corporate culture" and "Making top management aware of the 

current gender parity issues" similar based on their meaning?” question was given to them. 

This question in the questionnaire had two options YES or NO between which they had to 

choose based on whether they think that these two sentences have a similar meaning or not. 

The above mentioned and similar questions were given over the five different questionnaires 

based on different data sets (each consisting of 20 sentences) collected during the brain 

storming sessions of the HR department.  

 

The grouping questionnaire consisted of giving the human annotators all the 20 sentences 

together at the same time. They had to group them together based on how similar they 

thought the meanings of the sentences were. The idea here was that reading all the sentences 

at the same time might give them a better idea of general theme of the sentences which could 

help them to better cluster the sentences in the proper groups. For example, the list of below 

mentioned sentences were given to them at the same time. They had to perform grouping 

from this list of sentences and place all the sentences they find to be semantically similar i.e. 

sentences whose meanings they find to be similar in the same cluster. 

1. A parity friendly corporate culture  

2. Coordination by the planning team  

3. A presentation outlining the benefits of gender parity  

4. Generation of a financial estimation of potential benefits 

5. Focus on lowering the attrition rate 

6. Creating parity issues awareness for top management 

7. Advertise the campaign  

8. Dedicated presentation of the gender parity benefits 

9. Corporate support for parity 

10. Having a team member realizing a financial estimation of the benefits  

11. Top Management support to the new policy  

12. Offer flexible working arrangements  

13. A communication professional involved on the communication strategy and benefits  

14. A lawyer stating the emerging compliance issues concerning gender parity  

15. Dedicated head-hunter team  

16. Exposing women to all company operations and functions 

17. Identifying women to be involved in cross-functional projects  

18. Making top management aware of the current gender parity issues 

19. Legal analysis regarding compliance issues of gender parity 

20. Create a recruitment team 
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It was also made sure that the human annotators are not given the two-different kind of 

questionnaires from the same sentences data set at the same time. There was some gap 

between the time span when the questionnaires were presented so that they did not remember 

the sentences or as a matter of fact any of the answers from the previously answered 

questionnaire. This was done to make sure that there are no biases in answering the two-

different kind off questionnaire as every data set had two questionnaires (yes/no and 

individual clustering) made out of it. 

 

The final evaluation was carried out based on comparison between grouping done by human 

annotators from the HR department with the set of domain specific benchmarks, that was 

developed with the help of the HR domain-expert. Finally, to analyse agreement on sentence 

pair classification between gold standard data and individual clustering as well as gold 

standard data and sentence pair data, F1 score, precision and recall values were calculated 

which will be described further in the next chapter. 
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Chapter 4 

Data Collection and Analysis 

Gold standards denote scientific procedures or collections which are accepted standard 

process (Wissler et al., 2014).  They have been initially used to support the evaluation of the 

interaction between semantic distance measures and of linguistic and knowledge resources 

(Barzegar et al. 2018). Gold standard corpora in NLP context are manually annotated 

collections of text and for high quality gold standard corpora multiple experts view the data 

independently and the inter-annotator agreement is computed to ensure quality, which makes 

the creation of gold standard corpora a very costly process (Wissler et al., 2014).  

 

To support Natural language processing (NLP) studies, modeling, supervised machine 

learning, and testing typically occur at various stages of the analyses and these tasks are 

facilitated by utilizing a gold standard corpus containing annotations that adequately 

represent the concepts contained in the domain under analysis (Juckett, 2012). Baroni & 

Lenci (2011) argue that a data set intending to represent a gold standard for evaluation should 

include tests items that are as little controversial as possible. However, some gold standard 

such as WordNet is biased and hence also lacks domain specific sense definitions while 

providing an abundance of sense definitions that occur too rarely in most corpora (Bordag, 

2006).  

 

Often, the size of the gold standard corpus appears to be determined by ad hoc procedures 

that are constrained by financial and personnel resources rather than by statistical sampling 

procedures and in many reports, the number of documents in the gold standard corpus is 

simply stated without rationale (Juckett, 2012). Hence Bordag (2006) who used a triplet-

based hierarchical graph clustering approach, suggested four measures (Biemann, 2006): 

1. Retrieval precision (rP): similarity of the found sense with the gold standard sense 

2. Retrieval recall (rR): amount of words that have been correctly assigned to the gold 

standard sense 

3. Precision (P): fraction of correctly found disambiguations 

4. Recall (R): fraction of correctly found senses 

Like most existing approaches, Bordag’s method utilizes clustering of word co-occurrences, 

but this approach differs from other approaches to word sense induction22 (WSI) in that it 

enhances the effect of the one sense per collocation observation by using triplets of words 

instead of pairs (Bordag, 2006). 

 

Juckett (2012) suggests that the estimates for the acceptable size of a gold standard corpus are 

derived from the probabilities of capturing target words from a working corpus during 

random sampling and provides an overview of the procedures to determine the number of 

documents needed for a gold standard corpus, by following the steps mentioned below:  

1. Pre-select a working corpus from clinical text documents such that it meets the needs 

of the study and suitably represents the population of interest.  

 
22 The aim of word sense induction (WSI) is to find senses of a given target word automatically and if possible 

in an unsupervised manner and it is akin to word sense disambiguation (WSD) both in methods employed and in 

problems encountered, such as vagueness of sense distinctions (Bordag, 2006). 
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2. Select a comparative corpus containing appropriate common word usage.  

3. Convert the clinical text and the comparative corpus text into word tokens.  

4. Subtract the set of comparison text tokens from the set of clinical text tokens creating 

a remainder set.  

5. Compute frequencies of token occurrences in the remainder set.  

6. Calculate the capture probabilities for each unique token as a function of various 

choices for gold standard corpus size. Integrate (weighted sum) the probabilities into 

one value for each corpus size.  

7. Select a corpus size depending on an acceptable capture probability.  

The above steps give a general strategy to determine the number of documents needed for a 

gold standard corpus which is a representative sample of all documents (Juckett, 2012). 

Juckett (2012) has demonstrated a method for calculating the size of a gold standard corpus 

which is dependent on choices for capture probabilities, comparison corpora, and word length 

selection.  

 

In relation with the multiplicity of gold standards, there is question of whether the 

performance of a language processing system should be measured against a theoretical 

objective (the maximal performance value defined by the evaluation metrics), or rather 

against the average performance level displayed by humans when performing the task under 

consideration (Paroubek et al., 2007).  

 

Juckett (2012) expresses the opinion that to obtain a representative sample for a gold 

standard, it is incumbent on a researcher to examine as many variables as possible between 

the sample corpus and the total corpus to justify the final product and he points out that the 

creation of a gold standard corpus for use in NLP modeling, testing, and machine learning is 

expensive, time consuming, and requires specialized personnel (Juckett, 2012). Filannino & 

Di Bari (2015) has argued that collecting and manually annotating gold standards in NLP has 

become so expensive that in the last years the question of whether we can satisfactorily 

replace them with automatically annotated data (silver standards) is arising more and more 

interest. 

 

The data for this research was collected during the multiple brainstorming sessions on the 

theme “increase females in management” of the HR department. During these sessions, they 

would discuss on a more focussed topic within this general theme and people would suggest 

their ideas of how females can be increased in management. A complete compilation has 

been made from the ideas of people which has been used for measuring semantic similarity in 

this research. The data set comprises of 200 short sentences. The main theme of the sentences 

is “increase females in management”. Some examples of the sentences are as follows: 

• Assigning women managers visible and challenging tasks 

• Increase women's salaries for positions showing disparity 

• Financial analysis of payroll parity measures 

• Communicating new values regarding gender parity 

• Top-management involvement for gender equality values communicated by internal 

and external means of communication 

• Recruiting more women 

• Launch external recruitment campaign 

• Launch Internal recruitment campaign 

• Offer Flexible working arrangements 
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• Identify departments/teams to recruit for 

 

The above mentioned and other similar sentences were then used to create the two types of 

questionnaires. The grouping questionnaire was given to the HR-domain expert who 

performed clustering on the sentences which has been treated as the gold standard data for 

this research. The other human annotators were given both the grouping as well as yes/no 

questionnaire as a measure of comparison with the gold standard data. 

 

Clustering of sentences has been used as a measure for semantic similarity as there are 

several advantages of using clustering for semantic similarity evaluation of sentences. 

Clustering is a key technique in pattern recognition, data mining, and knowledge discovery 

where the aim is to uncover the (hidden) structure underlying a given collection of objects 

(Bouchachia, 2012). One of the major advantages of clustering is that it provides more 

information than a single context, particularly where corpus analysis and any kind of 

statistical processing is involved (Maynard & Ananiadou, 1999).  

 

Clustering is a better method for the semantic similarity evaluation of sentences because of 

the reasons given below (Naik et al. 2015; Saiyad et al. 2016):  

1) Clustering is the method to make groups of documents on the basis of their 

conceptual similarity therefore, it makes the task easier while working with unknown 

collection of unstructured text.  

2) Clustering helps in information relationship discovery.  

3) Semantic approach helps in information and relationship discovery among terms of 

the documents.  

4) Clustering helps in retrieving the relevant data according to user query.  

5) Clustering can help in semantically relating the clusters to one another. 

6) In particular, Latent Semantic Indexing (LSI) technique can achieve dynamic 

clustering on the basis of conceptual contents of documents. LSI can carry out 

example based categorization as well as cross linguistic concept searching.  LSI can 

also process random character strings. This technique is not limited to work only with 

words. It is proven that LSI is good solution for a number of conceptual matching 

problems. This technique can capture key relationship information containing casual 

information, goal oriented and taxonomic information. 

7) Semantic information retrieval method has exploited the advantages of the semantic 

web to retrieve the relevant data.  

8) Semantic information is used for improving evaluation measures like precision or 

recall in information retrieval system and clustering process. 

Further clustering is a useful form of knowledge acquisition tool because it enables us to 

make use of information about clusters to make sense of the context where individual words 

otherwise provide incomplete information (Maynard & Ananiadou, 1999). 

 

After data collection, the most challenging task facing the researcher is to reach across 

multiple data sources (Miles and Huberman, 1994) and to compare, contrast, corroborate and 

put together an analysis of the data in a meaningful way. Ideally the researcher(s) should set 

aside opinions and allow the analysis to be data driven (Percy et al. 2015). Data analysis is 

essentially a reflective process that enables the researcher to develop an understanding of the 

phenomenon under investigation (Moustakas, 1994). Stake (2000, p. 445) argues that ‘in 

being reflective the researcher is committed to pondering the impressions, deliberating 

recollections and records’. The reflective process ‘provides a logical, systematic, and 

coherent’ means to carry out the analysis needed to arrive at a full description of the 
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phenomenon under study (Moustakas, 1994, p 47). The data collected from participants 

(questionnaires) are first analysed individually and then repeating patterns/themes from all 

participants are synthesized together into a composite synthesis, which attempts to interpret 

the meanings/implications regarding the topic under investigation (Percy et al. 2015). 

 

The final evaluation consists of measuring and analysing agreement on clustering done by the 

gold standard data and individual clustering as well as gold standard and sentence pair 

classification. For this measurement, F-score, precision and recall have been used to 

understand the level of agreement. 

 

F-score is one of the most commonly used measures in Information Retrieval, Natural 

Language Processing and Machine Learning (Powers, 2015). It is derived from two summary 

measures: precision and recall; while precision describes the frequency of retrieved 

documents which a system returns that are correct (Derczynski, 2016), whereas recall is the 

frequency with which relevant documents are retrieved or ‘recalled’ by a system (Powers, 

2015). Although van Rijsbergen did not define the formula of the F-score per se, it is widely 

accepted that the origin of the definition of the F-score is traced to van Rijsbergen’s E 

(effectiveness) function (van Rijsbergen, 1979, Sasaki, 2007). 

 

F-score is based on the confusion matrix as shown in Table 2 below.  

 
Table 2: Confusion matrix 

Class / Recognized as Positive as Negative 

Positive tp fn 

Negative fp tn 

 

The confusion matrix can be used to define precision P and recall (or sensitivity) R as: 

𝑃 =
𝑡𝑝

𝑡𝑝 + 𝑓𝑝
 

 

𝑅 =  
𝑡𝑝

𝑡𝑝 + 𝑓𝑛
 

The precision is intuitively the ability of the classifier not to label as positive a sample that is 

negative. The recall is intuitively the ability of the classifier to find all the positive samples. 

In practice F-score is then represented in an equation shown below as a harmonic weighted 

mean of precision and recall (Derczynski, 2016). 

 

𝐹𝛽 =
(𝛽2 + 1)𝑃𝑅

𝛽2𝑃 + 𝑅
 

 

In the above equation, ‘F’ is F score, ‘P’ is Precision, the probability that a randomly chosen 

predicted instance (positive) will be relevant and ‘R’ is Recall, the probability that a 

randomly chosen relevant instance will be predicted (positive) (Powers, 2015). The 

coefficient β is a parameter that controls a balance between P and R. If β > 1, F becomes 

more recall-oriented and if β < 1, it becomes more precision oriented (Sasaki, 2007). When β 

= 1, F-score becomes equivalent to the harmonic mean of P and R and it is called “F1 score” 

(Derczynski, 2016). F-score is intended to combine these into a single measure of search 

‘effectiveness’ (Powers, 2015). 
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The metric has evolved to be used for three different averages, namely micro, macro and 

weighted.  

• Let y be the set of predicted (sample, label) pairs 

• 𝑦^ be the set of true or gold standard (sample, label) pairs 

• L the set of labels 

• 𝑦𝑙 the subset of y with label l, or formally: 𝑦𝑙 ∶= { (𝑠, 𝑙′) ∈ 𝑦 | 𝑙′ = 𝑙} 

• 𝑃(𝐴, 𝐵) ∶=  
|𝐴∩𝐵|

|𝐴|
 

• 𝑅(𝐴, 𝐵) ∶=  
|𝐴∩𝐵|

|𝐵|
 (where 𝑅(𝐴, 𝐵): =  0 𝑎𝑛𝑑 𝑃(𝐴, 𝐵): =  0 𝑓𝑜𝑟 𝐵 =  ∅), and 

• 𝐹𝛽(𝐴, 𝐵) ∶= (1 + 𝛽2)
𝑃(𝐴,𝐵)×𝑅(𝐴,𝐵)

𝛽2𝑃(𝐴,𝐵)+𝑅(𝐴,𝐵)
 

 

Then the metrics are defined as given below: 

    𝐹𝛽−𝑚𝑖𝑐𝑟𝑜  =𝐹𝛽(𝑦, 𝑦̂) 

 

    𝐹𝛽−𝑚𝑎𝑐𝑟𝑜  = 
1

|𝐿|
∑ 𝐹𝛽(𝑦𝑙 , 𝑦̂𝑙)𝑙∈𝐿  

 

    𝐹𝛽−𝑤𝑒𝑖𝑔ℎ𝑡𝑒𝑑= 
1

∑ |𝑙∈𝐿 𝑦̂𝑙|
∑ |𝑦̂𝑙|𝑙∈𝐿 𝐹𝛽(𝑦𝑙 , 𝑦̂𝑙) 

 

Many NLP systems are evaluated using F-score, which describes system performance using a 

scale from zero to one (Derczynski, 2016). Alguliev & Aliguliyev (2008) used cosine 

measure and F-score to calculate similarity between sentences, and after comprehensive 

experimental evaluation, they came to the conclusion that F-score lead to the best overall 

results than cosine measure. 

 

However, critics of F-score have argued that “it is based on a mistake, and the flawed 

assumptions render it unsuitable for use in most contexts” (Powers, 2015). Derczynski (2016) 

points out that some of the disadvantages of F-score include it lacks detail, it is unable to 

distinguish low-recall from low-precision systems and two systems may reach the same F-

score, but on very different examples, depending on what information they use. In addition, 

Powers (2015) expresses the opinion that F-score focuses on one class only, it is biased by 

the majority class and as a probability assumes the real and prediction distributions are 

identical. Further comparing F-score differences don’t tell us how different the mistakes 

made by each classifier are, and therefore sheds only minimal light on how helpful classifier 

combination might be (Derczynski, 2016). 

 

To overcome the shortcomings of F-score, Derczynski (2016) proposed the adaptation of 

complementary precision, recall and F-score in situations where the differences between 

system outputs is of help in analysis; particularly in shared evaluation tasks, in feature 

ablation, and in cases where traditional F-score results are very close. Powers (2015) suggest 

that weighting F-score simply by the size of each class (or the number of predictions of each 

class) enshrines a bias when these are different, and means a better result can be achieved by 

changing the bias towards the more prevalent classes (and some learning algorithms do this).   

 

The program for evaluation of sentence pair classification agreement is written in Python as it 

is the default choice of programming language for Natural Language Processing tasks. 

Python is perceived as an object-oriented language. In this thesis, the implementation by 

Scikit-learn version 0.21.3 is used where possible. There is no need to define any new classes 
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instead the classes “precision_recall_fscore_support” and “classification_report” are 

imported to perform the tasks.  

 

The first code is written to take input from the multiple csv files which contain the gold 

standard data and results from the questionnaires answered by human annotators. The input is 

then cleaned in the format: 

<sentence group number> 

by removing tabs and initial sequence numbering present in the csv files to make them 

suitable for processing. Finally, a function is created which has a dictionary called “classes” 

that stores the cluster numbers representing each sentences’ group number. This is done 

individually for all gold standard data sets, sentence pair classification data sets and 

individual clustering data sets.  

 

The second code is written with the help of scikit-learn which is used to calculate precision, 

recall and F-score between gold standard and sentence pair classification data as well as gold 

standard and individual clustering data. The files generated from the previous pre-processing 

have been then used as input to this code. 

 

The sentence pair classification data sets, i.e. data from yes/no questionnaire, have been 

compared as a binary classification task with gold standard. In the script, when the input 

values are given, “0” signifies that the sentences have been clustered in the same group by the 

human annotator but the gold standard clusters in a different group based on semantic 

similarity and vice-versa. Similarly, “1” signifies that there is match in the way human 

annotator and gold standard have classified the pair of sentences i.e. they have both classified 

the sentences to be in the same cluster or in the different clusters based on their semantic 

similarity. 

 

The grouping questionnaire i.e. data from individual clusters by human annotators have been 

compared as a multi class classification task with gold standard. In the script, the classes from 

five different questionnaires have been input and compared individually with the clusters in 

the gold standard data.  

 

Finally, the average for precision, recall and F-score is calculated for all the yes/no 

questionnaires as well as individual clustering questionnaires. It is expected that the larger the 

F Score is, the better is the clustering performance and agreement with the gold standard data. 
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Chapter 5 

Results 

This section presents the results as obtained from the analysis from the Python code 

explained above. The main goal here was to find out on average which questionnaire amongst 

the yes/no questionnaire and individual clustering questionnaire had the most agreement with 

the gold standard. The table given below shows the average F-score, average precision and 

average recall for the comparison between gold standard and yes/no questionnaire as well as 

gold standard and individual clustering. 

 
Table 3: Results table depicting average precision, average recall and average F-score 

Questionnaire Average Precision Average Recall Average F-Score 

Individual Clustering 0.37 0.36 0.31 

Yes/No 0.62 0.56 0.57 

 

It was expected that the individual clustering would give the most similar final clustering 

results with gold standard as compared to yes/no questionnaire. The reason behind this is the 

human annotators could read all the sentences at the same time and thus would be able to 

interpret better thus leading to correct clustering. However, that was not the case and yes/no 

questionnaire was most similar to the gold standard data.  

 
Table 4: Results table with precision, recall and F-score for all annotators for different questionnaires 

 

Questionnaire Average Precision Average Recall Average F-Score 

Individual Clustering Q1 0.58 0.40 0.39 

Individual Clustering Q2 0.31 0.35 0.31 

Individual Clustering Q3 0.26 0.30 0.22 

Individual Clustering Q4 0.19 0.35 0.25 

Individual Clustering Q5 0.49 0.40 0.35 

Yes/No Q1 0.54 0.60 0.57 

Yes/No Q2 1.00 0.33 0.50 

Yes/No Q3 0.64 0.69 0.66 

Yes/No Q4 0.40 0.54 0.46 

Yes/No Q5 0.55 0.65 0.59 

 

 

In the calculation of F-score, it is usually expected that the F-score value is between precision 

value and recall value. However, in the sentence agreement program while calculating 

precision, recall and f-score using scikit-learn’s precision_recall_fscore_support, the 

average parameter’s value was taken to be weighted average. This was done to take into 

account label imbalance. The “weighted” option calculates metrics for each label and finds 

the average weighted by support i.e. the number of true instances for each label. The support 

is the total number of occurrences of every class in y_true. This resulted in an F-score that is 

not between precision and recall. 
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Also, in the questionnaire, human annotators were asked to strictly perform the grouping 

based on semantic similarity of the sentences. It was mentioned specifically that the 

clustering should be done on how similar the sentences are based on their meaning instead of 

lexical similarity or word-to-word similarity. However, during data analysis, it was found that 

some human annotators have performed the clustering not just on the basis of semantic 

similarity but also rather word-to-word similarity. If they found that sentences had the exact 

same words, they would be more inclined to put them in the same group immediately instead 

of taking time to think over the meaning or the ideas the sentences were trying to convey. For 

example, some annotators said yes to placing “Recruit more female candidates” and “List of 

eligible female candidates” whereas according to gold standard data these two sentences 

should be placed in separate groups as one of them involves recruitment process and the other 

one is making a list of eligible female employees. Some human annotators placed them in the 

same cluster because they found the same group of words “female candidates”. This was 

found to happen more in the yes/no questionnaires as compared to the individual clustering 

questionnaires. The reason behind this could be that in the individual clustering questionnaire 

they could read and understand the general idea behind all the sentences at the same time 

whereas that was not possible in the yes/no questionnaire because they could only see the pair 

of sentences presented to them. This helped them to judge and perform better in clustering 

the sentences. 
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Chapter 6 

Conclusion 

Experts express the opinion that Natural Language Processing community is yet found “the 

best supervised task for embedding the semantics of a whole sentence” (Conneau et al., 2017, 

p.671). Soğancioğlu & colleagues (2017) argue that there is a need to develop domain-

specific approaches in sentence semantic similarity measures using domain-specific corpora 

or knowledge sources, due to the huge amount of information available in textual format, 

which will make the retrieval, extraction and summarization of information vital more 

effective. In current research, not many data sets have been collected to create gold standard 

data specific to the HR domain. This thesis is aimed at taking a closer step towards this goal 

to develop and make available domain-specific corpora for further research. The results from 

this thesis can be utilized for further research on text semantic similarity in the HR domain. 

The gold standard data collected can be used to train models built for semantic similarity and 

give better results for tasks such as document collection classification specific to the HR-

domain context. Also, as given in the literature review, applying stemming and lemmatization 

to the sentences when feeding them as inputs to various similarity measure algorithms can 

improve the results for sentence classification based on their similarities. 

 

Another point to take note of is that the questionnaire was formed on a limited data set. 

Although it is a good stepping point towards our goal but it is not a sufficiently large data set 

to verify it under all circumstances. Hence, for future research the collection of a larger data 

set to create gold standard for understanding and training models for semantic similarity 

would be an interesting research. Also, for creation of questionnaires, methodologies other 

than random sampling should also be applied so that better representation of sentences can be 

done for the yes/no questionnaire keeping in mind all the possible combinations of sentences 

from the data set. Different types of questionnaires can also be administered to test the 

validity of the results.  

 

Lastly, this research does not take into account cross-cultural differences which affect 

understanding of language. Cambria & White (2014) argue the NLP systems can process a 

database of millions of common-sense facts, but that is not enough for computational natural 

language understanding, what is required is to focus the research on developing the capability 

of the NLP systems to handle human knowledge, interpret emotions and cultural nuances. For 

example, people in the HR of a multinational company speak a common language. The words 

used to construct a sentence in the same language can be perceived differently by people 

from different cultural backgrounds. The development of cross-cultural language similarity 

would be an interesting further research to pursue in the HR-domain. Also, the development 

of cross-language similarity methods for similar purposes could be another interesting aspect 

for text semantic similarity. The cross-language similarity of two texts can be computed in 

the same way as the similarity of two texts in the same language, by using the similarity 

between the words. The cross-language similarity of two texts could be used in second 

language teaching to select similar texts, or in cross-language information retrieval. 
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Appendix 

Appendix A: Gold Standard Data 

List of sentences: Group 

Number 

A parity friendly corporate culture  1 

Coordination by the planning team  1 

A presentation outlining the benefits of gender parity  1 

Generation of a financial estimation of potential benefits  1 

Focus on lowering the attrition rate  1 

Creating parity issues awareness for top management  1 

Advertise the campaign  3 

Dedicated presentation of the gender parity benefits  1 

Corporate support for parity  1 

Having a team member realizing a financial estimation of the benefits  3 

Top Management support to the new policy  1 

Offer flexible working arrangements  5 

A communication professional involved on the communication strategy and 

benefits  

3 

A lawyer stating the emerging compliance issues concerning gender parity  2 

Dedicated head-hunter team  4 

Exposing women to all company operations and functions  6 

Identifying women to be involved in cross-functional projects  6 

Making top management aware of the current gender parity issues  1 

Legal analysis regarding compliance issues of gender parity  2 

Create a recruitment team  4 

 

List of sentences: Group 

Number 

Include new benefits for women  5 

Assigning women managers visible and challenging tasks   6 

Involving women in specific cross functional projects (internal or external) 6 

Hire a lawyer to analyze compliance issues with regards to gender parity  2 

Parity friendly corporate environment  1 

Create a head-hunting team  4 

Launch internal recruitment campaign   6 

Create a benefits package for female employees  5 

Sufficient advertisement for the new campaign   3 

Generate a list of internal female candidates  6 

Analysis of current recruitment processes   4 

Provide better benefits for female employees  5 

Start an external recruitment campaign   4 

List current female employees that can be targeted for promotion  6 
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Create report analyzing current recruitment processes  4 

Lower attrition rate   5 

Legal analysis of potential compliance issues cornering gender parity  2 

Identify teams/departments to recruit for   4 

Building awareness of the gender parity issues to the management  1 

Run an analysis of the current recruitment process  4 

 

List of sentences: Group 

Number 

Initiate training opportunities for female employees  5 

Start a campaign to boost internal recruitment 5 

Financial analysis of payroll parity measures  3 

Better salaries for women in positions showing large disparity 3 

Support of the policy from the top management 1 

Higher salaries for selected female employees  3 

Communicating new values regarding gender parity  2 

Increasing women’s salaries for positions showing disparity  3 

Top-management involvement for gender equality values communicated by 

internal and external means of communication  

2 

Decrease men’s salaries for positions showing disparity  3 

Top management appearance in various media  1 

List of sentences: Group 

Number 

Collaboration with middle management of each of the functional divisions  1 

List of female employees to be promoted established by HR department  7 

Collaboration with middle management of the various departments  1 

Put effort in lowering attrition rate 6 

Dedicated HR team to process internal HR system information  4 

External recruitment campaign 4 

Lawyer analysis of the potential compliance issues of gender parity 2 

Gaining support from the top management 1 

Provide training workshops for current female employees 7 

Allow more flexible work arrangements 6 

To rise management awareness over the gender parity issues  1 

Significant pay parity  5 

Trainings offered to broader female employees’ skill set  7 

Organize informational events 3 

Put together a dedicated recruitment team 4 

Raising of selected women's salaries 5 

Improve current benefits for women employees 6 

Offer training to female employees 7 

Higher salaries for positions showing large pay disparity for women 5 

Available resources within the HR department  6 
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Promoting women from level 3 and 4  5 

Event organization 2 

Dedicated content wrote for top managers, signed by them  1 

To establish the financial means allocated to this purpose   1 

Dedicated video produced and diffused  2 

Focus on promotions of women from levels 3 and 4 5 

Executive training for selected female employees  5 

Communication action plan and tactics  2 

Allow for flexible work hours 4 

 

List of sentences:  Group 

Number 

Drawing a requirement list for female employees to fit the “promotable profile” 

before being trained  

5 

Accountable HR team for the roll out  4 

Recruiting more women  3 

Defining an accountable manager  1 

In-depth analysis: Distribution of women across functions  1 

Creation of team tasked with the policy roll out 1 

Focus on hiring more females 3 

Creation of a dedicated HR team to carry out rolling out the policy 1 

Recruit new female candidates 3 

Launch external recruitment campaign  3 

Specific internal recruitment process to design/apply  5 

Recruit more female candidates 3 

List of eligible female candidates 5 

Focus hiring efforts on women 3 

Proper advertisement of the campaign 2 

Create a list of eligible female employees 5 

External campaign to reach skilled candidates 3 

Focus on recruiting female candidates 3 

List of female employees to be targeted  5 

Stating the current situation  1 
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Appendix B: Yes/No Questionnaire 
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Appendix C: Individual Clustering Questionnaire 
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Appendix D: Sentence Agreement Program 

import csv 

import pandas as pd 

from sklearn.metrics import precision_recall_fscore_support 

 

r_pred = pd.read_csv('/Users/applemacbook/Desktop/QA1.csv') 

r_true = pd.read_csv('/Users/applemacbook/Desktop/GS1.csv') 

 

def classes_true(value): 

    classes={} 

    for s in range(len(r_true['List of sentences:'])): 

        sent=(r_true['List of sentences:'][s].strip()) 

        classes[(sent[sent.index('.')+2:])]=r_true['Group 

Number'][s] 

    return classes 

 

def classes_pred(value): 

    classes={} 

    for t in range(len(r_pred['List of sentences:'])): 

        sent=(r_pred['List of sentences:'][t].strip()) 

        classes[(sent[sent.index('.')+2:])]=r_pred['Group 

Number'][t] 

    return classes 

 

y_true = classes_true(r_true) 

y_pred = classes_pred(r_pred) 

 

precision_recall_fscore_support(y_true, y_pred, 

average='weighted') 

 

For calculation of agreement between gold standard and yes/no questionnaire, only the last 

line of the code was changed to as below: 

 
precision_recall_fscore_support(y_true, y_pred, 

average='binary') 
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