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Abstract

Plastic pollution in the ocean is a growing concern. Yet, less than 1% of the total load of plastic

going into the ocean is located, hence the quest for the lost plastic is still ongoing. Currently,

microplastics are even found in remote areas such as the Arctic. Not only is plastic found floating in

surface waters, but also in increased concentrations in sea ice. Even though many global modelling

studies on plastic in the ocean have been performed, mechanisms for transport of plastic in the

Arctic sea ice specifically, and entrainment of microplastic in ice, have not been studied yet by

numerical modelling. The Arctic is especially interesting because it is changing rapidly under global

warming. This thesis aims to study transport mechanisms of plastic and interconnectivity between

the Atlantic, Arctic and Pacific Ocean using Lagrangian techniques and identifying accumulation

zones in sea ice and the ocean. Floating particles that enter the Arctic Ocean from the Pacific side

accumulate in the Beaufort Gyre and very rarely (0.3% of the particles) cross the Arctic to the

Atlantic side when traveling in sea ice. Floating particles from the Atlantic Side either accumulated

in the Barents Sea or are advected back to the Atlantic by the Transpolar Drift Stream, but do

not enter the high Arctic. These results indicate the necessity of a realistic data set to simulate

plastic transport and a parametrization for the entrainment of plastic in ice, and more research on

accumulation of plastic in ice.
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1 | Introduction

Plastic pollution is a growing concern. Mismanaged plastic waste can enter the ocean and it was

estimated that 4.8 to 12.7 million tonnes entered the ocean in 2010 alone, and without improve-

ments in waste management this number is expected to have grown an order of magnitude by 2025

(Jambeck et al., 2015). Plastic items that enter the ocean can break down into smaller pieces called

microplastics. Microplastics have the potential to harm the environment and human health by en-

tering the (marine) food chain, act as a carrier for diseases and invasive species, or adsorb toxic

(waterborne) contaminants (Cole et al., 2011; Barnes et al., 2009; Wright and Kelly, 2017; Viršek

et al., 2017). For these reasons, more and more studies have been published on microplastics (figure

1.1).

Figure 1.1: Number of publications per year on microplastic, based on Web of Science
statistics. The search term was ’microplastic’.

Different studies have used different definitions for microplastics, but Frias and Nash (2018) de-

fined microplastics as plastic particles with a size between 1 µm and 5 µm. Microplastics can be

divided into two categories. Primary microplastics are plastics that enter the ocean as tiny particles,

e.g. microplastics in scrubbing cosmetics or fibres from clothing. The second category is secondary

microplastic: plastic that enters the ocean as big piece (e.g. a plastic bottle), and is broken down
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due to biological, chemical and physical processes in the ocean (Cole et al., 2011). Most measure-

ments of microplastics are taken in the North Atlantic and North Pacific, and other locations are

sampled less intensively (Van Sebille et al., 2015). But with help of a model, it was estimated that

the amount of plastic accumulated in the surface ocean was between 93 and 236 thousand tonnes

in 2014 (Van Sebille et al., 2015). Even though this is a large number, this is only about 1% of the

amount Jambeck et al. (2015) estimated for plastic entering the ocean in 2010 alone. Therefore, it

is important to find the remaining amount of plastic.

The plastic entering the ocean accumulates in the middle of the subtropical gyres, in regions

called the "Garbage Patches" (Van Sebille et al., 2012). The anticyclonic currents cause convergence

in the middle of the gyre due to Ekman transport (Onink et al., 2019). The convergence of water

causes downwelling in these regions and since most plastic floats, it stays at the surface. Recently,

the possibility of a sixth garbage patch in the Arctic was identified in both models and observations

(Peeken et al., 2018b; Bergmann et al., 2017; Kanhai et al., 2018; Mu et al., 2019), specifically in

the Barents Sea (Cózar et al., 2017; Van Sebille et al., 2012). The Barents Sea is a potential hotspot

for accumulation of microplastic, because there is downward movement (as is the case in the centre

of the subtropical gyre) the Barents Sea is a sea where warmer denser water from the Atlantic is

forced down due to the interaction with fresher and colder water. It is suspected that the source

of the plastic in this potential accumulation zone is the Atlantic, because population density in the

coastal areas in the Arctic is low, and therefore plastic waste contribution from the coastal Arctic is

low (Cózar et al., 2017). Apart from the Barents Sea, observations point at relatively high plastic

concentrations in sub-surface water between Greenland and Svalbard (up to 31.5 particles per liter

(N/L)), and a lower concentration in the central Arctic Ocean sub-surface water (Kanhai et al.,

2018). However, Peeken et al. (2018a) point out that microplastic concentrations (in N/L) found in

(sub)surface water are orders of magnitude lower than concentrations in sea ice and in the deep sea.

For example, the HAUSGARTEN observatory between Svalbard and Greenland showed concentra-

tions of 42–6595 particles per kg (N/kg) in the deep sea sediments (Bergmann et al., 2017). Since the

highest concentrations were found at the southernmost station, a possible explanation would be that

plastic entrained in sea ice was transported with the Transpolar Drift Stream and then released after

sea ice came into contact with the warmer Atlantic waters and ice melted (Bergmann et al., 2017).

In addition to the high concentrations in the deep sea floor, high concentrations of microplastics are

observed in Arctic sea ice (frozen sea water). Plastic found in sea ice cores had concentrations up

to 4500 particles per liter (N/L) (Peeken et al., 2018b; Obbard et al., 2014). Furthermore, sea ice
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has the potential of functioning as a long range transport mechanism (Obbard, 2018; Peeken et al.,

2018b), and it is known that suspended matter accumulates in sea ice (Smedsrud, 2001, 2002). In

addition, sea ice cover has the potential to influence microplastic concentrations by preventing mix-

ing from wind, blocking influx of polluted waters and as a temporary source or sink (Kanhai et al.,

2018). The exact role of sea ice in any of these mechanisms for storing or transporting microplastic

is not well understood yet and this leaves room for further investigation. Peeken et al. (2018b)

touched upon the modelling aspects of plastic in sea ice, by backward tracking sea ice cores to its

possible origin. However they left out transitions between sea ice and ocean and diffusivity of sea

ice. Hence, no extensive modelling studies for plastic in sea ice have been performed so far, unlike

its counterpart for modelling plastic in the ocean (Van Sebille et al., 2012; Onink et al., 2019).

The processes governing plastic concentration, accumulation and transport in the Arctic are

not well understood yet in today’s climate, and the Arctic is changing dramatically: the sea ice

volume, thickness and area are decreasing (figure A.10) (Simmonds, 2015). In order to take into

account these changes in the physical environment and make estimates of future changes in plastic

concentration, first the conditions nowadays need to be understood. Therefore this study aims to

investigate the interconnectivity of plastic fluxes between the Pacific and the Atlantic Ocean and

their contribution to plastic accumulation and transport in Arctic sea ice or in the ocean. I model

the particle flow in the Arctic as a proxy for microplastic, with particle advection either by sea ice or

by ocean currents. First of all, I perform a validation of the method by comparing model results with

buoy trajectories. In order to understand where microplastics come from and where they go, I study

trajectories of particles flowing in ocean or with ice through the main Arctic entrances. Then, in

order to elaborate on where plastic ends up, I identify accumulation patterns in the Arctic by using

Markov Chains. Within these questions I also try to identify the role of sea ice. Chapter 2 gives

the physical background of the region and theory behind the methods used. Chapter 3 discusses the

methods and chapter 4 shows the results. Finally, chapter 5 interprets these results, puts them in a

wider context and concludes the thesis.



2 | Theory

In this chapter, I discuss the theory that is the basis for the analysis in this thesis, because it gives

an insight on why certain choices are made and helps in the interpretation. First of all, I give

an introduction to the Arctic Ocean and important dynamic features, followed by a discussion of

important mechanisms for the formation, governing equations and other characteristics of sea ice.

Then, I discuss Lagrangian modelling and finally, I discuss some of the concepts behind Markov

Chains.

2.1 Arctic Ocean

The Arctic Ocean is different from other oceans due to the fact that is almost entirely enclosed by

land, that a large part is covered by sea ice, and due to its location in the high latitudes (figure

2.1). In the Arctic Ocean typical scales for the Rossby radius of deformation are between 5 and

15 km, which is much lower than other places on the planet and it influences how well mesoscale

features are modelled (Nurser and Bacon, 2014). The first baroclinic Rossby radius of deformation

is associated with a ‘typical’ scale of oceanic features such as boundary currents and eddies. Eddies

are important because they promote mixing in the ocean and cause divergence of pathways.

The second thing that makes the Arctic extraordinary is that its basin is almost entirely enclosed

by land, and therefore there are only a few connections with other oceans. On the Pacific side

there is a connection with the Bering Strait. The Bering Strait is very shallow (∼50 m) and narrow

(∼85 km), but the connection is still important because of its low salinity water inflow, which is

mostly northward (Rudels, 2015). The inflow varies over the decades, but also seasonally. For

example, a small cyclonic boundary current develops in summer flowing from the Bering Strait

along the Canadian coast (figure A.1), as opposed to the mean anticyclonic Beaufort Gyre movement.

Estimates for the volume flowing in are around 1 Sverdrup (Sv) (Rudels, 2015; Tsubouchi et al.,

2018). On the Atlantic side more water flows along the coast of Norway into the Arctic, about 2-8 Sv

(Weeks and Hibler, 2010). The Norwegian Current splits into the West Spitsbergen Current (WSC)

4



2.1. ARCTIC OCEAN 5

and North Cape Current that flows into the Barents Sea (figure A.2). The relatively warm and

salty water originating from the Gulf Stream enters the Barents Sea, hence it is very often ice free

there. Furthermore, density of the water flowing in from the Atlantic is different from in the Arctic

(relatively warm, saline and dense), hence Atlantic water is pushed under the colder and fresher

water in the Barents Sea: there is a front in the water and little diapycnal mixing is happening

(Rudels, 2015). In other words, there are mechanisms for downward transport here, and a clear

division between different water masses (Cózar et al., 2017; Weeks and Hibler, 2010). The difference

in water masses is also important on the Pacific side, where relatively fresh water enters the Arctic

Ocean via the Bering Strait. A schematic representation of the different water masses can be found

in figure A.3.

There are just a few places where water and ice leaves the Arctic. The main current flowing

out of the Arctic is the East Greenland Current (E GC). It flows south in the Fram Strait (figure

A.4) and is estimated to be 3-5 Sv (Weeks and Hibler, 2010). Those values are of the same order of

magnitude found by Tsubouchi et al. (2018) in table 2.1. The East Greenland Current is also the

main export mechanism of sea ice out of Arctic, carrying 4000-5000 m3 ice south each year (Weeks

and Hibler, 2010). Other, smaller pathways for both sea ice and water out of the Arctic are either

through the Canadian Arctic Archipelago (CAA) or the Nares and Davis Strait (table 2.1). Another

pathway for sea ice out of the Arctic is south through the Bering Strait, pushed by northerly winds

in winter. In the Arctic Basin itself, there are two main sea ice drift features (figure A.5). The

first feature is the Transpolar Drift Stream (TDS) that flows from north of Nova Zembla to the

Atlantic Ocean, ending in the East Greenland Current. The other feature is the Beaufort Gyre, an

anticyclonic circulation both visible in ice and in the surface ocean.

Thirdly, a unique feature of the Arctic is that it is covered by seasonally varying sea ice. Sea ice

area and volume have been diminishing over the past 35 years (Simmonds, 2015), accompanied by a

thinning of sea ice in the Fram Strait and a decrease of average ice age from 3 to 2 years in the period

1990-2012 (Krumpen et al., 2016). Ice thickness is relevant for particle entrainment, because the

temporary sink or transport mechanism is more relevant if the plastic stays in ice longer. Multiyear

ice has survived one or more summers and is typically thicker than first year ice. In addition, thicker

ice is sometimes a sign of (wind-driven) convergence. South of the Beaufort Sea, west of Canadian

archipelago and north of Greenland are known regions where older and thicker ice survives the sum-

mer (Kwok and Cunningham, 2010; Kwok, 2015) (figure A.6).

The Beaufort Gyre is important in this thesis for the interpretation of accumulation zones, hence
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Table 2.1: Volume transport in and out the Arctic for ocean currents and sea ice. Net
monthly mean over the period September 2005-August 2006. Positive is into the Arctic.
Barents Sea Opening is located just after the WSC splits off the North Cape Current.
Davis Strait is west of Greenland, south of the Nares Strait. After Tsubouchi et al. (2018)

v

Ocean volume Sea ice volume
transport (Sv) transport (mSv)

Davis -2.1 ± 0.7 -9 ± 10
Fram (EGC + WSC) -1.1 ± 1.2 -51 ± 34
Barents Sea Opening 2.3 ± 1.2 —
Bering 0.7 ± 0.7 ∼ 0

it is discussed a bit more in detail here. The Beaufort Gyre has been a subject of recent studies

and varies in strength and shape (Regan et al., 2019; Proshutinsky and Krishfield, 2019). The

Beaufort High (atmospheric pressure) forces the Beaufort Gyre and therefore also determines its

strength (Regan et al., 2019; Proshutinsky et al., 2009). In general, wind over the ocean causes a

net transport (in the ocean boundary layer) at a ninety degree angle to the wind. In the Arctic, the

transport is to the right of the wind direction and thus relatively fresh and cold water is transported

from the edges to the center and builds up here (Proshutinsky et al., 2009). The layer of colder

water isolates sea ice from the warmer water below (Doddridge et al., 2019). It is interesting to

study freshwater accumulation, since like plastic, freshwater floats on heavier saltier water, which is

the water mass underneath. The freshwater is not purely without salt, but usually the fresh water

content of a water mass is calculated and separated in models as if it were a separate water mass.

In reality, mixing is going on, but the fresh water ‘bubble’ is a good analogy (Proshutinsky et al.,

2009). Still, the ‘bubble’ has a certain depth, which is not like the assumption made for plastic:

floating at the surface. However, microplastics are transported by the water (and ice) and therefore

the mechanisms forcing the flow still affects the microplastic distribution.

The accumulation of fresh water in the middle of the gyre is governed by a balance of mechanisms

(Doddridge et al., 2019). The three mechanisms to keep the gyre in equilibrium are wind stress on

the ice free part of the Beaufort Gyre, eddies that tend to flatten the halocline, and the Ice-Ocean

governor: the difference between ice and ocean velocity and hence the transfer of momentum from

one medium to the other. To elaborate on this, wind stress due to the Beaufort High on the open

ocean causes convergence and so does the transfer of momentum from ice to the ocean, as the ice

is forced by the same wind pattern. However, the fresh water bubble has a finite depth in the

models and therefore there must be a mechanism that counteracts this convergence. The ‘bubble’

causes a steepening of the halocline and as a response to the difference in density between centre and

edge of the gyre, eddies tend to mix water masses to flatten the halocline and hence to counteract
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convergence. These three mechanisms together keep the Beaufort Gyre in equilibrium (Doddridge

et al., 2019), which is important in explaining accumulation zones later in this thesis.

Figure 2.1: Map of domain used in this thesis. Different contours show sea ice extent
average over the different seasons in the period 2014-2016. The domain is 50◦N-90◦N.

The physical environment of the Arctic has been changing over the past decades. Also the main

drift patterns I described previously have undergone some changes. Both the Beaufort Gyre and

the Transpolar Drift Stream strengthened over the past 28 years (Kwok et al., 2013). Not only did

the Beaufort Gyre strengthen, it also expanded in the period 2003-2014 (Regan et al., 2019). The

gyre size also changes with the season: its area halves in summer. Regan et al. (2019) emphasize

that the strength of the gyre depends, among other factors, on its location. The bathymetry varies

in the Arctic Basin and thus in the region of the Beaufort Gyre. More specifically, the Chukchi

Sea (south west of the Beaufort Sea) is much shallower than the Beaufort Sea (figure 2.1), and this

influences the symmetry of the Beaufort Gyre. Many currents in the Arctic follow contours of equal

f/H and if the water depth (H) changes, this influences the current because it is not in the same

equilibrium as before (f is the Coriolis parameter). A possible expression of the change in gyre

size can be the shift in freshwater inflow into the Beaufort Gyre: Kelly et al. (2019) found that the

Lagrangian trajectories into the Beaufort Gyre changed over the decades, from a convergence zone

(‘a waiting room’) in the Chukchi Sea in the 1980s to a direct pathway into the Beaufort Gyre in

the 1990s and early 2000s. This shift in trajectories is a further manifestation of the asymmetry

and might be related to the increased strength and area of the Beaufort Gyre (Regan et al., 2019).
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Therefore, variation in the Beaufort gyre might be important for explaining interannual variation of

plastic distribution.
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2.2 Sea ice physics

In order to understand how plastic is transported by sea ice and in the Arctic in general, it is im-

portant to understand how it enters sea ice and therefore also how it is modelled, both for the data

used, which is based on a coupled sea ice-ocean model, and to parametrize and understand transi-

tions between ocean and sea ice, in order to model Lagrangian trajectories of particles. Therefore

this section first introduces mechanisms of sea ice thickness variations and consequently particle

entrainment. Next are sections on how this is parametrized in models, both thermodynamically and

dynamically.

Different processes increase or decrease the thickness of ice: on the one hand dynamic processes

change ice thickness (convergence or divergence). Divergent stresses pull sea ice apart leading to

thinning of the ice, and even though it is less common, sea ice also converges under high wind stresses,

e.g. in the Laptev Sea and North of Greenland (Kwok, 2015). Either pressure ridges are created, or

sea ice floes (floating pieces of sea ice) raft on top of each other. On the other hand, thermodynamic

processes in- or decrease of sea ice thickness, i.e. water freezes to already existing ice pack or

melts away. Since sea ice works as an insulator from the cold atmosphere, complicated processes

for freezing dominate (Weeks and Hibler, 2010), even though these processes are usually neglected

when modelling (as in equation (2.2)). An example of a complicated process is the following: sea ice

thickness can also increase when sea water flushes over the already existing sea ice pack and then

freezes or precipitated snow compacts and changes into ice. Often combinations of thermodynamic

and dynamic processes occur.

Particle entrainment

Particle entrainment happens if suspended particles are included in sea ice. So far, no research

has been performed regarding entrainment of plastic particles in sea ice. However, other types

of particles captured in sea ice have been studied in the past. The first to introduce sea ice as

a potential mechanism for long term transport of contaminants was Pfirman et al. (1995), who

identified distribution of heavy metals and organochlorines. However, a few years before Reimnitz

et al. (1993) already described possible mechanisms for entrainment of particles, such as sediments

and algae. The mechanism works as follows: frazil ice forms in super cooled water (e.g. caused

by wind blowing over the water with very low temperatures) and scavenges particles, i.e. small ice

‘disks’ or ‘needles’ form underwater and consequently capture particles when floating to the surface

(figure 2.2). At the surface, frazil ice freezes to the existing pack and therefore includes particles in
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Figure 2.2: Simple schematic reprensentation of frazil ice entraining particles. Based on
figure 1 of Daly (2008)

the ice layer. This mechanism is so efficient that particle concentrations in ice can be much higher

than the water underneath. Other mechanisms of enrichment of particles in ice are nucleation (new

ice forms on foreign particles) or mixing of surface-formed flocks through turbulence and thereby

capturing particles before joining the ice layer (Reimnitz et al., 1993). In this thesis I am interested

in how particles that were suspended in water are entrained and transported by ice, therefore I

assume that sea ice grows mostly from the bottom and is efficient in capturing particles.

Sea ice was found to be efficient in trapping mater. Darby et al. (2011) found layers of sediment

in sea ice, with concentrations up to 7 kg/m2 and layers of up to 10 cm. The proposed mechanism

was anchor ice formation: Part of the sea floor freezes and when buoyant enough rises and is included

in sea ice. However, the mechanism of suspension freezing (scavenging by Reimnitz et al. (1993)),

usually dominates (Darby et al., 2011). Entrained particles have a maximum size from 12-211 µm,

but above 30-60 µm it is likely due to anchor ice, because these particles are larger and less likely

to be captured through scavenging (Darby et al., 2011). About a quarter to a third of the sediment

in ice floes is from different origins: ice mixes after freezing, for example due to rafting or pressure

ridges. Apart from field observations, experiments were done. Smedsrud (2002, 2001) aimed to

investigate the efficiency of capturing suspended sediment into sea ice due to frazil ice scavenging.

In a wave tank, sediment entrainment factors (equation (2.1)) had values of 2-4 after 24 hours with

a maximum of 10 times more sediment in ice than in the water underneath. A model was able to

reproduce this result (Smedsrud, 2002). I suspect that a similar accumulation of particles in ice can

be found in regions with leads (fractures in sea ice), or other open water next to a sea ice edge,

because these regions have the turbulence / mixing due to wind that is needed for this entrainment.

Smedsrud (2002) also found that not only wind (influencing turbulence) but also low air temperatures
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(influencing heat flux, hence freezing of frazil ice) are very important for high sediment entrainment

factors. All in all, these studies suggest that there are mechanisms that promote accumulation of

entrained plastic particles in sea ice.

SEF =
concentration matter in ice

concentration suspended matter in water
(2.1)

Thermodynamic equations

Plastic entrainment into ice has so far not been studied in an experimental study, but also not in a

model study. Therefore it is important to understand how sea ice is modelled in the data used for

Lagrangian particle tracking and the limitations of these models. The thermodynamic part of sea

ice is usually described as follows.

The different mechanisms of freezing ice are usually parametrized in models. A simple model

of a sea ice slab through heat fluxes was developed by Maykut (1978) and described in Weeks and

Hibler (2010) and schematically represented in figure 2.3, with a layer of water, a layer of ice and

air above. In this figure, H is ice thickness, ρi ice density, Tf freezing point (assumed at ice water

interface), Ta is air temperature, and To ice surface temperature (controlled by heat balance, not

necessarily equal to Ta) and F the heat flux. If Fw is positive (heat coming in from water) ice melts,

and when negative, ice growths. The amount of growth at the bottom is determined by the sum of

Fc and Fw. It is assumed that there is no water on top of the ice layer, hence it can not grow from

the top. In reality there is some snow, and water flushing over the sea ice, but this is not considered

in this model. When assuming : Fw ≈ 0, Ft = Ct(Ta − To) (rate of heat exchange ice atmosphere

dependent on difference Ta and To with averaged surface heat transfer coefficient Ct) and adding

snow cover this results in the following:

H2 +
[2ki
ks
Hs +

2ki
Ct

]
H =

2ki
ρiL

θ (2.2)

where θ is the cumulative number of freezing degree days, and ki, ks, L and Hs are the thermal

conductivity for ice, thermal conductivity for snow, latent heat for vaporization and snow thickness,

respectively (Weeks and Hibler, 2010). The snow cover does not contribute to the formation of ice
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in this model, only as an extra insulation layer. Or

H2 + (13.1Hs + 16.8)H = 12.9θ

Figure 2.3: Figure 4.4 from Weeks and Hibler (2010). Schematic of a slab of snow-free sea
ice showing the pertinent heat fluxes.

Dynamic equations

One of the first efforts describing sea ice movement was a formula (2.3) introduced by Hibler III

(1979), and is still very often used in models such as NEMO-LIM2 (Vancoppenolle et al., 2009),

and hence important for this thesis as assimilated data with the NEMO-LIM2 model was used. As

opposed to the thermodynamic equation (2.2), equation (2.3) is the momentum balance. Therefore,

equation (2.3) can be interpreted as the dynamics of the sea ice and hence it gives insight into the

forces determining the movement.

Dm~u

Dt
= ~τa + ~τw −mf~k × ~u−mg∇H − F (2.3)

Equation (2.3) shows the ice momentum balance. It is influenced by atmospheric stresses (~τa),

oceanic stresses ( ~τw), Coriolis force (mf~k × ~u), gravitational forces caused by height differences

(mg∇H) and internal stress variation. The wind also forces the ocean, but also has a direct effect

on sea ice and usually is the biggest driver of sea ice movement (Spreen et al., 2011) and also

visible from figure A.7. Different mechanisms have been proposed for determining the elasticity and

the viscosity of the ice, and also newer versions of the LIM-model have been developed, but this
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is not integrated yet in the reanalysis data, probably due to the lack of accuracy in ice thickness

(Vancoppenolle et al., 2009; Hunke and Dukowicz, 1997). The main drawback of modelling the

sea ice (both thermodynamically and dynamically) is that processes governing sea ice thickness are

usually more complex than in equations (2.2) and (2.3), e.g. rafting or pressure ridges. This leads

to uncertainties in thickness.

2.3 Lagrangian modelling

Lagrangian modelling is a type of modelling often used in oceanography and atmospheric sciences

and used in this thesis. For Lagrangian modelling, the trajectory of a virtual particle is calculated

based on the velocities in a certain domain called a field. Usually the field not only contains ve-

locities, but also other variables that can be sampled along a trajectory, e.g. temperature or sea

ice thickness. The virtual particle can be a fluid parcel, but also another object that moves in a

field. This other object can either be passive, e.g. a piece of plastic, or active with a response to

environmental variables, e.g. an organism. In contrast, Eulerian modeling considers data at fixed

locations, rather than along trajectories. Usually the effort of computing changes in the total (Eu-

lerian) field is very large, hence it is often easier to analyze Lagrangian trajectories, even though

the flow fields that need to be stored also take up much memory. In addition, Lagrangian modelling

considers the variation of environmental variables along the trajectory history of a virtual particle,

instead of locally, i.e. at one spot, which gives insight into the connectivity between different regions

(Van Sebille et al., 2018). In my case, the trajectory history gives insight into e.g. how much time

particles spent in sea ice on their way from the Pacific to the Atlantic Ocean.

Trajectories are modelled by the following equation (Lange and van Sebille, 2017):

X(t+ ∆t) = X(t) +

∫ t+∆t

t

v(x, τ)dτ + ∆Xb(t) (2.4)

The left hand side of equation (2.4) is the new position of the particle (X(t + ∆t)), and the right

hand side contains the old position of the particle (X(t)), the local velocity field (v), and custom

behaviour (Xb) of the particle causing it to move more than it would as a passive particle. The

custom particle behaviour is referred to as a kernel from now on.
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2.4 Markov chains

One of the methods used to study movement of floating particles is the Markov Chain. Based on

Lagrangian trajectories, it is possible to build a transition matrix. Transition matrices are used to

describe the probability of tracer, or a fraction of particle trajectories, going from one cell to another

cell in a gridded domain. For particles this means a fraction of many particles goes from one grid

cell to a another grid cell, and the rest stays in the same grid cell. When a transition matrix is used

to describe tracer, the "tracer density" has a certain probability to go to another grid cell and hence

change the total density distribution. The Markov Chain method has been applied before in physical

oceanography. Froyland et al. (2014) investigated the connectivity of global ocean surface through

Markov Chains. They found five converging areas based on both density evolution (as in equation

(2.5)) and eigenvectors (as in equation (2.8)), which they referred to as attractors. These attractors

are centered in the gyres of the North and South Pacific and Atlantic Ocean and the Indian Ocean.

The researchers also partitioned the ocean into basins of attraction based on backward evolution

and the eigenvectors of the transposed matrix.

A transition matrix is constructed for a certain time interval (dt). In order to simulate the

time evolution of the density distribution, the dot product of a transition matrix and the initial

density distribution is taken (equation (2.5)). Using a transition matrix to simulate density over

time is often computationally cheaper than calculating many individual trajectories over a long time

period. However, one of the disadvantages is that information is lost because the distribution is only

described by a more statistical approach instead of individual trajectories.

T · ~vt=0 = ~vt=1dt (2.5)

In equation (2.5) T is the transition matrix, ~vt=0 the initial density distribution, and the distri-

bution after one time step is ~vt=1dt.

Example

An example sketch is made in figure 2.4. Every grid cell has an index, in the example only 0 or 1.

The column index is the index belonging to the grid cell where a particle starts and on the rows

the index indicates where the particle ends up (see equation (2.6)). Then the matrix is column

normalized (see equation (2.7)).
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Figure 2.4: Sketch of how particles might move in a domain with two grid cells. The blue
dots are the initial locations and the green arrows the displacement in 1× dt

T =

i=0 i=1 j=0 1 1

j=1 2 1

(2.6)

T =

i=0 i=1 j=0 0.33 0.5

j=1 0.66 0.5

(2.7)

Stationary densities

Some systems contain an attractor. Attractors are regions in a domain where eventually all particles

(or tracer) will end up after infinite time. This final equilibrium distribution after infinite time is

also called the stationary distribution. Exchange between different grid cells can still take place but

does not affect the overall density. If in a system the distribution stays dependent on time it does

not have an attractor. An example system without a stationary density is cylindrical domain with

a particle traveling in circles. In order to find the stationary distribution, one could use the Markov

chain method. Using a uniform initial distribution, and iterating this distribution with equation

(2.5) until the distribution does not change anymore (t→∞), will give a stationary distribution if

this exists. However, a more elegant way is to use the eigenvector belonging to eigenvalue λ = 1. If a

final distribution does not change, it is the same as multiplying this distribution with one everywhere.

Hence, if the exchange between different grid cells (the transition matrix) does not change the total

density distribution, the final equilibrium distribution is reached. The following equation sheds some

light on this:

T · ~veigen = ~veigen (2.8)
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In equation (2.8), ~veigen is the right eigenvector belonging to eigenvalue λ = 1. Equation (2.8)

can be interpreted as follows: for a certain distribution (~veigen), it does not matter how often the

dot product with the transition matrix (T ) is taken, it is equal to multiplying a factor 1 with the

eigenvector, i.e. the distribution stays the same. The eigenvector can show where attractors in the

Arctic Basin are

For a square transition matrix of sizeM , there areM eigenvectors. However, only the eigenvalues

belonging to eigenvalue 1 indicate a stationary distribution. Eigenvalues with values close to one are

slowly decaying distributions (Stuart, 2014). These slowly decaying structures might give insight

into transient structures. In a complex system such as the ocean with sea ice, they are likely to be

important, since they do point out transient features that might act as a attractor for a certain time

scale shorter than ∞. Furthermore, not all matrices have a eigenvector with eigenvalue 1, therefore

these slowly decaying distributions are extra important to study. .

A major difference between the studies done before on attractors in the ocean (Froyland et al.,

2014; van der Mheen et al., 2019), is that this thesis does not have a closed system: it investigates

only part of the global ocean and inherently loses ‘mass’ over time . This means that the external

sink is an attractor, but in the system I can still get slowly decaying distributions. Stuart (2014)

also identified slowly decaying transient sets in her analysis of the global ocean.

There are advantages and drawbacks to this method. One of the drawbacks of applying Markov

chains is that it can lead to numerical diffusion of tracer, e.g. if the resolution is too coarse, particles

on two sides of a boundary can be attributed to the same grid cell and therefore cause ‘leaking’

(McAdam and van Sebille, 2018). An example is across land in Panama or across a boundary

current. In order to minimize this leaking, a fine resolution and a long simulation length should be

chosen. The advantage of Markov Chains is that I can study accumulation specifically in ice, by

removing seasonal variability and iterating one season over and over.

Also Van Sebille et al. (2012) used Markov Chains with an initial tracer distribution based on

coastal population. They defined a tracer accumulation factor (TAF): the factor by which the initial

tracer value has increased (or decreased) after a certain time. Not only did they find the five before

mentioned convergent regions ("garbage patches") but also a sixth region in the Barents Sea, which

recently seemed to be at least partially confirmed (Cózar et al., 2017).



3 | Methods

In order to answer the research question what the connection for plastic between the oceans through

the Arctic Ocean is, the following sub-questions are identified. Firstly, how well do virtual trajectories

reproduce real trajectories? Secondly, what are pathways for floating particles entering the Arctic?

Next, what are accumulation zones for particles in the Arctic? And finally, what is the influence of sea

ice? This chapter first discusses the data used and its limitations, consequently discusses methods

used for drifter comparison, the release and analysis of individual trajectories and accumulation

zones.

3.1 Data

In order to advect particles along a trajectory, a background ocean velocity field is required, and

in my case also the sea ice velocity field with accompanying variables such as sea ice thickness and

concentration. The data used was provided by the Copernicus Monitoring Service, and is based

on a coupled sea ice and ocean model, forced by reanalysis atmosphere data, and assimilated with

several variables. This data is convenient because it has a relatively high resolution and is internally

consistent (between ice and ocean). It is also expected to be better assimilated with observations

than a non-assimilated run.

The input for the velocity field was Global Ocean Physics Reanalysis data from the Copernicus

Monitoring Service (CMEMS) (Nouel, 2012). The data used has a daily resolution from 2001-2016

on a 1/12o lat-lon grid. This reanalysis data is based on assimilated model output. The sea ice

and ocean models are LIM2 EVP and NEMO 3.1 respectively. Bouillon et al. (2009); Fichefet and

Maqueda (1997) accompanied the LIM2 model, based on equations (including equation (2.3)) of

Hunke and Dukowicz (1997). The effective resolution is 10 km and the data set is eddy permitting,

but not always eddy resolving. NEMO uses an ORCA grid, which is tripolar, but the regridded

data has been provided on a lat-lon grid. Hence, some of the variables need to be interpreted with

caution. The resolution is 1/12 degree, but this does not mean that the variables were explicitly

17
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calculated for every grid point, hence they might give a false sense of accuracy. Some variables in the

GLORYS12V1 data set are jointly assimilated: sea level anomaly, satellite sea surface temperature,

sea ice concentration, sea ice thickness, in situ temperature and salinity vertical profiles. Data

assimilation means that observational data and numerical model output are combined to optimize

data for the evolving system (Zhang and Moore, 2015). The reanalysis sea ice concentration is

assimilated with the quarter degree reanalysis and OSISAF (a satellite sea ice product). The former

is assimilated with CERSAT (another satellite sea ice product). The variables I used are sea ice

concentration and thickness, meridional and zonal ocean and ice velocities.

Accuracy of the data

There is no consensus on the quality of the sea ice variables in the data (GLORYS12V1), but the

main ocean currents are reproduced well, as described in the quality document (Drévillon et al.,

2018). Even though sea ice concentration in generally well reproduced, sea ice concentration is in

general lower for the reanalysis data in comparison to an independent observations data set. In

summer there is excess ice melt and in winter there is a reduced ice extent spread (Drévillon et al.,

2018). This accompanying quality document also states that due to the assimilation the sea ice data

is reliable for thickness and concentration. Demgen (2012) found that Lagrangian trajectories based

on OSISAF satellite sea ice velocities (used for data assimilation) are in good agreement with buoy

trajectories. Uotila et al. (2019) considered (among others) GLORYS2v4, which is similar to the

data set used here, but with a lower resolution, and found that in general the sea ice edge is in good

agreement with observations for the quarter degree data set, which is no surprise since sea ice data

is assimilated with observations, in contrast to e.g. snow cover.

However, some studies found that thickness was not well reproduced in reanalysis data. Bouillon

et al. (2013) found that it in the Canadian Archipelago, the deformation rates are noisy, which leads

to unreliable ice thickness in this region. Also Chevallier et al. (2017), the first to compare reanalysis

products with each other and with observations in the Arctic, found that in general the reanalysis

data produces thicker ice in the Beaufort Gyre and thinner ice around the North Pole (NP) and

north of the Canadian Arctic Archipelago (CAA) compared to the observations. The specific data

set used for this thesis is not mentioned in the paper, but these features were found among all

reanalysis products (Chevallier et al., 2017). Furthermore, ice drift speeds are higher than expected.

This product underestimates the ice thicknesses north of CAA and around the North Pole up by up

to 1 m and overestimates the Beaufort Gyre ice thickness up to 2 m.
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3.2 Parcels

The module ocean parcels for python uses velocity fields to advect virtual particles back or forward

in time (Lange and van Sebille, 2017) with equation 2.4. It also allows for sampling of ‘field variables’

along the way, e.g. temperature, sea ice thickness or sea ice concentration. Furthermore, custom

‘behaviour’ for particles can be added to the passive movement of the particle due to velocity fields.

The custom behaviour is referred to as kernel and shown as ∆Xb(t) in equation (2.4). I used the

Runge-Kutta4 method for interpolation of particles in the field. In this study, particles could either

move with sea ice (sea ice velocity usi and vsi from CMEMS) or ocean currents (ocean velocity uo

and vo from CMEMS). I tested multiple kernels for determining with which medium the particles

move. For most cases, the following (simple) formula was applied:

P =


arctan(x− 0.15), if x > 0.01

0, otherwise
(3.1)

Figure 3.1: Schematic representation of equation (3.1). This kernel is referred to as the
sea ice concentration (sic) kernel. The area under the the curve is the probability of a
particle being in ice during every time step.

A random number was picked for every time step and if it was below the curve, the particle was

assumed to be in ice. This means that usually, particles are considered to be in ice if the grid cell has

an ice concentration higher than 15% and particles are forced to be in water for an ice concentration

of 1% or less, also represented in figure 3.1. In literature 15% is a common percentage to represent

the edge of the sea ice extent, and other percentages tested do not give the same values, but they do

give the same trend (Parkinson et al., 1999; Fetterer et al., 2017; IPCC, 2013). In order to analyse

the sensitivity of pathways to the definition of the sea ice edge, different percentages were used in
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the sensitivity analysis (5, 30, 60 and 95 %). The parametrization of the transition is not based

on explicit physical mechanisms, hence the ‘randomness’ introduces this uncertainty in the kernel,

and furthermore it adds a certain diffusivity to the trajectories. Therefore this method is not more

deterministic than what is known of reality. From now on this kernel will be referred to as the sea

ice concentration (sic) kernel.

In addition, I tested a second, somewhat more complicated kernel. One of the drawbacks of

equation (3.1) is, on top of the before mentioned somewhat arbitrary percentage, that it does not

differentiate between the melt and growth season. Hence the following scheme is applied, as in figure

3.2:

Figure 3.2: Schematic representation of second kernel applied. This kernel is referred to
as the sea ice growth (sig) kernel. The final step is the equation (3.1) applied.

The idea behind this kernel (referred to as the sea ice growth (sig) kernel) is that the particles

can only enter the sea ice in the growth season and leave the ice in the melt season. The phase

depends on the change in sea ice thickness relative to the previous time step of the particle. Once

the phase (melt or growth) is determined, formula (3.1) is applied by checking if a random number

is lower than the function. Furthermore, one other advection kernel is used. In order to investigate

the difference by only ocean and ocean+ice transport, a few simulations were done with only ocean

advection. Depending on the goal of the simulation, a different kernel was used.

3.3 Drifter comparison

First of all, I discuss the difference between virtual particle trajectories and observed buoy trajecto-

ries. This gives insight in how accurate the other results are and it gives guidance in how to continue

this research: whether to track individual cores or investigate the probability of particles going from

one place to the next and focus on large groups of particles.
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Drifter separation in literature

In order to quantify how good Lagrangian modelling performs relative to reality, many studies

have been done. There are three approaches of comparing drifter data and modelled Lagrangian

trajectories.

The first approach is intuitively simple: measuring the displacement and angle between the

drifter and model trajectory. Bedi et al. (2019) used this method to evaluate drifter data to validate

ocean models, including NEMO CMEMS in the low and midlatitudes. They found a mean daily

displacement of 17 km for the CMEMS data. Also Demgen (2012) used this method to evaluate the

feasibility of modelling trajectories in the high latitudes.

The second approach focused less on individual trajectories and more on the final density dis-

tribution. Wagner et al. (2019) used this method to indicate whether Lagrangian trajectories can

simulate the spread of tracer (sometimes solved Eulerian) through the ocean and found in general

that results are consistent, but care should be taken in boundary currents and (other) regions of

high variations of eddy kinetic energy. Van Sebille et al. (2009) used a statistical test (two-sample

Kolmogorov-Smirnov test) to evaluate whether the final distribution of two data sets was similar,

in this case the final locations of drifters and modelled trajectories and found that the reliability of

the outcome very much depends on the input data set and its resolution.

Thirdly, Qin et al. (2014) defined the concept of divergence time as the time it takes for two

trajectories to be x kilometres apart, i.e. divergence times are high if two trajectories are similar.

Their main conclusion was that in regions of high eddy kinetic energy (EKE), divergence times are

small, and that divergence times shorten when temporal averaging increases.

Drifter-modelled trajectory separation in the Arctic for CMEMS

In this thesis I studied trajectory separation using the first approach described in section 3.3. Since

Demgen (2012) already did an analysis of high latitude Lagrangian drifters, I used the same method

and domain in order to be able to compare results. Also, the regions used were found to be the main

pathways of particles travelling through ice released in the Bering Strait.

The drifter data is twelve hourly drifter data from the International Arctic Buoy Program (IABP).

The buoys are sorted by buoy id and filtered based on whether the sequence was continuous in time

(no gaps of more than 10 days), in space (no gaps of more than 500 km) and whether there were no

anomalous speeds (of more than 20 km h−1), and only buoys between 2001 and 2016 were considered.

The buoy trajectories are divided in two regions of interest. On the one hand, the buoys in the Fram

Strait, and on the other hand the buoys in the Beaufort Gyre region (figure A.8). Trajectories were



3.4. INDIVIDUAL TRAJECTORIES 22

attributed to a region if they had at least 1 point between 50◦-80◦N and 30◦W-30◦E (Fram) and

with all values between 90◦W-90◦E and above 65◦N (Beaufort). The surface velocities are known to

be much higher in the Fram Strait, hence it is interesting to see the difference for the two regions.

The number of drifters considered is 105 for the Fram strait and 342 for the Beaufort Gyre.

First, I released particles from the initial location and initial time derived from the buoy trajectory

and sampled their location every 12 hours. I did this for the two kernels as in figure 3.2 and equation

3.1 in order to compare the difference between a relatively simple (sic) kernel and a more complex

(sig) kernel with integrated seasonality. I calculated the great circle difference between the drifter

trajectory and the modelled trajectory for all buoys for each available time step.

Next, to determine the ‘chaos within the system’ I also released virtual drifters 12 and 24 hours

before and after the specific buoy release. For this set, I calculated the great circle distance to the

virtual particle released at the same time as the buoy (the reference trajectory). Per region the

median is shown, because it is less influenced by extremes than the mean. To illustrate this: The

mean was much higher than expected when one of the (virtual) particles went into a different pathway

(e.g. CAA and Fram Strait, figure A.8). Because particles cannot travel on land, this displacement

did not give physically meaningful information. Furthermore, it is easy to give an uncertainty range

by showing the 83rd and 17th percentile, instead of shading with the first standard deviation which

sometimes gave values below zero, which are nonphysical.

3.4 Individual trajectories

This section discusses the methods uses for simulating individual trajectories of particles entering

the Arctic. The releases were done daily for three years, on 10 locations in an equidistant line

(figure A.9). Particles were released in the Bering Strait at 66◦N and between 169◦ and 168.5◦W.

The particles in the Norwegian Sea were released at 67◦N between 10◦ and 10.5◦E. I determined

the location such that the release region had a mean northward flow, based on the 16 year average

currents (figure A.4). The start date was 2009-02-01 and the trajectory length was 1700 days. All

particles are released and advected at the top level of the data, which is 0.5 m deep. The total

number of particles per simulation was 10950. Both the releases were done with an ice+ocean kernel

(the sic-kernel of before) but also with an ocean-only kernel. The ocean-only kernel only advected

particles based on ocean velocities.

To analyze the trajectories the following steps were followed. First, the trajectories were visually

inspected, to identify the major pathways. Then, the displacement between initial and final location

along a great circle was calculated. The total amount of times the transition was calculated by
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summing how often particles switched from the ocean state to the ice state. Next, the fraction of

time spent in ice was calculated by dividing the number of days spent in ice by the total number of

days considered. The transition from ocean to ice says more about how often a particle has been

in the marginal ice zone and could have transitioned, than about how often it actually did, the

sig-kernel would have been a better tool for this, but this was outside the scope of this project.

Consequently, histograms were made based on the fraction of days spent in ice and number of times

it transitioned from ocean to ice, both for all particles (black histograms) and for particles grouped

together dependent on their location after 1700 days. The sections are shown in figure 3.3 and are

divided based on 68◦N. The sections were made to study connectivity between the Pacific Ocean

(red histograms) and the Atlantic Ocean (green histograms) (figure 4.5 and 4.6).

Figure 3.3: Sections used for analysis. The lower boundary for the Arctic section is at 68
North, because this is just north of the release location for the Bering strait.

3.5 Statistical accumulation

This part of the method dives deeper in how I applied the transition matrices.

Releases for the transtion matrix

The particles are released evenly spaced on a lon-lat grid from 50◦N to 90◦N with at least 100

particles per 1 × 1 degree grid cell. The particles were released on February 1st, 11th, or 21st for

respectively 60, 40 and 20 days. The maximum ice extent in the Arctic (figure A.10) is in early

March, hence the trajectories are set up so they are centered around the period with maximum ice

extent. The particles were advected with the sic kernel from equation (3.1). The release years were

2014, 2015 and 2016, because these were the last three years available from the data set. Another
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release was done for August 1st, 11th, or 21st for respectively 60, 40, and 20 days to capture the

minimum sea ice extent. To test sensitivity, some simulations were done for a sharp transition

between ocean and ice for a sea ice concentration of 5, 30, 60 and 95 % and also for only ocean

advection.

Construction of the transition matrix

A simple example of the construction of the transition matrix is given in section 2.4. The grid used

for this thesis had a resolution of one by one degree. Therefore, the matrix used for this study has

depending on the resolution 14001(40 ∗ 360 + 1) or 3601(20 ∗ 180 + 1) columns and rows. The +1

is for an extra cell for particles leaving the domain, e.g. flowing south with the East Greenland

Current. Also, two sensitivity analyses were done with resolutions of 0.5 and 2 degrees. An extra

step in constructing the matrix is the removal of sinks. Sinks are cells that particles, upon entering,

do not leave anymore. Only few of these cells are identified in the Canadian Arctic Archipelago

and are it means that most particles get ‘stuck’ on land, because the flow fields used there do not

perform so well with this resolution because the rossby radius of transformation is very small here

(Nurser and Bacon, 2014). Sink cells are set to zero and the column is normalized afterwards.

Density evolution

The density evolution was achieved through taking the dot product of ~T and an initial distribution.

For a homogeneous initial distribution this is vector of ones (equation (3.2)). This multiplication was

iterated x times, until the density distribution hardly changes any more, based on visual inspection.

In case different trajectory lengths are compared (20,40,60 days) the total time span is set beforehand

to determine the different number of iteration steps.

~vt=dt = ~T ·


1

...

1

 (3.2)

Eigenvectors

The right eigenvectors are calculated with help of scipy’s sparse matrix eigenvector function. The

15 largest eigenvectors were selected and the ones with an eigenvalue of 1 or close to one, respectively

stationary densities and slowly decaying attractors (after Stuart (2014)). Consequently, the main

structure were identified by visual inspection and obvious outliers were ignored, i.e. the ones with
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a numerical sink (due to being stuck on land) or an attractor outside the domain are not discussed

explicitly in this research.



4 | Results

4.1 Drifter trajectory reproduction

This section focuses on the question how good models are in representing ice movement. Models can

never reproduce reality, but even with these limitations, models can still teach us things about the

mechanisms behind processes and results are interpreted with these limitations in mind.

I used model output from an assimilated ocean circulation and sea ice model as input data for

the Lagrangian simulations. In order to evaluate the limitations of the Lagrangian simulation and

the data the following section discusses the divergence of model trajectories and observed drifter

trajectories, and divergence of model trajectories among each other. It gives an indication of the

trustworthiness of my results, but also results of other modelling studies using individual trajectories.

Two subdomains were extracted from the Arctic, the Beaufort Sea region and the Fram Strait

region and both results were studied separately (drifters visible in figure A.8). Also the differences

between the observed and virtual trajectory are studied in different plots. Furthermore, the plots

show the different kernels: the sic kernel (equation (3.1)) and the sig kernel (figure 3.2) The sig kernel

is expected to be a more accurate representation of the physical mechanism of capturing particles

since it includes the ‘seasonality’ by using a pr melt and growth of sea ice.

Figure 4.1 shows the median distance between the virtual trajectories and the observed trajec-

tories for the different kernels and the shading the 17th and 83rd percentile. The most remarkable

difference is the difference in the top part of the shading. The median displacement of both regions

seems to be the same (up to 200-300km), but the spread of is much higher for the Fram Strait region

(figure 4.1a) than for the Beaufort Gyre region (figure figure 4.1b). The difference between the two

kernels is very small for both regions.

Figure 4.2 shows the difference in distance among the different virtual trajectories: the difference

between the virtual drifter released at the same time as the buoy and the virtual drifters twelve

and 24 hours before and after the buoy release. Remarkable is the large difference between the two

26
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(a) (b)

Figure 4.1: Median distance between buoy trajectories and virtual trajectories for the Fram
Strait region and the Beaufort Gyre region. The sea ice growth (sig) dependent kernel is
schematically represented in figure 3.2 and the sea ice concentration (sic) dependent kernel
is just described by equation 3.1. Shading is at 17th and 83rd percentile.

(a) (b)

Figure 4.2: Median distance among virtual trajectories in the Fram Strait region and the
Beaufort Gyre region. Shading is at 17th and 83rd percentile.

different kernels. Both the median and the spread seem to be an order of magnitude larger for the

sic-kernel than the the sig-kernel. The other very large difference is the magnitude of divergence

between the different regions. For the sic-kernel the spread is approximately 5 times larger and the

median twice as big for the distance between the particles. However, the distances between different

trajectories of particles released not more than a day apart is much larger for the Fram Strait region

than the Beaufort Gyre region.

Comparing figures 4.1 and 4.2 shows that the sic-kernel divergence for both among-virtual drifters

(figure 4.2) and between observed and virtual drifters (figure 4.1) is of order of hundreds of kilome-

ters. However, for the sig-dependent kernel distances are an order of magnitude less in the case of

divergence of virtual drifters among each other (figure 4.2), than for divergence between observed

and simulated trajectories (figure 4.1).
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4.2 Individual trajectories through main gateways

In order to understand where particles come from, I modeled particles released in the main ‘entrances’

of the Arctic. Section 2.1 shows that in previous literature two main pathways into the Arctic are

defined. The main pathways are through the Bering Strait (figure 4.3) and along the coast of Norway

(figure 4.4). First of all, I interpret the pathways of particles moved by both ice and ocean. Secondly

I investigate the difference between particles only advected by ocean, and by ice+ocean, aiming to

learn more about transport mechanisms. The previous section shows that in ice covered regions, the

divergence can be quite large, hence it is important not to look at individual trajectories, but at the

main features of many particle trajectories together. For this section, all figures are produced with

help of the simple sic-kernel.

Figure 4.3: Trajectories for 1700 days after release in the Bering Strait. Release location
is labeled with a white star. 10 particles are released every day for three years.

Table 4.1: Percentage particle trajectories with final location in a section (figure 3.3)
depending on their final location for the ice+ocean kernel. If the particle left the domain,
the last point in the domain was taken. For the releases in the Bering Strait (figure 4.3)
and in front of the Norwegian coast (figure 4.4)

Bering Norway

Arctic 84.1% 64.6%
Atlantic 0.3% 35.4%
Pacific 15.6% 0.0%
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Figure 4.3 shows that particles released in the Bering strait can go two ways: North into the Arctic

or south into the Pacific. Most particles flow north into the Beaufort Gyre and some eventually cross

the Arctic to the Atlantic Ocean. Within the time scale of the plotted trajectories, only a fraction

(0.3%) of the particles reaches the Atlantic, and only after almost 5 years (table 4.1). Two pathways

for reaching the Atlantic can be identified: either through the Canadian Arctic Archipelago, or

through the Fram Strait and East Greenland Current.

Figure 4.4: Trajectories for 1700 days after release in Norwegian Sea. Release location is
labeled with a white star. 10 particles are released every day for three years.

Table 4.2: Final location per section for the ‘high’ Arctic. Like figure 3.3 but with the
border of the Arctic Section moved northward to 80◦N. Only for the release location in
front of the Norwegian Coast. If the particle left the domain, the last point in the domain
was taken.

Ice + ocean Only ocean

Arctic 10.4% 21.4%
Atlantic 89.2% 74.9%
Pacific 0.3% 3.7%

Particles released in the Norwegian Sea either follow the coast and pass Nova Zembla or follow

the West Spitsbergen Current (figure 4.4). In the given time, only a small fraction (10.7%) of the

released particles makes it way into the high Arctic (above 80◦N), and none make it to the Pacific

Ocean in the given time (table 4.2). The particles that did move northward seem to be ‘pushed’

back to the Atlantic, with the exception of a handful. Note that the division of the domain into
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sections is most meaningful for distinguishing whether particles crossed the Arctic, i.e. from Norway

to the Pacific Ocean and from the Bering Strait to the Atlantic Ocean, and less for distinguishing

for sea ice covered parts of the Arctic versus e.g. Nordic Seas (table 4.1).

The trajectories for the only ocean release seem to travel further than the ice+ocean releases

(figures A.15 and A.16). Remarkable is that a larger percentage of the Bering releases crosses the

ocean relative to the ice+ocean kernel. Also, a larger percentage of the Norway release ends up in

the ‘Arctic’ section relative to the ice+ocean kernel (table 4.3).

Table 4.3: Fraction ending up per section for only ocean kernel. If the particle left the
domain, the last point in the domain was taken. For the releases in the Bering Strait
(figure A.15) and in front of the Norwegian coast (figure A.16)

Bering Norway

Arctic 93.5% 72.1%
Atlantic 1.2% 27.9%
Pacific 5.3% 0.0%

(a) Release in Bering Strait (b) Release in Norwegian Sea

Figure 4.5: Number of times transition is made from the ocean into ice. The upper panels
is for all particles and the lower panels show per location specific, depending on final
location (sections shown in figure 3.3). Note the scale is different for the different plots.

Studying the trajectories of particles released gives information about the pathways of the par-
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ticles, but on top of that it is also interesting to look at the mechanism of transport. What are the

main drift or current patterns moving particles and what medium is most important? Figure 4.5

gives further insight how often particles made the transition from ocean to ice. The histogram is

divided into different sections (shown in figure 3.3), based on the final location of the particle after

1700 days. The final locations of both the Bering Strait and the Norway release can be found in

figure A.14.

(a) Release in Bering Strait (b) Release in Norwegian Sea

Figure 4.6: Percentage time spent in ice. The upper panels is for all particles and the lower
panels show per section specific, depending on final location (sections shown in figure 3.3).
Note the scale is different per section.

Figure 4.5 shows how often a particle made the transition from ocean to ice in 1700 days and

figure 4.6 shows the percentage of time a virtual particle spent in ice (as a percentage of the total

time). In figure 4.5a, only 33 out of 10950 particles made it into the Atlantic section (green), and

most stayed in the Arctic section (blue). When a particle travels across or in the Arctic to the

Atlantic, the average number of times it enters ice is much higher than when it stays in the Arctic.

If it flows south into the Pacific (red) it enters the ice even less often. This is also true for the

percentage of time spent in ice. Figure 4.6a shows that particles spent little time in ice when ending

up in the Pacific, but if they entered the Atlantic they spent at least 60% of their time in ice, or

at least within the marginal ice zone. None of the particles spent all its time in ice. For the Arctic

section there are two peaks, which is not observed for the number of times they go into ice. This
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might suggest two pathways.

For particles entering the Arctic Ocean from the Atlantic side, there are many particles that are

not entering the sea ice (the high peak above 0 in the black panel, figure 4.5b). This is especially

true for the Arctic section (blue panel). If particles travel to the Atlantic section they are very likely

to have transitioned from ocean to sea ice, yet not so often as for the Bering particles released and

ending up in the Atlantic or Arctic (blue and green panel in figure 4.5a).

Also the analysis of time spent in ice confirms that Atlantic particles spent no time in the ice if

ending up in the Arctic Section (blue panel figure 4.6b). Note that the Arctic section entails some

part of the Nordic Seas (figure A.2). On the contrary, particles ending up in the Atlantic spent some

time in ice.

(a) Bering Strait release (b) Norway release

Figure 4.7: Comparison of distances travelled from initial location for only ocean advection
and ice+ocean advection

Figure 4.7 shows the distances between the initial and final point, contrasting the ocean-only

kernel with the ice+ocean kernel. This figure shows that when the particle only travels in the ocean

it travels on average further than when it is also transported by ice, for both the Norwegian release

as the Bering release. Note that for the Norway release, most particles do not enter ice. The two

medians are closer together for the Norway release. Since this figure only shows the distance between

the initial and final point, it does not say something about the path travelled and deflected particles

might actually come closer to their initial point after deflection.



4.3. ACCUMULATION PATTERNS 33

4.3 Accumulation patterns

From the previous figure it seems that depending on the inflow, particles end up in different parts

of the (Arctic) ocean, i.e. from the Atlantic inflow, most particles do not enter the deep Arctic and

from the Pacific inflow most stay in the Arctic Basin over the course of four years. It also seems that

sea ice either works to transport particles into a different section of the ocean or slows the flow of par-

ticles down, e.g. from the Pacific to the Atlantic many particles are ‘trapped’ in the Beaufort Gyre.

Therefore this section studies if particles accumulate in certain regions with help of Markov Chains.

I first investigate the tracer density evolution of the whole domain and continue with identifying the

eigenvectors. Then I describe the accumulation of the Beaufort Gyre and Atlantic specifically and

conclude with the density evolution starting from the two main ‘entrances’, the Bering Strait and

the Norwegian Sea. The density evolution maps the final maps of multiplying an initial distribution

with the transition matrix, hence values above 1 show accumulation and values lower than 1 show

divergence of tracer.

Figure 4.8: Tracer density evolution starting from a homogeneous distribution for 1 degree
for the summed transition matrix for 2014, 2015, 2016. The light-blue line is the maximum
sea ice edge in 2015. The map is made after 2400 days. The initial value of 1 is yellow-
green, so where ever there are yellow spots there is accumulation. Note that the scale is
logarithmic.

Figure 4.8 shows the final state of the tracer density of particles after 2400 days (∼6.5 years)

for a transition matrix made of the summed years (a transition matrix based on all the trajectories

in 2014, 2015 and 2016). The initial distribution was homogeneous with a tracer density of 1

everywhere (therefore it does not have units). Multiplying this with a transition matrix gives us the

density after x × dt time steps. After 2400 days the density distribution changes little, established

by visual inspection. On top of that, it is a convenient time period to compare different dt’s for the
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sensitivity analysis (2400 is a product of 20, 40 and 60). Figure 4.8 shows us the general patterns

of accumulation and loss of mass. Some noteworthy patterns are the accumulation zones in the

Beaufort and Chukchi seas and the accumulation in the Nordic Seas. It is hard to differentiate one

basin in the Atlantic section that has higher accumulation than surrounding seas. On the other

hand ‘mass’ is lost along the east coast of Greenland and in the Central Arctic. The mass loss on

the east coast of Greenland is especially visible for the higher dt in the Fram Strait.

The same two accumulation features (Beaufort Gyre and Nordic Seas) are visible for different

parameters used in the model. First of all, the kernel was varied for the edge of the sea ice extent,

from 15% to 5, 30, 60 and 95% (shifting the steep slope in equation (3.1) and figure 3.1) and the

main features are still visible (figure A.21). Differences between the 5% and 95% case are: In the

Atlantic section accumulation seems to be more shifted to the south for the 95% part (red in figure

A.22) and more to the Lofoten basin for the 5% case (blue in in figure A.22). The main patterns

are also visible for the changing resolution of the transition matrix to either 0.5 or 2 degrees (figure

A.20). In summer the accumulation in the Beaufort Gyre seems to be gone (figure A.18) and for

the ocean only kernel the accumulation is less strong in the Beaufort Gyre and in the Nordic Seas.
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In order to have a more elegant approach to the accumulation zones I study whether the features

mentioned before also show up as attractors in the eigenvector analysis. A stationary density is

defined with as an eigenvector of the transition matrix with corresponding eigenvalue 1, and they

serve as an attractor. However, if the corresponding eigenvalue is not 1 exactly but close to one,

it still gives information on slowly decaying attractors. It is more elegant as it shows the attractor

at infinite time as opposed to stopping the density evolution after 2400 days. Figure 4.8 shows

the density evolution of the summed transition matrices but figure 4.9 shows the eigenvector of the

different years separately. 2015 and 2015 have an attractor in the middle of the Beaufort Gyre, but

the convergence zone seems to be less strong and/or shifted to the west in 2014 (figure 4.9a).

(a) 2014 (b) 2015 (c) 2016

Figure 4.9: Eigenvectors with an attractor in the Beaufort Sea, the sign of the eigenvector
(the color) does not matter. The light blue line is the sea ice extent in 2015. The simulation
length is 40 days and the resolution is 1 degree.

Since a strong accumulation pattern seems to be present for different years in the Pacific side of

the Arctic, it is interesting to study if this feature stays robust among different dt’s and resolutions

and hence is not only an artifact of the method. The concept of tracer accumulation factor (TAF) is

introduced, as described before in Van Sebille et al. (2012). TAF is the accumulation of tracer relative

to its initial value, and in this case it has the same meaning as the value in the colorbar of figure

4.8. Figure 4.10a shows the sampling line for the tracer accumulation factor. Figure 4.10b shows

the same pattern already identified in the figure 4.9 with a distinct accumulation in the Beaufort

Sea for 2015 and 2016 and a smaller and more westward accumulation in 2014. This pattern is

still visible for a resolution of 2 degrees and a 20 and 60 days timestep (dt), although for the lower

resolution the tracer accumulation factor is lower (figure A.11c). The TAF is probably lower for 2

degrees because there is less tracer available in total (the initial value is still 1 per grid cell, but less

grid cells). For the dt of 60 days for the 1 degree resolution the accumulation is higher than the 40
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days dt and for the dt of 20 days the accumulation is lower (figure A.11b and A.11a respectively).

In areas of lower velocities 20 days might not be enough to escape grid cells or on the other hand,

lead to more numerical diffusion, which can prevent accumulation (McAdam and van Sebille, 2018).

(a) (b)

Figure 4.10: a) Red line indicates the cross section for the tracer accumulation figures.
The other lines are the maximum ice extent (15% concentration) for 2014-2016. b) Tracer
Accumulation Factor along line in a) for 1 degree and 40 days for years 2014-2016 and the
transition matrix based on the sum of the trjaectories in different years

On the Atlantic side of the domain there also was an accumulation zone visible (figure 4.8):

The whole Atlantic acts as an accumulation zone. From figure 4.11 it is visible that the Atlantic

Side is also an attractor for the summed years, but also for the individual years (see figure A.13).

Depending on the model parameters, the attractor neatly follows the sea ice edge, except for above

Nova Zembla where it slightly extends into the Central Arctic.
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Figure 4.11: Eigenvector for simulation of 60 days, resolution 1 degree, transition matrix
made for summed years
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Figure 4.12: Time evolution of tracer from Bering strait. The simulation length is 60
years and is done in 2015. The grid lines are at every 20 degrees longitude and 5 degrees
latitude. This particular simulation has resolution of one degree.

Apart from identifying patterns from an initial homogeneous distribution, the density evolution

can be used as a different approach for individual trajectories through the main gateways. In order

to see the evolution over time and not only the final distribution, different panels in time are shown.

The initial density distribution was the top left panel in figures 4.13 and 4.12. Tracer on land

is automatically removed within the first time step as in the transition matrices no particles are

initiated on land. The patterns in figures 4.13 and 4.12 are very similar to the spread of the particles

in the individual trajectories. The tracer starting in Norway hardly enters the Arctic and instead

flows back into the Atlantic. Tracer starting in the Bering Strait (figure 4.12) eventually makes its

way to the Atlantic Ocean, but the CAA seems to be an important pathway. Furthermore, figure

4.12 shows the time scale for particles and/or tracer to cross the Arctic, which is at least 4 years.
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Figure 4.13: Time evolution of entrance in Norwegian Sea, for 1 degree, 60 simulation days
and in 2015



5 | Discussion and conclusion

First of all, in my results I found the major pathways and accumulation regions. Furthermore the

results show that diffusion is high for trajectories in the Arctic. In the first part of the discussion

I interpret the results. Then I consider possible limitations, to continue with putting the results in

context and concluding with suggestions for future research.

Interpretation of results

This section interprets the results found in Chapter 4, by first validating the data and investigating

the diffusion measured, to continue with the particle trajectories in the Arctic and finally interpreting

accumulation.

Drifter diffusion

The distances between the virtual trajectories and the buoys are so large (100-550 km) that the

two trajectories are hardly related any more within 120 days (figure 4.1), since estimated Rossby

radii of deformations are an order of magnitude smaller (5-15 km) for different regions in the Arctic

(Nurser and Bacon, 2014). It does not matter which kernel (simple: sic, or complex: sig) is used,

buoy trajectories are not well reproduced with virtual drifters.

The difference between the two regions (Fram Strait and Beaufort region) for divergence of

virtual drifters among each other (figures 4.2a and 4.2b) is remarkable, yet not entirely unexpected.

If particles switch more often between ocean and sea ice, or stay longer in the ocean they diverge

more. It seems that in the Fram Strait, more particles have switched medium (made a transition

between sea ice and ocean) compared to the Beaufort Region. The sic-kernel has a larger divergence

than the sig-kernel, because it is allowed to switch more often. More over, in the Fram Strait the

difference between the two kernels is enhanced. This can have to do with the 15% contour line for

sea ice concentration, i.e. the sea ice extent edge, is located in the Fram Strait region the whole year

40
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(figure 2.1) and less often in the Beaufort Sea, which means the particles are more likely to switch

since they are in the Marginal Ice Zone. In other words, sea ice meets warmer waters and gets more

dispersed, hence there is a larger chance of particles to enter the ocean. Since particles are more

likely to switch between sea ice and ocean near the sea ice extent edge, they are more prone to be

picked up by different velocities and hence diverge faster in the Fram Strait. In general, I expect

the ocean to have a less coherent flow than sea ice (due to e.g. eddies), hence also more divergence.

Furthermore, both the sea ice and the ocean velocities are higher for the Fram Strait region (figure

A.4), which is associated with a smaller divergence time (Qin et al., 2014).

Also the difference between the two kernels is very large for the among drifter divergence(figure

4.2): the distance between virtual drifters in the sic is up to 10 times larger than for the sig kernel.

Since particles are less likely to switch between ocean and ice for the sig-kernel, it seems plausible

that the divergence is lower for this kernel.

The comparison between figure 4.1 and figure 4.2 shows how much of the buoy-virtual particle

displacement is due to internal variability. For the sic-kernel the divergence is of the same order of

magnitude (∼ 300 km) for both the observed-virtual trajectories (figure 4.1) and the among virtual

drifters trajectories (figure 4.2). For the sig-kernel observed-virtual divergence is approximately an

order of magnitude lower for the among-virtual-drifter divergence. If the distances are of the same

order, it shows that if buoys themselves are not well reproduced, this can be due to the chaotic nature

of the ocean-sea ice system. Only if flow field data and advection modelling would be very high in

resolution the divergence could be less. However, even though this is the case for the sic-kernel, this

is not entirely true for the sig kernel. Still, part of the divergence can be explained by the resolution

of the data and chaos in the ocean. Because not one of the two kernels performs better in reproducing

observed buoy trajectories, and the sic-kernel has less complexity and has more diffusivity, it is used

for the other results. Furthermore, the results from the drifter analysis show that it is best not to

look at individual trajectory of drifters.

All in all, these results show that it is very hard to interpret individual virtual trajectories,

because distances are so large between virtual and observed trajectories. The general motion of

virtual drifters (figures 4.3 and 4.4) corresponds to the known ocean currents. Instead of analyzing

individual drifter trajectories, many paths with small disturbances should be analyzed at the same

time to get an insight on the probability where particles go or originate. Furthermore, none of the

two compared kernels performs better than the other in simulating observed drifter trajectories in

any of the two regions. For the sic-dependent kernel the ‘internal’ variability of the drifters (figure

4.2) is of the same order of magnitude as the distance between the observed and virtual drifter. Only
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a much better resolution in time and space could do a better job here.

Individual trajectories

From releasing the particles in the ‘gateways’ I identified the major pathways. First of all, I discuss

the Pacific particles. The main patterns identified for particles entering from the Pacific were the

Beaufort Gyre and the crossing of the Arctic to the Atlantic. Crossing the Arctic seemed to be

possible in two ways, either through the Canadian Arctic Archipelago or through the Fram Strait.

Even though it is tempting to say that the Fram Strait pathway is dominant, the analysis of the

drifters showed that these pathways are not always well resolved: sometimes virtual drifters take

another pathway than the observed did, hence more research should be done about the percentage

going in both trajectories (CAA and Fram). The ocean-only particles traveled further on average

and were more likely to cross the Arctic. This is somewhat surprising, because usually the ice drift

velocities are larger than the ocean velocities (figure A.7). Many particles in the ice+ocean kernel

stayed in the Beaufort Gyre region and together with the results from the accumulation analysis,

it seems that the ice slows the particles down by possibly accumulating them in the middle of the

Beaufort Gyre. Once particles are in the Canadian Arctic, the ocean currents do move them faster

than the ice, so that could also be a reason for the longer distance traveled by particles in the ocean

(figure A.7). Furthermore, it seems that almost all particles are captured by the ice for all sections

(figure 4.5a). This is surprising for the Pacific section, but the wind could have caused southward

transport of particles by blowing ice south through the Bering Strait. Particles crossing the Arctic

Ocean stayed most of their time in sea ice. If you assume that (almost) all plastic is entrained by

ice in the marginal ice zone, it is very likely to travel from the Pacific to the Atlantic in ice. Note

however that the amount of plastic entering the Arctic from the Bering Strait is probably limited,

because the amount of water entering through the Bering Strait is less than the amount of water

entering the Arctic from the Atlantic Ocean, and microplastic concentrations observed in the Beau-

fort region are also not so high (Cózar et al. (2017); Mu et al. (2019)).

Secondly, I discuss the Atlantic Particles. Floating particles entering the Arctic from the Nor-

wegian Current hardly entered the center of the Arctic Basin. They are either transported by the

West Spitsbergen Current or the North Cape Current. Like particles from the Pacific, the ocean

currents only were more efficient in transporting particles large distances, and also further into the

Arctic Basin, but in general most particles were deflected back to the Atlantic. Many particles

never entered the ice. This makes sense, since the Barents Sea is often ice-free (figure 2.1), and
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many particles ‘end’ up here through the North Cape Current. In addition, particles that follow the

West Spitsbergen Current are deflected back to the Atlantic (like in Hattermann et al. (2016)) or

circulated in the Lofoten Basin, which is also counted as the ‘Arctic’ section (figure A.2). However,

particles that are entrained in sea ice, north of the Barents Sea, are also transported back to the

Atlantic. Particles ending in the Atlantic do spent time in ice, and this points to the fact that they

are encaptured in the ice further north and are transported in ice by the Transpolar Drift Stream.

This seems to point to the fact that the sea ice is an important transport mechanism for plastic: it

transports plastic from the north of the Barents Sea to the Fram Strait.

Accumulation

Interpreting results of the Markov Chain analysis shows us where particles end up and accumulate,

even if there are some drawbacks. The Arctic is a very complex region with interannual and decadal

changes. Apart from the strong loss in sea ice volume over the past decades, the main features

(Transpolar Drift Stream and Beaufort Gyre) are stronger in some years than others. Therefore,

inspecting individual winters could lead to a bias, as it is possible that one just studies an anomalous

year instead of the mean state. On the other hand, a ‘mean’ state is hard to define for an environment

in transition, and in addition taking the mean velocity field over different years would cancel out

eddies that are important in transport and mixing of tracers. The transition matrix experiments

are useful because they isolate the contribution of the winter months (in this case ‘winter’ is the

period around the maximum in sea ice area: February-March) to the accumulation and transport

of particles. Winter is when the sea ice is extended to the largest area and therefore the transition

matrix repeats the period when the influence of sea transport and accumulation mechanism is largest.

The main patterns identified from the transition matrix experiments (both the tracer density

evolution and the eigenvectors) confirm that tracer, and hence particles, entering from the Pacific stay

in the Beaufort Gyre and tend to accumulate there. It depends on the year where the accumulation

zone on the Pacific side is concentrated. The accumulation in the Beaufort Gyre is in line with

expectations as the anticyclonic movement of both ice and water forces transport to the center of the

gyre. However, the location of the accumulation zone in 2014 is different and less expected, because

it is further west than the other years. One of the reasons could be an anomaly in the Arctic Ocean

Oscillation (AOO). In both 2014 and 2015 the Arctic Ocean Oscillation had a positive index, which

is associated with an elevation in the sea level in the Canada basin and hence increased convergence,

so this does not explain the unexpected behaviour (Woods Hole Oceanographic Institution, 2018).

Another possible explanation could be a shift of the Beaufort Gyre westwards, and its interaction
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with currents flowing over the Chukchi Plateau (through e.g. eddies and the ‘waiting room’) (Regan

et al., 2019; Kelly et al., 2019). However, data is only available until 2014 in Regan et al. (2019),

so it cannot be compared with other years. Therefore more research needs to be done on this year.

All in all, over the past years, the Beaufort Gyre seems to be an important accumulation zone for

floating particles, but the accumulation of plastic in this zone heavily depends on the amount of

plastic flowing in through the Bering Strait.

The other main accumulation zone was found in the Atlantic Ocean. The accumulation zone

ended just north of the Barents Sea: north of the sea ice edge. It seems as if the Transpolar Drift

Stream (location in figure A.5) is a ‘barrier’ for transport of ice-carried particles further into the

Arctic Basin, because this is the edge of the accumulation zone. Ocean only particle simulations do

not show this sharp barrier, which confirms the suspicion that it is related to sea ice drift.

The accumulation in the rest of the basin is mostly outside the sea ice extent. To further

investigate the influence of sea ice drift on the location of accumulation, it is interesting to look

at the difference between particles that were picked up at different sea ice concentrations (figure

A.22). Particles that left the ice more easily (in the 5% sea ice edge simulation in figure A.20 and

A.22) are likely to accumulate more in the Nordic Seas between Iceland and Svalbard, e.g. Lofoten

basin, where they can recirculate. The particles that were stuck in ice (95%) are more likely to be

accumulate in the Fram Strait and more south in the Atlantic, transported by the East Greenland

Current, originating either from the Pacific side of the Arctic Basin or from the Transpolar Drift

Stream (figure A.22). To summarize, ice captures Atlantic particles and moves them further south,

and if particles stay in the ocean they are more likely to accumulate elsewhere. Much more water

flows into the Arctic on the Atlantic side than on the Pacific side, hence it has a much higher

potential for accumulating plastic. However, Atlantic plastic is unlikely to enter the more central

part of the Arctic (the high Arctic), and therefore accumulates in the Atlantic section only and does

not cross to the Pacific.
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Considerations and limitations

This research used several methods that had not been used before, such as finding the eigenvector

for sea ice and modelling the particle transition from ocean to sea ice and the other way around.

With this new and exploratory research, assumptions are made that should be taken into account

when interpreting results and that could be improved upon in future research.

First of all, nobody had done experimental or numerical models on how plastic moves in and out

sea ice yet. During this research I had to apply the mechanism for entraining sediments in sea ice

to plastic particles. The way it is included in this thesis is a simple approach depending on sea ice

concentration. Even though this simple approach is justified for this large scale modelling without

many data available, many assumptions were made about the capturing of microplastic. The same

kernel was also applied for drifters, even though it is probable that different mechanisms govern

transitions from sea ice to ocean for (plastic) particles and drifters. Future research could look at

how plastic entrained can be more accurately parametrized, if more data is available.

Secondly, the data used had its limitations. Even though it is 1/12 degree, it is not fully eddy

resolving but rather eddy permitting (Nurser and Bacon, 2014). From the drifter analysis it became

clear that individual trajectories are not modelled very accurately. Furthermore, the ice thickness

is sometimes under- or overestimated which might lead to e.g. overestimation of ice convergence in

the Beaufort Gyre (Uotila et al., 2019). However, the plastic convergence in the Beaufort Gyre is

currently so large and consistent through different methods and years, that this might just affect

the scale of convergence, but not the existence of the accumulation itself.

Thirdly, the Markov Chain method can also lead to numerical diffusion. The more often the

transition matrix is multiplied, the more diffusion can occur, and hence leaking along pathways that

do not exist in reality (McAdam and van Sebille, 2018). In order to minimize this problem, relatively

long time steps of 40 and 60 days and a resolution of 1 degree were usually used for construction of

the transition matrix. The 1 × 1 degree resolution also meant that the grid cells did not all contain

the same area. Furthermore, in the analysis of the Markov Chain, sometimes visual inspection had

to be applied. Even though this is a method used more often (Stuart, 2014), it would be helpful to

get a more quantifiable method for this.

Finally, some physical mechanisms were ignored. In the Arctic the interaction between different

water masses is known to be important, and consequently vertical motion is also important. However,

since microplastics and therefore particles were assumed to float, both sinking of plastic and three

dimensional velocities were not part of this model. Also biofouling was not included, even though it
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is known to be important for the lifetime of floating plastic (Fazey and Ryan, 2016). Furthermore,

the assumption is made that there is no source of plastic in the Arctic itself, which is not entirely

true (e.g. from fishing boats or rivers), but the contribution of plastic from within the Arctic is

limited, and I focused on plastic entering through the main ‘gateways’ (Cózar et al., 2017).
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Results in context

My results establish already proposed theories on ice in the Transpolar Drift Stream as a transport

vector (Bergmann et al., 2017). It does show increased concentrations in the Barents Sea, but also

in other parts of the Nordic Seas and therefore is complimentary to predicted accumulation areas

(Van Sebille et al., 2012). In general these results confirm that the Fram Strait, Barents Seas and

other Nordic Seas can act as an accumulation area. Furthermore, it proposes that the known con-

vergence for freshwater might also apply to microplastics, especially in sea ice. It shows that even

though most water (and therefore most plastics) enters the Arctic from the Atlantic, they do not

make it further than just north of the Barents Sea and hence accumulate in the Nordic Seas. Plastic

found in the Beaufort Gyre, Chukchi Sea, Kara and East Siberian Sea is more likely to be from

Pacific Origin. Furthermore, sea ice is important for capturing microplastics and storing it.

Most studies so far focused on the mid and low latitudes for drifter separation. However, Demgen

(2012) investigated pathways of observed and virtual drifters in the Arctic based on satellite data.

A comparison of Demgen’s results (the displacement of virtual drifters relative to the observed buoy

trajectory, figure 5.1) and figures 4.2 and 4.1 shows that the separation distance is much lower for her

case, especially in the Beaufort region. A probable reason for this difference is the input data used

to advect the drifters, satellite data instead of assimilated reanalysis model data, because velocities

are known to be overestimated in the model data. The divergence of the among drifter trajectories

is of the same order of magnitude. A study on diffusion of Lagrangian drifters in the ice pack found

displacement of the order of 200 km within 30 days (Rampal et al., 2016), which is of the same order

of magnitude as results found in this thesis.

From Doddridge et al. (2019), Kelly et al. (2019) and others it is known that freshwater tends

to accumulate in the center of the Beaufort Gyre. The freshwater bubble in the Beaufort Gyre is

not literally freshwater, but just an equivalent freshwater content. However, the term freshwater is

convenient to study it. Also the floating particles in my study accumulated in the Beaufort Gyre

and therefore the freshwater mechanisms can be used to understand the mechanisms behind the

convergence I observed.

In my results, 2014 seems to be an outlier because the convergence zone is shifted westward. A

convergence zone west of the Beaufort Gyre happened before: Kelly et al. (2019) found that over the

years there has been a shift in trajectories into the Beaufort Gyre: from 1980 there trajectories from
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(a) Fram region (b) Beaufort region

Figure 5.1: From figure 5.8 in Demgen (2012). Note the differences in the scale. Position
uncertainties of the monthly NSIDC and IFREMER drift products for the years 1992 to
2010.

the Pacific into the Beaufort Gyre were deflected westward and converged temporarily into a ‘waiting

room’ before entering the Beaufort Gyre. However, this ‘waiting room’ disappeared in the 1990s

until early 2000s. In the 2015 and 2016 accumulation zones, this waiting room is not visible, but

this might be the explanation for the 2014 accumulation zone, even though the 1980-1990 ‘waiting

room’ was a bit more north. Also the shape of the Beaufort Gyre changes per year, and the 2014

accumulation zone might be due to a shift in the Beaufort Gyre (Regan et al., 2019). However, more

research needs to be done.

The area north of Greenland, the second convergence zone which is found in literature (like in

Kwok (2015)), is not visible as an accumulation zone in the results. Little literature is written about

convergence of sea ice in the Beaufort Gyre, but the convergence area North of Greenland is not

very well visible in the results, like in Kwok (2015). This absence of accumulation can have multiple

causes. First of all, a few accumulation cells can be identified, yet no connected area of adjacent

cells. The same feature is visible in the Canadian Arctic Archipelago, and this might be because

particles get stuck on the coast here. My model has no explicit non-beaching or beaching kernel,

and therefore this stuck-on-land feature does not really have a phyiscal meaning. However, that

particles do get stuck is not so surprising, because this area has so many narrow and shallow straits

and other complex geometry, and a rossby radius of deformation that is less than 10 km (Nurser

and Bacon, 2014). The resolution of the data (1/12 degree) is probably not sufficient, but more

research needs to be done. Secondly, the CMEMS GLORYS data used is known to underestimate

sea ice thickness in the North Greenland region (dominated by is wind-driven convergence). Hence,

it might be that this convergent motion is not well represented in data, hence also not in the results

of this thesis. Finally, from A.4 it is visible that the ocean velocities are low in the region above
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Greenland. Combined with figure A.7, that shows that also the ice velocities are low in this region,

less transport has happened into the region in the modelled time period.

The accumulation region I found seems to be in the whole North Atlantic, including in the

Barents Sea. The Barents Sea convergence has been predicted and observed (Van Sebille et al.,

2012; Cózar et al., 2017) before, even though observed concentrations were lower than predicted. A

possible reason for this lower concentration is that fresher surface water blocks the plastic polluted

Atlantic water. Less dense surface water forces the saltier, hence denser, Atlantic water down. This

can act on top of the Transpolar Drift Stream barrier that was found. Bergmann et al. (2017) found

relatively high concentrations of plastic in the Fram Strait in the deep ocean, with the highest plas-

tic concentrations at their southernmost station. My results are based on surface flow, and not on

velocities deep in the ocean. However, my results show that particles are entrained in ice north of

the Barents Sea and then transported to the Fram Strait, which confirms the mechanism proposed

by Bergmann et al. (2017). The increasing concentrations more southward can be a result of melting

sea ice as it meets the warmer Atlantic water.

My results predicted high plastic concentrations in the Beaufort Gyre. One study found relatively

higher concentrations of plastic in surface water in the Chukchi Sea (located next to the Beaufort

Gyre) compared to seas south of the Bering Strait (Mu et al., 2019). On the other hand papers such

as Cózar et al. (2017) did not find high concentrations of plastic on the Pacific side of the Arctic

compared to the Atlantic, but the values found in the Chukchi sea were orders of magnitude lower.

Therefore it can still be a ‘local’ accumulation zone. Furthermore, Barrows et al. (2018) found that

most plastic is found in the ‘open’ ocean and not near the coast, which was the Cózar et al. (2017)

expedition. What’s more the amount of accumulation depends on multiple factors: First of all, how

much water flows in: more water flows in on the Atlantic side than on the Pacific side (9.5 Sv and

1.5 Sv respectively) (Kanhai et al., 2018). Secondly, on the the particle density of the inflowing

water. Thirdly, on the amount of accumulation in a certain area. So it is possible that there is

accumulation of plastic in the Beaufort Gyre, and specifically in the ice. However, concentrations

in the Beaufort Gyre can be high compared to other seas on the Pacific Side, but they are probably

still low compared to Atlantic concentrations.
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Concluding remarks

In this thesis, I studied the interconnectivity between oceans through the Arctic. Individual drifters

or ice cores are hard to track with reanalysis data. The general movements are still approximated

well, but the divergence time for virtual and observed trajectories is very short for both the Beaufort

Gyre region and especially in the Fram Strait. Part of the divergence can be explained by the intrinsic

chaos of the ocean ice system, but part is due to the data used in the model.

The other findings are related to where particles end up and originate. First of all, I found that

floating particles from the Pacific enter the Beaufort Gyre and usually stay there for a few years.

Then they might accumulate there or cross the Arctic to the East Greenland Current and end south

to the Atlantic (0.3 % of the particles transported by ice). Only a small percentage takes the route

through the Canadian Arctic Archipelago and none take the route through the Nares Strait in my

simulation. Along the way to the Atlantic the floating particles spent 65-90% of their time in ice and

therefore ice seems to be an important vector for transport. Secondly, floating particles from the

Atlantic stay in the Atlantic. They ‘accumulate’ in the Barents Sea or flow back via another route to

a more southern part of the Atlantic Ocean. Since the observations of plastic in the Barents Sea are

not as high as expected from modelling studies, some other mechanisms are expected to play a role.

From my simulation it seems that if they enter sea ice, the Transpolar Drift Stream takes them to

the Fram Strait where the sea ice melts and releases its particles. The Transpolar Drift Stream acts

as a barrier for microplastics entering the high Arctic. Thirdly, there seem to be two accumulation

regions in the Arctic. The first is the Beaufort Gyre region, but the position of the accumulation

zone depends on the year. Microplastic concentrations in water in the Chukchi sea were higher than

seas more to the south, yet still orders of magnitude lower than other regions in the Arctic (Cózar

et al., 2017; Mu et al., 2019). It must be noted that these observations were done in the surface

ocean, while the high concentrations were especially predicted in sea ice. The other accumulation

area seems to be the Atlantic part, extending from the Barents sea to the other Nordic Seas.

All in all, Arctic plastic is more likely to come from the Pacific and travel at least part of the time

through ice. Ice is important for the distribution of microplastic by acting as a barrier, transport

vector or as a temporary sink.
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Outlook

This thesis led to more question than it answered. First of all, in order to better understand the

sources of plastic in the Arctic it is important to learn more about the concentrations flowing in

through the main ‘entrances’. Currently, the virtual particles could not be linked to actual amounts

of microplastic entering the Arctic and therefore microplastic measurements need to be taken in e.g.

the Bering Strait. Secondly, further research could look into how to improve the individual trajectory

method to get an insight in the probable origin of ice cores or plastic. Important is that one should

take into account that the diffusion of ice can be quite high, also shown in this thesis, and therefore

it is hardly possible to find a single origin. Therefore this research could focus on a probabilistic

approach to origins of for example cores. Thirdly, another ice velocity data set can be used for ice

transport, because studies have shown that satellite derived velocities gives better estimations for

velocities, and moreover for sea ice thickness, which is very important for con- and divergence of

ice. Furthermore, it would be interesting to study how microplastic is captured by ice, how this

process can be parametrized. This would mean numerical and experimental research, investigating

e.g. whether it is possible to find which sizes of microplastic are most efficiently entrained by sea

ice and how efficient this capturing is. In addition, the increased stress in sea ice might contribute

to fragmentation of microplastic and this could be a topic of study too. This study just looked

at two-dimensional surface flow, and the Arctic is a complex system with interacting water masses

and as a result three-dimensional motion is important. Therefore, a beneficial extension of this

research could try to take threedimensional flow into account, combined with sinking of plastic, and

compare results with deep sea/sediment measurements. Another line of research worth pursuing is

the difference in transport between only ocean and combined ice and ocean transport. This thesis

found that the ice north of the Barents Sea works as barrier, but that this is not true for the ocean,

and I am curious if this would also be visible in other studies, and moreover, why the convergence

in the Beaufort Gyre is stronger for sea ice than for ocean. In addition, an interesting line of future

research could be to construct the transition matrix for the Markov Chain, drifter paths can be

used. The advantage would be that actual trajectories would be studied, even though the drawback

would be that the contrast between summer and winter would be harder, as well as other temporal

variation. Additionally, this thesis looked at just three years, and further investigation could consider

more years to find out if and how patterns and pathways are influenced by interannual and decadal

changes. Finally, more measurements must be done in the Arctic in general, especially in sea ice. It

would be interesting to see if the higher microplastic concentrations predicted in Beaufort Gyre sea
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ice are also found in reality.

All in all, this thesis only made me wonder more about the problem of plastic in sea ice. Ul-

timately, chasing plastic in the Arctic is an entertaining activity, and informative when studying

oceanography, but it would be best if we could prevent plastic from entering the ocean altogether.
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(a) DJF (b) MAM

(c) JJA (d) SON

Figure A.1: Mean eastward ocean velocity (m/s) per season from 2001-2016
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Figure A.2: Figure 1 from Chatterjee et al. (2018). Schematic of major currents in the
Nordic Seas. The red arrows indicate the Atlantic Water pathways, while the hollow blue
arrows indicate the gyre circulations. The solid blue line shows the polar water flow in
the East Greenland Current. Location of vertical sections, Fram Strait (79 N, 5–9 E) and
Svinøy (62–65 N, 5–0 W), are indicated with green lines. The contours indicate the bottom
topography with contour interval 1,000 m.

Figure A.3: Water masses, figure 1 from Kanhai et al. (2018) eneral overview of the
bathymetry and water masses of the Arctic Central Basin [reprinted here with permission
from CAFF]
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(a) Eastward velocity (m/s) (b) Northward velocity (m/s)

Figure A.4: Ocean velocities averaged from 2001-2016

Figure A.5: Ice drift pattern, figure 1 from Nürnberg et al. (1994) Ice drift pattern in the
Arctic Ocean, after Gordienko and Laktionov (1969), with surrounding shallow (< 30 m),
potential sediment source areas (stippled).
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Figure A.6: Mean sea ice thickness per season over the period 2001-2016
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Figure A.7: Velocities of sea ice relative to ocean velocities

(a) Fram strait region (b) Beaufort region

Figure A.8: The pathways of the drifters per region. The blue pathways are the original
drifters and red and green the old and new kernel respectively.

(a) Norway

(b) Bering

Figure A.9: Release locations for 10 particles per day
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Figure A.10: Sea ice area

(a) TAF 1 degree, 20 days (b) TAF 1 degree, 60 days

(c) TAF 2 degree, 40 days

Figure A.11: Tracer accumulation factor for different parameters
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Figure A.12: The distribution of tracer after 1800 days, starting from the Bering strait.
The bright blue line is the ice extent on March 1 of the mentioned year. The number of
days indicate the length of the trajectory used to calculate the transition matrix. The
60 days one starts at February 1, the 40 days on February 11, and the 20 days one on
February 21.
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(a) 40 days, 2015, 1 degree (b) 20 days, 2014, 1 degree

Figure A.13: Eigenvectors with an attractor in the Norwegian Sea

(a) (b)

Figure A.14: Final distributions. Black dots are final location
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Figure A.15: Trajectories for 1700 days after release in Bering strait. Release location is
labeled with a white star. 10 particles are released every day for three years. Only with
advection in ocean.

Figure A.16: Trajectories for 1700 days after release in Norwegian sea. Release location is
labeled with a white star. 10 particles are released every day for three years. Only with
advection in ocean.
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A.1 Sensitivity

Figure A.17: Original: density evolution after 2400 days, for 1 degree and kernel switch
for 15%. Transition matrix made in winter 2015.
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(a) Winter (original) (b) Summer

Figure A.18: Sensitivity to seasons. Other parameters like figure A.17

(a) Ice+ocean (original) (b) Only ocean

Figure A.19: Sensitivity to kernel and method of advection. Other parameters like figure
A.17



A.1. SENSITIVITY 23

(a) Resolution = 2 degrees (b) Resolution = 0.5 degree

Figure A.20: Sensitivity to resolution. Other parameters like figure A.17
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(a) 5 % (b) 30%

(c) 60 % (d) 95%

Figure A.21: Sensitivity to sea ice edge in kernel. Other parameters like figure A.17
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Figure A.22: Difference between extent of 5% (figure A.21a) and 95% (figure A.21d)
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