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Abstract: Privacy online is mostly a matter of self-management — or so it is expected from 

individual data subjects, through the ‘notice-and-consent’ (N&C) model of privacy-protection. 

However, strong evidence shows that privacy self-management is too demanding for most 

people. To this burden, I add the overlooked burden of respecting the privacy of others, which 

is threatened by the issue of privacy externalities — a natural consequence of privacy being an 

interpersonal matter in some respects. Regarding this new issue, I first discuss the wide range 

of ‘negligent’ practices (such as uploading pictures online or sharing one’s genetic information) 

which generate privacy externalities (the impact on third-party subjects’ privacy). I then argue 

that this issue cannot be solved through N&C alone without disproportionate consequences, 

and explore three alternative or complementary models of privacy-protection in which the 

tension between our values (privacy-as-control) and our convenient (and negligent) way of life 

may be eased. I then suggest a blend of these which, together with N&C, appears to solve both 

the issue of burdensomeness and that of disproportionality. The prominent element is an 

individual’s duty of care for others’ privacy, intended to internalise privacy externalities. I close 

by highlighting the aspects of this suggested solution for which research is most direly needed. 
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“The law has nothing to say about whether I can prevent my sisters or cousins 

or my kids from putting their genomic sequence out there. […] [Some] people 

are giving up privacy and other people want it. The ones giving up their genomic 

data have the potential to infringe upon the privacy of others, but it’s kind of a 

grand experiment. If we get it wrong now, what’s the worst that will happen? 

We lose privacy for a generation. And then half a generation after that. And half 

a generation after that.” The geneticists in the room laughed. The lawyers, not 

so much. 

Molteni 2019 

 

1. Introduction 

Privacy has become in the past decade a much-debated topic in legal, societal and philosophical 

circles, and has gained even more attention through its most recent upgrade, European Union’s 

(EU) the Regulation 2016/679, or General Data Protection Regulation (henceforth GDPR). 

While this upgrade addressed mostly the aspects of privacy-protection related to its 

enforcement, the GDPR’s essential method of privacy-protection remains unchanged despite 

having been widely criticised in the past. This method is the provision of rights to self-

management, enforced through processes of Notice-and-Consent (hereafter ‘N&C’).  

The degree of attention and the number of tasks that individuals are expected to perform 

with regards to their privacy is already so burdensome that most people do not manage their 

privacy much — if at all. The GDPR addresses this issue in various ways, as I will show. Yet, 

those who do not care about their own privacy may care even less about that of others, and I 

will show that, through everyday behaviour, one can remarkably impact the privacy of others.  

For example, we routinely upload pictures of others to proprietary platforms such as 

Facebook, even though we know these are not necessarily safe places to display or store data 

about our private life. We disclose the genetic data of our whole family, together with ours, 

when we get DNA testing kits from companies such as 23andMe. The discussions we have 

with our visiting friends fuel the training of Amazon’s AI when they enter our Alexa-equipped 

‘smart home.’ None of the aforementioned individuals benefit from adequate privacy 

protection: the means we rely on to ensure privacy protection, such as contract-like Terms of 

Service (TOS) between user and service-provider, provide N&C to the user only. This is 

problematic, if self-management of one’s privacy is supposed to be attainable (instead of an 

ideal to strive for). 
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 This new concern is moreover different from more regular issues of disclosure such as 

leaks and hacks: it is not only about bad privacy management, but also about impossible 

privacy management. Privacy cannot adequately be managed alone, as it is in some aspects 

necessarily an interdependent matter, whereby privacy externalities are imposed onto others. 

We keep damaging others’ privacy, without even being aware of it most of the time, and 

without being in any way held accountable for it. I will frame this as an issue of negligence — 

i.e. of failing to perform one’s duty of care for others — but will first argue that it cannot easily 

be addressed through N&C alone. My research question itself is “To what extent can the N&C 

model of privacy-protection address, unaided, the issue of privacy externalities, and what could 

(or should) supplement it in this task?” 

I will argue that, if we are to remain committed to N&C, and are looking for an easy 

solution to its limitations, this issue could be addressed with the development of various 

technological tools that will ease the (already) excessive burden of privacy management. Yet, 

because these tools may never come — or if they do, they may come at too high a price — we 

may have to change either one of two things. We may have to abandon (or soften) our 

commitment to N&C and to privacy-as-control (self-management), or we may have to abandon 

(or adapt) certain of these practices of ours which affect the privacy of others. To give a better 

appreciation of these possible strategies for the future of privacy-protection, I engage in 

thought-experiments which allow me to experimentally explore one scenario for each kind of 

strategy. 

While each of these strategies will represent concrete alternatives or complements to 

our current way of protecting privacy, the value of examining them will reside more in the 

exploration and illustration of possible directions to follow. The goal is to indicate possible 

paths for future research to explore, thereby questioning our commitments and our 

expectations. The solution I will finally suggest will hold on to N&C, while incorporating 

elements of each of these aforementioned three strategies: it will address the burdensomeness 

of N&C with elements mostly from strategy 1 and 2, and by coupling N&C with strategy 3’s 

duty of care, it will solve the issue of privacy externalities without having the disproportionate 

effects that relying on N&C unaided would have.  

 

The method employed to answer my research question therefore consists in analysing 

the current paradigm of privacy-protection, its development and its known shortcomings; doing 

research on cases of interdependent privacy to show the magnitude of the issue of privacy 

externalities; and exploring, through thought-experiments, strategies that solve the tension 
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between our values (privacy-as-control) and our practices (where one’s privacy depends on 

multiple people’s good will).  

 

 

The argument and structure of this thesis go as follows:  

1. The Notice-and-Consent model, a form of privacy self-management, is the current standard 

of privacy-protection. The GDPR is the latest implementation of this model in the EU. 

Individual freedom (insofar as it is instantiated by the concept of privacy-as-control) is the 

core value of the model. (Chapter 2) 

2. There are known issues with the N&C model (burden of self-management), which have at 

least partially been addressed in the GDPR. Another important challenge to N&C has 

hitherto not been properly addressed, however. This challenge is the interdependent aspect 

of privacy, where negligence generates privacy externalities. (Chapter 3)   

3. It would prove to be excessively burdensome and disproportionate to persevere with N&C 

alone in the case of privacy externalities. Three strategies alternative or complementary to 

N&C are thus considered. (Chapter 4) Each on its own is problematic, but I suggest that 

the appropriate solution is found by blending them. (Chapter 5) 

4. The concept of privacy-as-control, the expectation of self-sufficient privacy management, 

and the way these are implemented through a model of privacy-protection that mostly relies 

on N&C, should be thoroughly questioned. Under this light, the very idea and expectation 

of self-management become problematic, as they overlook an aspect of the individual’s 

privacy that necessarily depends on others, and which allows for the creation of privacy 

externalities. Privacy self-management as it currently is implemented does not, and cannot 

alone, provide everyone with meaningful control over their data. Therefore, alternative or 

complementary modes of privacy-protection should be sought.  (Conclusion)  
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2. Notice-and-Consent as Privacy Self-Management 

The concept of privacy has been receiving an increasing degree of attention from industry, 

regulators and the public in the past years, especially in the Western World. The “digital turn” 

has meant that living some sort of ‘digital life’ is no longer optional, as the edges of the ‘online’ 

world are less distinguishable as it overlaps with the ‘offline’ or ‘real’ world (Bernal 2014:ix; 

EDPS Ethics Advisory Group 2018), and as most activities now leave digital trails. It has 

especially meant the increased datafication1 and digitization of our lives, greater ease of sharing 

data over the internet, platformisation of services, and the growing power of large corpora 

(EDPS Ethics Advisory Board 2018:11, 15-16). In the face of these phenomena, the calls for 

renewed protection of powerless citizens led in the EU to the GDPR (Pascalev 2017:40; Floridi 

2018:6).  

The GDPR is the current state-of-the-art EU legal guidance with regards to individuals’ 

rights to data protection, which in turn are what allows for privacy-protection. Besides adding 

significant emphasis on the enforcement of these rights however, the GDPR’s strategy to 

protect privacy remains very much in line with that of the preceding fifty years of regulation; 

this strategy is the individual’s self-management of her personal information (Obar and 

Oeldorf-Hirsch 2018:2). 

 Information-privacy protection has, since its inception, largely been framed as a form 

of giving control back to the individual over how she makes herself known to the world. The 

modern concept of privacy began with an article by Samuel Warren and Louis Brandeis, “The 

Right to Privacy,” which argued for the recognition of a new legal right to “be let alone” 

(Warren and Brandeis 1890). The article was spurred on by the increasing use of the 

photograph, which was felt to be unduly invasive. Relying on legal analogies (especially 

slander and libel), the authors noted that  

The right to privacy does not prohibit any publication of matter which is of 

public or general interest. […] The right to privacy ceases upon the publication 

of the facts by the individual, or with his consent. […] The truth of the matter 

published does not afford a defence. […] The absence of ‘malice’ in the 

publisher does not afford a defence. (Warren and Brandeis 1890:214, 217-8) 

Warren’s and Brandeis’ conception of the right to privacy thereby concerned only very 

‘personal’ information, in the sense of information which has no reason to be known publicly,2 

                                                 
1 The transformation of all kinds of information into machine readable, mergeable and linkable form (Taylor et 

al. 2017:3). 
2 Such as emotions, whether expressed in conversation or in facial expression (Warren and Brandeis 1890:206). 
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except with the consent of the individual in question.3 This early focus on consent remained 

intact, and even increased, throughout the development of (Western) privacy-protection 

regulations (such as the 1973 (US) Fair Information Practices Principles,4 the 1980 OECD  

Privacy Guidelines or the 1995 (EU) Directive 95/46/EC) and is the reason that privacy is 

currently considered to be mostly a matter of self-management.  

Due to the importance ascribed to consent, privacy management often takes the 

contractual form of two parties agreeing about the processing (i.e. collection, use, disclosure, 

etc.) of the ‘user’s’ personal information, in exchange for a service offered by the ‘provider.’ 

This contractual form is no accident: the protection of privacy I am focusing on here is sought 

and developed in the West (EU – US), where the prevailing political doctrine in the past century 

has been liberal capitalism (Cf. Mindle 1989). In this framework, primacy is given to the 

individual,5 and (paternalistic) intervention by the state in private matters is limited. The 

individual’s consent to a contract’s terms is under these circumstances most often sufficient to 

legitimise the agreement, as long as the consent is informed and voluntary — even if there are 

certain setbacks to the interests of one of the parties. 

 This can be seen through the importance ascribed to freedom (conceived as self-

determination, or control)6 in Western civilisation — and especially in the EU, on which I will 

focus. Individual freedom is one of the central concepts of ground-setting documents crucial 

in European law and traditions, such as in the Charter of Fundamental Rights of the European 

Union and in the 2007 Treaty of Lisbon .  

 This importance of freedom led to the definition of privacy as the relative control over 

the ways and the extent to which one selectively discloses (information about) oneself to 

others.7  Information privacy, ensured through specific rights to data protection, is therefore a 

                                                 
3 In contrast, ‘personal’ information following the GDPR refers to any information about an identifiable person 

(GDPR art. 4.1). 
4 See Gellman 2014. 
5 This is also largely due to the regulation appearing the wake of early data analytics, the scale of which was 

largely constrained by its limited capabilities. 
6 For the sake of brevity, I will bracket questions about the distinct conceptions of freedoms (negative, positive, 

and Republican) and simply focus on ‘freedom as control’ because of its importance in what follows. 
7 I say ‘relative’ here, because there are certain degrees of control which fall under the concept of ‘having privacy.’ 

It is difficult to specify what degree of control is required, especially as privacy is at least partly subjective and 

context-sensitive. Cf. Kupfer 1987. 

For references to this understanding (i.e. definition) of information privacy, see Westin 1967:7; Culnan and 

Armstrong 1999; Culnan 2000; Weinreb 2000; Hann et al. 2002; Whitman 2004:1161; Alge et al. 2006; Moore 

2007; De Hert 2008; Whitley 2009. Although privacy may be defined in various ways (Introna 1999; Solove 

2002), the definition I am here focusing on is the one that remains the most influential today — especially 

considering how privacy is protected by the GDPR, which focuses on personal data protection through individual 

rights of control. The reader might disagree with this and argue that the common denominator of privacy is rather 

something like secrecy or intimacy (cf. Solove 2002), but this does not affect my thesis, insofar as ‘control’ 

remains an important part of the concept. 
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matter of control, and the expectation is that individuals will manage their privacy themselves 

(Whitley 2009; Reidenberg et al. 2014; Taylor et al. 2017:6).  

Privacy self-management is pursued through a specific framework: what I call the 

Notice-and-Consent model (‘N&C’).8 This framework sets out standard procedures which 

ensure uniformity and consistency in privacy self-management, which in turn ensures that 

individuals have the means to meaningfully manage their privacy themselves. As its name 

indicates, the N&C model requires that data subjects are notified of the intended processing of 

their data by the data controller,9 and that they consent to it. The aim is that the subjects be 

aware of the transaction (their data in exchange for a service), and that their consent be 

informed — i.e. a voluntary and non-deceitful contract between free and autonomous parties. 

 Although there can be additions (e.g. restrictions regarding which uses of data are 

allowed in the first place) and exemptions (e.g. data processing for journalistic purposes) to the 

decentralised framework of N&C, it can adequately be termed the central pillar of privacy-

protection — even in the wake of the GDPR, which brought to the fore other criteria for 

privacy-protection, such as privacy-by-design requirements and the principle of fairness in the 

use of data.10 Control is assured on a one-to-one basis in the form of a contract between a user 

and a data controller, whereby the user agrees to certain uses of her data.  

I will now argue that, although the GDPR was an attempt to empower European 

individuals (EDPS Ethics Advisory Board 2018:6, 15-16; Floridi 2018:6), its substantive 

reliance on the N&C model of privacy-protection is self-defeating. Simply put, asking someone 

to do more than she possibly can, will lead to either under-fulfilment or poor performance. The 

main contribution of this thesis, however, resides in showing that even more needs to be done. 

  

                                                 
8 Cf. Hull 2015. It is sometimes called the ‘notice-and-choice’ or ‘informed consent’ model.  
9 A data controller determines the aims and the means of processing personal data. It does not process per se the 

data itself, as this is done by the data processor; however, for simplicity I will discuss data processing as if carried 

out by the data controller. 
10 Cf. FTC 1998:7; Koops 2014; Hull 2015. 
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3. The Shortcomings of the Notice-and-Consent Model  

In this chapter, I argue that managing privacy adequately, in the sense of achieving 

comprehensive, sufficient protection, is extremely difficult, and is thus in practice not a right 

available to everyone. There are several issues preventing individuals from achieving this goal 

of meaningful control in privacy management. The most prevalent concerns the user’s 

excessive (cognitive) burden. Another, hitherto mostly overlooked in the debate, concerns the 

(lack of) control of those who are mere third parties to the user’s behaviour, which creates 

negative externalities (a loss of privacy for these third-party subjects).  

 Policy-makers are aware of some of these issues,11 and modern regulation attempts to 

address the shortcomings of the N&C by adding other N&C-related clauses, as I will show. 

However, I will argue that the consequences of interdependent privacy cannot viably be 

addressed in this way, and that this has implications for our ideals of self-governance. The goal 

of this section is to introduce the shortcomings of the N&C model most relevant to this thesis. 

I begin with known criticism faced by N&C and show how the GDPR addresses it, after which 

I move on to the less familiar issue of interdependent externalities that is the focus of this thesis. 

 

3.1. The Over-Burdened User 

A privacy policy is usually not user-friendly and accessible; it was, after all, a document created 

by lawyers for lawyers, not a consumer tool (Litman-Navarro 2019). The language used may 

not be accessible to everyone because the policies sometimes describe complex mechanisms, 

use legalistic or technology jargon, and even purposefully obfuscate the meaning of certain 

parts to make them cover more ground (Anton et al. 2004; Nissenbaum 2011).  

Even if they had the knowledge and skills to do it, however, reading TOS and privacy 

policies12 would simply take too much time for most individuals (McRobb and Rogerson 2004; 

Milne and Culnan 2004; Whitley 2009). In the year 2008 alone, it would have taken 180-300 

hours for an average US citizen to read the privacy policy of every website they visited 

(McDonald and Cranor 2008). This would have meant for the US a ‘loss’ of about 40-67 billion 

hours of productive time per year, spent on reading these documents instead of doing something 

else, estimated at 600-1100 billion dollars’ worth of productive time. In 2019 these numbers 

are very likely to be much higher, due to the increasing digitisation and platformisation of 

                                                 
11 For example, see FTC 2012; OPC 2017. 
12 Since both privacy policies and TOS need to be read for having a meaningful grasp of the data the user allows 

to be processed, I will henceforth also implicitly refer to the TOS when mentioning privacy policies. 
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services (i.e. non-website-based services and everyday ‘smart’ objects which collect their 

user’s data would be relevant to this calculation, in addition to the websites considered in the 

2008 calculus). 

Not only are most people unwilling to spend that much time and energy on privacy 

policies; even more people simply cannot do so, because they are already struggling to make 

ends meet with the time and energy they have. As argued by some (Newman 2015; Madden et 

al. 2017; Madden 2019), the fact that those with lower incomes are less likely to take privacy-

protection measures when online places these people at greater risk of online targeting and 

exploitation. This raises concerns about how in this age of big data, information inequality is 

transferred into economic inequality (Trappel (ed.) 2019). 

These are serious obstacles to the ideal of privacy self-management, if privacy is a 

(human) right that everyone should be able to enjoy. The situation was far worse a decade ago, 

however, as it was common practice for data controllers to provide little in the way of N&C. 

Privacy policies had too broad a scope to be in any way meaningful, and consent was either 

assumed13 or binary,14 meaning no real control was given to the user. Moreover, the privacy 

policy of the data controller was not the same as that of the third parties with which users’ 

personal data was shared, and all these policies could change overnight without notice, which 

meant users had to regularly consult many privacy policies if they wanted to provide actual 

informed consent.   

The GDPR addressed these issues by strengthening the requirements of N&C and 

increasing the individual’s control over her personal data. This involved requiring privacy 

policies to be as short, clear and concise as possible. It also involved providing a strict definition 

of informed consent by which to abide, and requiring that the particular permission given by 

the user regarding the processing of her data are applied throughout the chain of third-party 

data controllers accessing said data. Notably, the GDPR made the compliance to these 

conditions a reality by designating accountable agents in each step and in every organisation 

processing large quantities of data, by establishing mechanisms and bodies of oversight, and 

importantly, by stipulating a large fine for non-compliance (art. 37 and 83).  

Thereby, the GDPR made sure that the agreement between user and data controller 

would fulfil the modern contractual standards, i.e. that the contract involves no deception or 

                                                 
13 That is, using the services was taken to imply the user consented to the terms. 
14 That is, either completely allowing the data processing, or completely rejecting it. If chosen, the latter was not 

even always taken in consideration if the user still used the services. Cf. Strahilevitz 2010:2038. 
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forced choice, that both parties can choose (to a certain extent) their own terms,15 that the 

contract applies throughout the ‘life-span’ of the data, that there are certain penalties for breach-

of-contract, etc. With these requirements, the GDPR greatly simplified and lightened the 

burden of privacy self-management. “With each sign of failure of privacy self-management,” 

says Solove (2013:1882), “the typical response by policymakers, scholars, and others is to call 

for more and improved privacy self-management.”16 While this is not completely true with the 

GDPR, privacy self-management remains the crux of its privacy-protection strategy.  

All there remains now is that the user does her part. Still, despite these improvements, 

self-management remains marginal. In theory, people are given the means to achieve some 

form of privacy self-management. In practice however, most people do not actually manage 

their privacy, because it remains too burdensome: neither do they bother reading privacy 

policies, nor do they opt-out when given the opportunity to do so, nor do they change default 

settings (Solove 2013:1884). The improvements when privacy policies are expressed in clear 

tables, icons, labels or short texts lead to only marginal improvements in people’s 

understanding and behaviour (Calo 2012:87). Moreover, in 2019 most policies remain 

incomprehensible to the average user (Litman-Navarro 2019) and consent acquisition remains 

suboptimal or deceptive (Privacy International 2019a).17  

The GDPR’s new requirement of ‘privacy by design and by default,’ though a safeguard 

for individuals’ privacy, does not raise the proportion of privacy self-managers. Instead, it 

might even lower it, since people can now rely on the expectation that the standard is the least 

privacy-invasive — hence that they already are ‘safe.’ Participation in the N&C model 

(clicking “I have read and agree to the conditions”) remains “the biggest lie on the internet” 

even today, despite the additional safeguards and improvements (Obar and Oeldorf-Hirsch 

2018). 

This altogether leads us to question the self-management model of privacy-protection, 

and the ideal of liberal (freedom conceived as) control behind it. The model of N&C was built 

when the capture and use of data was considerably less extensive and complex than today 

(Taylor 2017:6, 8), and might therefore be somewhat obsolete. While this model imposes an 

important burden on individuals to manage their own privacy, however, I will now show that 

consistently applying it to the less familiar issue of privacy externalities requires even more 

efforts from data subjects. 

                                                 
15 E.g. when choosing between a certain range of cookies, such as those strictly necessary for the service to be 

possible and those that allow certain forms of marketing and advertisement. 
16 Cf. Nissenbaum 2011. 
17 See also ‘dark patterns’ (Brignull 2019). 



12 

 

 

3.2. Interdependent Privacy and Privacy Externalities  

Thanks to the GDPR, one has various rights with regards to one’s personal data held by a data 

controller. Among others, one has the right to access this data. Therefore, data controllers like 

Facebook have a portal where users can access their data; yet, this access seems to be restricted 

to “information you’ve entered, uploaded or shared” and “information [we] associated with 

your […] account.”18 This restricted access does not fully reflect the broad scope of GDPR-

endowed rights to data protection, the definition of personal information of which is  

any information relating to an identified or identifiable natural person (‘data 

subject’); an identifiable natural person is one who can be identified, directly or 

indirectly, in particular by reference to an identifier such as a name, an 

identification number, location data, an online identifier or to one or more 

factors specific to the physical, physiological, genetic, mental, economic, 

cultural or social identity of that natural person. (GDRP art. 4.1) 

This definition is purposefully extensive, so as to protect data subjects whenever information 

about them is processed, not merely with regards to information they provided themselves 

directly. However, if this is the definition which establishes the boundaries of ‘personal data,’ 

it seems that certain categories of personal data are not (fully) taken into account by data 

controllers, such as in the Facebook example mentioned above. 

Let us look, take at the various distinctions made by Bruce Schneiders (2010) between 

different types of ‘user’ (i.e. personal) data for Social Network Services (SNS), which apply 

to most other data-related services in order to further illustrate this: 

- Service data is the data you give to a social networking site in order to use it, e.g. name 

and address. 

- Disclosed data is what you post on your own pages.  

- Entrusted data is what you post on other people’s pages.  

- Incidental data is what other people post about you.  

- Behavioural data is data the site collects about your habits by recording what you do 

and who you do it with.  

- Derived data is data about you that is derived from all the other data, e.g. inferences. 

                                                 
18 Facebook 2019 (https://www.facebook.com/your_information/, accessed 02/06/2019).  

https://www.facebook.com/your_information/
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While this taxonomy could be questioned — as other ways of looking at personal data may 

also be adequate19 — it includes an aspect of privacy still rarely taken into account by data 

controllers. This aspect is the role that “other people” (henceforth ‘third-party subjects,’ as 

opposed to the ‘user’ of the service who discloses their personal data) play in the processing 

of one’s personal data by a data controller.  

 Indeed, as much as posting content about myself adds to my personal data which is 

processed by the data controller, the content about me posted by others also adds to it. When I 

upload material on Facebook, it is related to me (and therefore is my personal data) in that it is 

uploaded by me, and about me —two relations of ‘identifiable relatedness’ relevant for 

constituting personal data, together or individually. Accordingly, when someone else uploads 

content about me, it is both their personal data and mine — as long as I am identifiable — 

because, although it is uploaded by them, it is clearly about me. I will call these relations ‘causal 

agency’ and ‘personal relevance.’ An instance of the ‘causal agency’ relation is that a data 

subject is tied to a certain content in virtue of her user details (username, browser identity, etc.) 

being linked to the action that made the content available. An instance of the ‘personal 

relevance’ relation is that a data subject is identifiable insofar as the content itself contains or 

is information about her which can be used for the identification process — such as a picture. 

 This distinction is one of my main contributions, as it allows to identify and frame a 

major obstacle to privacy self-management that has been hitherto largely overlooked by the 

general public, data controllers and policy-makers. This obstacle is the (necessarily) 

interdependent nature of some aspects of privacy, which in our case is coupled with the 

(contingent) lack of individual accountability for the impact one has on others’ privacy. It is an 

obstacle insofar as privacy is framed as an individualistic matter, an aspect of one’s life which 

is under one’s control (i.e. self-sufficiently manageable). This obstacle I raise has two sides: 

one is enforcement-related, the other is more structural. The first is that your personal data is 

‘your personal data’ independently from how it was arrived at, and that it should accordingly 

always benefit from the protection framework afforded by the GDPR. The fact that this 

protection has not consistently been distributed to all instances of personal data is only an issue 

of awareness and compliance (and thus of enforcement). The second side is that the behaviour 

of a user sometimes generates privacy externalities, unfavourable to others.  

An externality occurs when the price paid for a good or service does not reflect its full 

costs. In the context of privacy, people’s decisions to share their personal information may 

                                                 
19 See for instance the other categories offered by Schneiders 2010 or by Kitchin 2014b:4. These do not address 

(as explicitly) the role ‘others’ play in the data controllers’ processing of one’s personal data. 
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allow the data controller to know more or better about others. People thus think they ‘pay’ for 

the service with their data, but some of that data is actually (also) other people’s data. The full 

costs of the service include the impact on others’ privacy and the (dis)utility resulting 

therefrom, and this is neither transparent nor accounted for in the transaction between user and 

service-provider. Hence the term ‘privacy externalities’ (Laudon 1996:14-6; Humbert et al. 

2015; Symeonidis et al. 2016:2; Choi et al. 2019:7).20 

The issue of non-compliance is a serious one, and I will address it by arguing below 

that a broader range of stakeholders (than just the user) should be involved in the N&C process 

of certain data practices. However, it is the issue of privacy externalities that will be the main 

issue here, as it brings the concepts of negligence and accountability into the picture, and is 

thus more interesting ethically-speaking than an issue of mere compliance. In an age where an 

increasing proportion of our lives is digitized and recorded, it is crucial to examine how much 

of others’ acts, lifestyles and thoughts we capture or help to disclose, inadvertently and 

unknowingly. Despite all efforts one makes to protect it, one’s privacy can still be breached 

because of the behaviour of others, and as danah boyd (2011) succintly puts it, “[e]verything 

that everyone else does that concerns you, implicates you, or might influence you, will go down 

on your permanent record.” 

Disclosure of others’ personal data through one’s activities can be repetitive, 

commonplace, extensive and substantial, even though it happens mostly because of negligence: 

it is thus a serious issue. If we want to be consistent in the way in which we protect people’s 

privacy, (the current standards of) privacy-protection should apply in these ‘new’ cases of 

personal data disclosure too. I will show below how demanding that could be; for now, let us 

have a closer look at cases of interdependent privacy — of which I distinguish four categories 

— and especially those of which are morally problematic. These categories are: 

 

1) Direct disclosure: data is revealed about subject 1 when subject 2 discloses data about 

subject 1. 

2) Indiscriminate sensing: data is revealed about subject 1 when subject 2 reveals data 

about subject 2 that was formed through an indiscriminate process of capture, and 

which therefore included data about subject 1 alongside the data of subject 2. 

3) Fundamentally interpersonal data: data is revealed about subject 1 when subject 2 

reveals data about subject 2, which necessarily is also data about subject 1. 

                                                 
20 See also MacCarthy’s (2011:24-5) narrower account of privacy externalities). 
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4) Profiling: data is revealed about subject 1 even though no one discloses data about 

subject 1. Subject 2 discloses data about subject 2, which others use to infer data about 

subject 1. 

 

The difference between categories (2) and (3) is that in the former, the interpersonal data (i.e. 

data being about more than one subject) is only contingently so, whereas in the latter it is 

necessarily so. In the former, the data could have been only about the user, if she had been 

cautious; that is not an option in the latter category. The distinction will become clearer with 

examples from each category: 

 

1) As long as it is data-recorded,21 any activity that consists in explicitly talking about 

someone counts as revealing that person’s personal data, and thus as an activity relevant 

to interpersonal privacy. This includes blogging (Solove 2007:24) and giving 

nicknames to people (Privacy International 2019b, about the TrueCaller app). This 

category also involves directly handing over other people’s data, like when Facebook 

apps ask the user to access her friends’ list and their data (Besmer and Lipford 2010; 

Hull et al. 2011; Bizcok and Chia 2013; Symeonidis et al. 2016). 

2) Recording one’s voice or environment often also implies indiscriminately recording 

others. Sensors capture all the available data of a given category (say, sound and/or 

image), and do not discriminate between user and non-user. Therefore, taking a selfie 

in a crowded place (see the case of pictures below) or installing a ‘smart assistant’ in 

one’s home will also capture the personal data of other people — strangers, friends, 

relatives, visitors, etc. — who may neither be aware nor capable of resisting the 

invasion of their privacy. Recording events (in sound or image) can be a sensitive 

practice, because many personal aspects of one’s and others’ life can be thus made 

available to data controllers, including sensitive data like political opinions, religious 

beliefs, or health data (Vallet and Bonastre 2017; Vallet 2019). This data can moreover 

be automatically ‘mined’ by image-processing, voice-processing, and facial-

recognition AI. This category is quite broad, but besides mere pictures and voice-

                                                 
21 What differentiates ‘privacy’ from ‘information privacy’ resides mainly in the digital world’s characteristics of 

borderless ease of access, of reproducibility, of sharing, and of processing of information, as well as in the near-

infinite life of the information while in digital form (i.e. data). The information at stake can be the same in digital 

and non-digital cases, but in the context of information privacy, it is infinitely more potent because of these 

characteristics, and because of the insights that can be drawn from them. 
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recordings it also includes cases such as CCTV (ICO 2017), IoT (Livingstone 2013), 

smart homes and smart cities (Kitchin 2014b; Quain 2018).22 

3) There are some kinds of data which necessarily constitute personal data of multiple 

persons. This includes relational data (Jernigan and Mistree 2009; boyd 2011; 

Backstrom and Kleinberg 2014) and more particularly address-book sharing (see the 

case of contact lists case below). Also included are data from smart grids (McDaniel 

and McLaughlin 2009), data about groups (such as households or neighbourhoods) 

(Taylor et al. (eds.) 2017). Importantly, genetic data is also concerned: giving rights to 

a data controller to process your genetic/genomic data not only affects you and your 

privacy, but also potentially countless23 individuals to whom you are related — 

knowingly or unknowingly (Chadwick et al. (eds.) 2014; De Hert 2017; Hallinan & De 

Hert 2017; Taylor et al. 2017:9; Erlich et al. 2018; Smit 2018; Hallinan & Molteni 

2019).24 Because certain genetic traits are necessarily shared with family members, it 

suffices that a single person undertakes such an analysis for a kind of ‘family-wide 

sharing of personal data.’  

4)  When enough people disclose ample information about themselves, data controllers 

(or data brokers) are able to understand the relation between having a given trait and a 

specific characteristic. For example, there is a correlation between, one the one side, 

buying felt-pads to prevent one’s furniture from scratching the floor, and on the other 

side paying one’s bills on time (Duhigg 2009). When correlations like these have been 

found (through mining the massive troves of data made available to data controllers and 

brokers by willing individuals), the small, seemingly-insignificant pieces of personal 

data that prudent people disclose (willingly or not) will reveal more data about them, 

whether they like it or not (Choi et al. 2019:8, Wachter and Mittelstadt 2019). This is 

the case of the ‘made-up’ groups from profiling categories and algorithmic data-mining. 

Another type of case is that, when a certain practice is beneficial in a given context and 

widely adopted, failing to disclose whether or not one does that practice can be taken 

to imply that one has “something to hide” (i.e. pertains to the category of those who 

would suffer if the answer was known). For instance, this happens when insurers ask 

about smoking habits (as it is assumed that only non-smokers would have personal 

                                                 
22 See also other ‘smart’ environments such offices (Amazon 2017), hotels (Fox 2018), rental properties, stadia, 

hospitals, and senior homes (Mims 2019).  
23 The question is open whether dead people and people yet to be born have a right to (genetic) privacy, but 

regarding the living that should be uncontroversial. 
24 Cf. Tavani 2004. Even though the use of genetic data is highly restricted in Europe, genetic data is so rich and 

potent that Europeans could be indirectly affected by what their distant US relatives disclose about their own 

genetic information (Endedijk and van den Berg 2019). The accessibility of genetic data is already somewhat 

problematic (cf. Erlich et al. 2018; Brown 2019; Aldhous 2019), and with leaks or hacks this could also worsen. 
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incentives to disclose this information) or driving habits (only bad drivers have 

incentives not to get a telematics device). Thus, the very non-disclosure of data can 

already be a data point — one revealing negative traits — because of the behaviour of 

others.25 

These categories (which may overlap) and examples show how important and diverse the cases 

are where one’s behaviour can damage the privacy of others, and thus that the issue at stake 

here is not a rare or minor one. In some cases, such as with biometric data, the data can be very 

sensitive, and the impact of the disclosure can be lifelong. Negligence from the ‘user’ who 

discloses others’ data may, in these cases, significantly impact the privacy of many people, but 

is foreseeable, and should be internalised. Moreover, even the smallest disclosures are not 

insignificant, due to the possibility of the data to be sold to (and aggregated by) data brokers 

— third parties whose business is then to exploit the data (Symeonidis et al. 2016; Choi et al. 

2019:8).26  

Issues originating from improperly-addressed cases of interdependent privacy have been 

directly27 addressed in the following terms by the following authors: 

• ‘collateral damage’ and ‘spillover’ (Hull et al. 2011; Symeonidis et al. 2016;28 Tucker 

2017); 

• ‘interpersonal management of disclosure’ (Lampinen et al. 2011);  

• ‘networked privacy’ (danah boyd 2011; Lampinen 2011; Marwick and boyd 2014);  

• ‘interdependent privacy’ (Biczok and Chia 2013; Symeonidis et al. 2016);  

• ‘privacy leak factor,’ ‘shadow profiles’ and ‘online privacy as a collective 

phenomenon’ (Sarigol et al. 2014);  

• ‘privacy externalities’ (Laudon 1996:14-6; MacCarthy 2011; Humbert et al. 2015; 

Symeonidis et al. 2016:2; Choi et al. 2019); 

• ‘genetic groups’ (Hallinan & De Hert 2017).  

In most cases, the authors only addressed the problematic phenomenon in relation to either 

social media or genetic data, and because they addressed it in that specific context, the analysis 

                                                 
25 Here, N&C functions perfectly (as information is shared only with consent) but is not enough to prevent the 

acquisition of data, because the very act of (non-)consenting is revealing (cf. MacCarthy 2011:26-7). 
26 Data brokers are often the main revenue of free service besides advertising, because they buy users’ data en 

masse. The user agrees to this by giving her consent for her data to be shared with the data controller’s “partners.” 
27 This issue has moreover been more tangentially or briefly touched upon in the following sources: Bloustein 

1978; Roessler and Mokrosinska 2013 (the ‘network effect’); Kitchin 2014a (‘data shadows’); Hull 2015:97; 

Taylor et al. (eds.) 2017 (some aspects of ‘group privacy’); Facebook Inc. 2018 (sharing of one’s friends 

information with third-party apps in the Cambridge Analytica scandal); Garcia-Murillo and MacInnes 2018. 
28 Symeonidis et al. conducted a survey demonstrating the concern of individuals with ‘collateral damage’ 

(externalities). They and Choi et al. (2019) moreover computed the likelihood and significance of the phenomenon 

(in the context of Facebook third-party apps or websites). 
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and solutions they provided are also mostly restricted to such contexts. In contrast, I argue that 

the scope of the problems resulting from improperly-addressed interdependent privacy is much 

broader and therefore much more serious than it appears from the existing literature: not just a 

localised problematic practice, but a common phenomenon that threatens the ideal of privacy 

self-management itself. 

I will now analyse in further detail two cases of categories (2-3) distinguished above: 

contact lists (fundamentally interpersonal data) and pictures (indiscriminate sensing). These 

categories are particularly relevant, because they are more than just cases of interdependent 

privacy: they are cases of negligence too — a kind of negligence for which one can reasonably 

be held accountable — whereby externalities are generated. In contrast, the wrongness of 

category (1) rests less in foreseeable violation of a certain duty of care (the corollary of 

negligence) than of a duty not to harm, since the disclosure is very direct and cannot really be 

framed along then narrative of negligence and externalities (or not as neatly as the two 

subsequent categories). Moreover, privacy externalities from category (4) are less foreseeable 

by the individual and cannot be avoided her alone.  

3.2.1. Contact Lists 

Contact information is often shared by users of messaging services, such as the smartphone 

app Facebook Messenger (see figure 1).29  

 

                                                 
29 People do not always have the choice to even choose to manage their own privacy (and that of others), however: 

in 2019 Facebook made the upload of (email) contacts compulsory for users signing up with certain email 

providers (EFF 2019). 

Figure 1: Facebook Messenger’s 

Permission Request to Access the 

User’s Contacts 
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While it is advertised as important for the app to function well, this practice of sharing 

contact information has received recent criticism, as it was shown that Facebook uses this data 

for other purposes, more particularly for advertising (Hill 2017; Gebhart 2018; Hill 2018; 

Venkatadri et al. 2019). This case might involve deceptive N&C,30 but not only. Contact 

information is very personal (data): it may contain names, nicknames, private and work 

addresses, birthday date, social profile links, profession, call history, etc. It would thus seem 

that, under the GDPR, Facebook should notify the individuals to whom the data is ‘personally 

relevant’ (i.e. the contacts), and ask their consent for its processing. The user’s consent alone 

is not sufficient to process her contacts’ data. 

Even if only someone’s nickname and a phone number were disclosed, it would remain 

a potentially fruitful acquisition for the data controller. Indeed, phone numbers are relatively 

reliable identifiers across services, as most people have only one (or two) and tend not to 

change it (them), for convenience.31 By comparing this data with other datasets — through the 

services of data brokers, for example — it would be relatively easy and cheap for a data 

controller to gain deep insights into the lives of the many people whose data was disclosed by 

the user and her contact list. This, in turn, could for instance be exploited for targeted 

advertising purposes.  

Moreover, even if no additional data is gained through other datasets, the widespread 

disclosure by individuals of their contact list would already be significant for the privacy of the 

                                                 
30 As well as what Innes (2001) calls “control creep,” repurposing data originally gathered for a different goal. 
31 All contacts would have to update the person’s phone number, were she to take a new one. 

Figure 2: The network for a subset of Friendster users 
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individuals concerned. Imagine I am extremely concerned about Facebook and its activities, 

and do my best to remain “under the radar.” If, for example, five people who have my number 

opted to upload their contacts to Messenger, this would be enough for Facebook to identify the 

overlap and begin the creation of a file about me, the first data points of which would be my 

phone number and the relation I have with identified people — visualised as a network map 

such as in figure 2 (Sarigol et al. 2014), where this was done experimentally with the data 

available from Friendster, a pre-Facebook social network.32 

 

Even solely knowing about this network of relations is valuable to the data controller, 

following the principle of homophily. Homophily is the principle according to which people 

are likely to interact with others who are similar to them, which means that from people’s 

communication networks we can identify their contacts’ “ethnicity, gender, income, political 

views and more” — all categories of sensitive data (Caughlin et al. 2013:1). Empirical studies 

by Sarigol et al. (2014),33 as well as the ‘Gaydar’ experiment (Jernigan and Mistree 2009), 

have shown how effective this can be in inferring sexual orientation — a type of personal data 

particularly sensitive in certain parts of the world. Thus, my ability to remain under Facebook’s 

radar is heavily undermined by other individuals’ seemingly innocuous actions, which not only 

disclose information about them, but also (foreseeably) about me — even if I am not a 

Facebook user myself.34 This is where the expectation of privacy self-management model 

becomes problematic again. 

   

3.2.2. Photos and Facial Recognition 

The second case examined in detail concerns photography. Taking pictures is nowadays mostly 

an innocent and common act. However, this act and the practices that go with it (sharing, 

storing, editing, etc. the pictures taken) should be made to conform to privacy regulation, 

especially in light of technological evolution.  

As mentioned in chapter 2, the advent of photography was also the catalyst for the 

emergence of the modern concept of privacy. Photography was seen as a threat, because it 

allowed for the unidirectional capture of moments (meaning the action of one is enough to 

implicate others), private or public, to which boundaries needed to be set to avoid that “what 

                                                 
32 The phenomenon represented through this network map is ‘modularity,’ and has widespread implications in 

many fields — including privacy protection. See for example Caughlin et al. 2013. 
33 Another study by Garcia (2017) and supervised by Sarigol reproduced the results. 
34 This was discussed is the notorious case of ‘shadow profiles.’ See Schrems 2011, Knibbs 2013, Sarigol et al. 

2014, Garcia 2017, Hill 2017. 
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is whispered in the closet shall be proclaimed from the house-tops” (Warren and Brandeis 

1890:195). 

While the concept of privacy has evolved greatly since then, so has photography. 

Nowadays, cameras can have high resolution, be as small as a grain of salt, film at night or 

zoom kilometres and still yield great quality pictures. Moreover, their relatively small cost 

makes them ubiquitous. Since the 2000s, most pictures are in a digital format, meaning the 

information they contain is stored in the form of bits, which are machine-readable and can be 

processed easily in multiple ways. They can be — and often are — stored on the internet (e.g. 

on the cloud), whereby they may be privately, semi-privately (i.e. in restricted access) or 

publicly accessible. Perhaps the most recent development — still in progress — with regards 

to pictures is the advent of facial recognition software.  

Pictures contain — and are, arguably — various kinds of data. For example, a digital 

picture in most cases contains not only the image taken, but also the time and location at which 

it was taken (metadata). For this reason, in an era where people take a great number of pictures 

themselves with their own device (i.e. their smartphone), it is valuable to a data controller to 

have access to one’s photo album, because it constitutes a digital agenda describing where the 

user has been and when. This fact is well-known, and its privacy-related issues have already 

been addressed at length (see for instance Crandall et al. 2010; Loebel 2012; Xu et al. 2015). 

However, photos do not only yield personal data about the photographer. Indeed, when 

taking a picture of the Eiffel tower for example, and then making it accessible to a data 

controller (e.g. posting it on Facebook or uploading it on Google Photos), one provides the 

latter with material from which personal data about strangers could be extracted. Because 

someone or face-identification AI could identify the picture’s subjects and their occupation at 

the time and location the picture was taken, one has, in effect, provided the data controller with 

others’ personal data in potency.35 Thus, like contact lists, pictures are digital material which 

yields the personal data of a given user, as well as of involved third parties — where this 

‘involvement’ can be unconscious, involuntary or even forced.  

European legislation clearly recognises CCTV footage as constituting the personal data 

of whoever can be recognised therein, and provides data subjects with data protection rights 

similar to other contexts (EDPS 2009; ICO 2017; Payne 2018).36 The same thus applies to 

pictures,37 except insofar as the (private) photographers will most often not be data controllers 

themselves — whereas CCTV cameras are mostly operated by data controllers. Despite the 

                                                 
35 cf. Aristotle’s distinction between potency and actuality (Witt 2003). 
36 See also Gras 2004. 
37 Pictures are even considered sensitive data in Dutch law (Parket bij de Hoge Raad 2010). 
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private nature of the data-capture however,38 I will argue that N&C should apply to the third-

party data subjects, at least when these pictures become processed by data controllers39 — in 

which case currently only the user is part of the N&C process, not other people identifiable 

through the data.  

The distinctions made earlier between different kinds of ‘identifiable relatedness’ apply 

here too. Pictures will constitute the since personal data of multiple people — importantly, the 

data of the person whose ‘causal agency’ made the content available, and of the subjects whom 

the picture is about (‘personal relevance’). That is, if they are recognisable, individuals in the 

picture also have a relation to it, and the picture thus is (and yields) their personal data. It is 

thus clear that (the privacy of) the latter should also be protected through N&C. 

Now, let us turn to the peculiarity of facial recognition. The kind of privacy-invasive 

practice discussed with the appearance of photography implies the recognition of a known face 

from material in a format which can be shared widely and with detrimental effects (‘yellow 

journalism’) (Solove et al. 2006). While people in a given picture could initially only have been 

                                                 
38 In theory, data processing falls outside of the GDPR’s scope when carried out by a natural person in the course 

of a purely personal or household activity. Here however, the natural person asks a data controller to process (e.g. 

store) the data, thus the GDPR should apply, and all the relevant data subjects should have their say. 
39 This is important because, with the data-controller step, private individuals increase the risk that this data, 

which is not (only) theirs, will be exploited or leaked. This step is moreover important if we want to remain 

within the scope of the GDPR, which does not apply in the absence of a data controller on which duties of data 

protection and N&C fall (GDPR paragraph 18).  

Figure 3: IBM’s measurements of a face for the 

creation of a facial recognition template 
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recognized by a limited number of people, the rise of facial recognition software40 drastically 

changes the scope of privacy-invasive photography practices. The increased scope is both in 

terms of number of people who can be identified by the agent, and in terms of the ease of the 

process (i.e. of how much material can be processed within the same time).  

  

Computers do not “see” photos and videos in the same way that people do — they just 

process the data and search for known patterns (see figure 3).41 Facial recognition AI work in 

the following way: First, a template of a face is extracted from a photo which is directly linked 

to a known person — the picture of a mugshot, for example. This template is stored in a 

database with other templates, which will subsequently be compared to the templates extracted 

from pictures one wants to identify people in (Article 29 Data Protection Working Party 

2012(a):2).42 If one is not in this database, one’s face will usually43 come out ‘unidentified.’  

These templates are biometric data and are thus very strictly regulated under the GDPR. 

This is because  

Biometrics in general are immutable, readily accessible, individuating and can 

be highly prejudicial. Face recognition, though, takes the risks inherent in other 

biometrics to a new level because individuals cannot take precautions to prevent 

the collection of their image. Face recognition allows for covert, remote, and 

mass capture and identification of images. (Lynch 2017) 

This immutability and individuating property of biometrics is the reason why, while pictures 

in which people figure (and are recognisable) are personal data, the templates extracted from 

them are sensitive personal data.44  

 While face-recognition is infamous for its possibly abusive uses in China or the US for 

example (Guarino 2016; Privacy International 2017; Burt 2018; Big Brother Watch 2019), its 

use has been regulated in the EU since 2012 (Article 29 Data Protection Working Party 2012(a-

b)). Thus, in the EU the data subject needs to consent45 before being included in a template 

                                                 
40 Facial recognition software may take different forms, such as software, algorithms, Artificial Intelligence (AI), 

etc. I will broadly refer to all these when mentioning about AI. 
41 Source of figure 3: IBM’s ‘Diversity in Faces Dataset’ (2018). 
42 The process includes image acquisition, face detection, normalisation, feature extraction, enrolment and 

comparison. 
43 Except in cases of misidentification (to which women and people of colour are more subject (Lohr 2018)) partial 

identification (where multiple matches are presented), or special cases like identical twins. 
44 Moreover, when biometric data may reveal one’s ethnic origin for example, it benefits from the highest 

standards of protection, falling under the category special categories of personal data in the GDPR (art. 9; cf. also 

paragraph 51, as well as art. 4.14 and 9). 
45 Except for processing on other grounds, such as police’s processing in the public interest (but safeguards still 

apply, and resistance from civil society is strong). Cf. Big Brother Watch 2019. 
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database; moreover, even if the AI initially processes pictures of everyone, it keeps only those 

that match the records of those who consented to it (except in cases where consent is not the 

legitimate ground relied on, e.g. police use), immediately deleting the pictures of faces whose 

consent it lacks (Article 29 Data Protection Working Party 2012(a):5).  

However, more ‘regular’ uses of pictures are not as well regulated, especially storage. 

Photos of people may be stored inappropriately, compared to the sensitivity of the data they 

represent and the impact improper access to them (e.g. because of a hack) could have. This 

raises three issues. First, they are personal data, irrespective of facial recognition concerns, and 

should be treated accordingly. Second, some of the subjects concerned (i.e. the people present 

in a photo) may have consented to be in biometric databases, hence handling their picture 

inappropriately may seriously impact them (more than those who are not in any database). 

Third, the threat of facial recognition applications outside of one’s control, i.e. without any 

form of consent or other legal basis, is real and concerns everyone (Guarino 2016; Chen 

2019).46  

Because pictures are so common and widespread, and because most often no strict rules 

apply to them when they are in the hands of private individuals, they are taken without much 

consideration for the people they capture, and are handled very nonchalantly regarding 

appropriate storage and protection. People regularly store them on the free online storage 

services (such as Google Photos, iCloud, Facebook Albums), thereby agreeing that the storage 

provider acquires certain rights47 with regards to such content. Pictures are thus stored online 

or on personal hard drives, which may be compromised: hard drives may be stolen, photos 

shared publicly on Facebook may be appropriated by others,48 and cloud storage may leak.49  

The point is, photos of people are personal data, and the people whose personal data 

they represent can increasingly be affected by any possible mishandling of their personal data 

in this form — with data-mining techniques and facial recognition AI for example. While these 

photos are multiple people’s personal data, N&C currently only covers a single person’s rights 

                                                 
46 IBM for instance used one million Flickr pictures (uploaded by private individuals under a Creative Commons 

licenses) to fuel the development of its facial recognition AI (Burt 2019; Liao 2019). Although none of the relevant 

data subjects may have been harmed or their privacy violated, many expressed concerns about their indirect 

participation in the technology, which is known to be applied in controversial uses—such as IBM’s helping 

Philippines’ president deathly repressive practices (Joseph 2019).  

Another example is Google Glass, the ‘smart glasses’ which in 2013 raised concerns in the public regarding covert 

filming and facial recognition uses (Livingstone 2013; Henn 2013).  
47 Data controllers thereby often gain, not ownership of the content, but many rights and leeway regarding the use 

they can make of it.  
48 See for example http://stopstealingphotos.com/ (accessed 02/06/2019), a website for photographers whose work 

is being stolen and appropriated by others through social networks. 
49 Cf. iCloud’s 2014 protocol flaw which allowed people to get access to others’ accounts and steal their photos 

— dubbed “the fappening” (or “celebGate”) because of the numerous celebrities’ nudes (Lewis 2014).  

http://stopstealingphotos.com/
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to privacy-protection. The behaviour of this user is designed to be convenient (e.g. storing or 

sharing pictures online), but it often generates a foreseeable privacy externality, a price paid by 

others.  

I will now examine how we can ensure that due care is taken to protect others’ privacy, 

proportionally50 to what is at stake. 

  

                                                 
50 Cf. GDPR’s article 14, which mentions efforts that are “disproportionate” to the data controller’s duty to apply 

N&C in certain cases, as well as the corollary required “appropriate measures to protect the data subject's rights 

and freedoms and legitimate interests” when this is the case. 
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4. Addressing Interdependent Privacy  

In this fourth chapter, I first put the N&C model to the test to see whether it can meaningfully 

be applied to the cases discussed above. I proceed from the assumption that it would make 

sense to apply the N&C model here, insofar as these cases of privacy externalities represent 

clear interferences with the ideal of privacy self-management. Because it quickly becomes 

evident that a straightforward application of the N&C model alone would be very burdensome 

as well as disproportionate, I then explore three hypothetical strategies for the development of 

privacy-protection. 

  

4.1. Applying the N&C Framework 

The N&C model prescribes that data controllers notify all data subjects and request their 

consent (for specific, pre-determined purposes) before51 starting to process their data. 

However, this should only concern those subjects who already want to benefit from the services 

offered by the data controller, such as someone initiating a request to use its services (the user) 

or individuals already using these services (existing users). Allowing the controller to send its 

notice to just any person whose data it got its hands on (e.g. through data leaks) is not allowed; 

it would amount to (illegal) advertising,52 and would burden the myriad of people whose data 

is leaked or disclosed through no fault of their own to reject the service offer. It would moreover 

create perverse incentives for data controllers to offer their users precisely such services that 

disclose other people’s data. 

Therefore, upon reception of material containing multiple people’s personal data, the 

data controller should first compare it with its own database to see whether some of the third-

party subjects affected have not already consented to their data being processed by the data 

controller. When this is the case, following N&C we still expect the controller to approach 

these data subjects to inform them that someone disclosed their personal data53 — especially if 

the controller thereby acquired additional data, the processing of which the subject may oppose 

to. 

Regarding the processing of personal data of subjects whose consent it lacks, the data 

controller needs to be particularly cautious. Indeed, even the mere comparison of this data with 

                                                 
51 Or, at the latest, right at the beginning of the processing if N&C cannot be done otherwise. 
52 A cheap and effective way to reach out to new customers. 
53 Facebook arguably made a step in this direction with its ‘Custom Audiences’ transparency feature, which 

provides the user with information regarding the origin of an ad and the company that uploaded her contact 

information for targeting. This only addresses contact information uploaded by advertisers however, not to one’s 

personal data disclosed by others in general. Cf. Constine 2019. 
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the controller’s own ‘database of consenting data subjects’ amounts to unrequested (thus 

illegitimate) processing according to N&C. Precedence with facial recognition regulation could 

apply here,54 as such processing could be tolerated insofar as the data is used only for this 

purpose of ascertaining the existence of consent, and immediately deleted if no overlap is found 

with the data controller’s database of consenting users. 

Therefore, if we want to be consistent with our current model of privacy-protection and 

apply N&C to the cases of interdependent privacy, then there should be a mechanism whereby 

the data controller, upon reception of material by an informed user, 1) compares it with existing 

databases to determine overlap, 2) notifies existing users of the disclosure of their data, and 

request their consent for its processing if new data is involved. It would then either 3a) extract 

from the material the data it may process, and delete the material itself (e.g. the contact list, 

which contains un-consenting third-party subjects’ data) or 3b) keep the content but delete or 

fully anonymise the data of subjects whose consent it lacks (e.g. render certain faces 

unrecognisable). 

Two things should be noted already. Firstly, the choice between 3a) or 3b) will depend 

on the nature of the content and the use that can be made of it by the controller. For example, 

if for whatever reason it is valuable to the controller to keep a record of each user’s contact list 

in such a form, 3b) will be preferred; but if the sole purpose of the contact list is to access the 

users’ contacts and determine at once who the user can be connected to, the controller should 

favour 3a), because it then does not need the list itself anymore.55 Secondly, in the case of 

uploaded contact lists, note that due to the necessarily interpersonal nature of the material56 the 

data controller already knows from the onset that the content it receives contains the data of 

subjects other than the user — data which is already attributed clearly to distinct data subjects. 

The example of a contact lists upload is helpful because it is very clear in this regard, unlike 

other materials for which it may be less obvious or expectable that multiple people’s data are 

included. If we want to apply the aforementioned mechanism to other contexts and materials 

than cases of necessarily interpersonal data, we may want to add a preliminary step that should 

be performed: 0) analysing the content received to a) determine its nature and whether it 

                                                 
54 In facial recognition software, newly acquired templates are allowed to be compared with those existing in the 

database, only the matching of which triggers the AI to react. When no matches are found, the new templates are 

deleted without further ado (Article 29 Data Protection Working Party 2012(a):5). 
55 In the latter case, not opting for 3a) could perhaps be said to be in contradiction with the controller’s duty to 

only keep data it needs for the offering of its services (data minimization principle, GDPR Art. 5(c)). 
56 Contact lists provide relational data which allows the service provider to connect the user with people she 

already knows. In so doing, the controller necessarily knows that subject 1 (the user) knows subject 2, and can 

reasonably infer that subject 2 also knows subject 1. Contact lists moreover directly hand the personal data of 

the user’s contacts over to the data controller. 
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includes personal data of other data subjects than the user, as well as to b) assign the different 

data points to their relevant subject. 

This mechanism seems technically feasible, but particularly burdensome if carried out 

by a human — especially this preliminary step, which would for instance require reviewing the 

thousands of hour of video uploaded on YouTube every day. It implies that for the sake of 

N&C, data controllers always ought to analyse any content they receive, because it might 

always contain the personal data of people whose data it cannot legally process. Indeed, even 

merely storing the content without analysing it would amount to ‘processing’ the personal data 

of potentially un-consenting subjects (GDPR Art. 4.2.). Given the magnitude of the task, this 

mechanism obviously is no task for humans: algorithms will have to do it. 

If carried out by algorithms, this would be similar to the existing means used to detect 

violent, hateful and sexually offensive content, as well as spam, copyright-infringements and 

so-called ‘fake news.’ None of the algorithms performing these reviewing tasks is fully 

accurate, and the same is foreseeable of the task proposed for the sake of N&C. Instances of 

privacy externalities might not be detected, or conversely many might be falsely detected. The 

mechanism proposed moreover seems very similar to the ‘upload filter’ recently discussed in 

the EU through the notorious ‘Article 13,’ which will in effect require platforms to 

algorithmically analyse all uploaded material to prevent copyright infringements, for which 

they would be liable in their quality of host of the material (Ferrer 2019).  

Besides not being wholly accurate, the mechanism I proposed could thus also share the 

flaws of the copyright-detection algorithm, the most notorious of which is the plausibly 

negative impact on freedom of speech it will have. This is because platforms will likely be 

overly strict and censor material that is fully legitimate, in the fear of missing instances of 

copyright infringement and incurring the resulting fines (EDRI 2017, 2018, 2019). Similarly, 

the logic behind the mechanism I offered above could protect privacy at the cost of impeding 

on other freedoms and societal benefits.  

In conclusion, it is one matter that consistently addressing privacy externalities would 

already greatly impact our lives: it would affect the things we do online (e.g. sharing pictures), 

the digital services that serve us offline (e.g. smart homes), and the activities that affect the 

privacy of multiple persons (e.g. genetic analysis). It is another that, if we use N&C alone to 

address privacy externalities, the only feasible way to address the colossal amount of material 

would be to adopt algorithmic mechanisms, which could foreseeably restrict us even more than 

is necessary — even though what is necessary is already a lot. Our pictures could be forcibly 

blurred before they would be shared on social media (see cover), blogging and other forms of 
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expression would be monitored, genetic analysis would be prohibited, etc. Ultimately, we could 

miss on crucial societal benefits, as innovation would be stifled, free speech57 restricted and 

health research slowed down. Applying N&C to privacy externalities has stringent 

consequences, and relying on N&C unaided is even worse, as it appears to have 

disproportionate consequences. The precautionary principle, which has become part of the 

European spirit,58  states that when a given serious harm is foreseeable, the magnitude of which 

is unknown but plausibly significant, measures should be taken to prevent it. While I cannot 

quantify the risk and magnitude of the harm aforementioned, these appear significant enough 

to warrant applying alternatives or complements to N&C — or at least significant enough to 

warrant even just exploring these alternatives and complements. 

I will now explore three strategies, the first and third of which in effect complement 

N&C, while the second stands as an alternative to it. They are meant to ease the tension between 

our value of privacy-as-control (implemented through N&C) and our practices (which 

sometimes generate privacy externalities). Perhaps can the burden and impact of the 

mechanism I proposed be rendered less disproportionate through the help of some specific 

technological fixes — fixes which would allow us maintain our externality-generating practices 

while upholding our value of privacy-as-control (strategy 1). Perhaps we need to relinquish 

our concept of privacy as control, however, because we could thereby avoid the 

disproportionate impact and burden that follow from applying N&C consistently (and 

exclusively) (strategy 2). Finally, since the systematic application of N&C is too burdensome 

according to our current standards and practices, perhaps it is the latter that needs to change, 

because the value of freedom, instantiated in the concept of privacy-as-control, is more 

valuable (strategy 3).  

 

4.2. Strategy 1: Technological Fixes 

The problems we face regarding information privacy, which is a concept brought about by 

advances in technology in the last 50 years, could perhaps be solved by more and better 

technology. Technological fixes could be designed to lighten the burden of privacy 

management discussed in chapter 3 (so that privacy self-management becomes truly possible) 

and to minimise the impact of consistently applying N&C (so that cases of privacy externalities 

are duly addressed). This would, in effect, not to change our expectations about privacy nor 

                                                 
57 ‘Speech’ here refers to any form of expression, including sharing pictures. 
58 Cf. Recuerda 2006:283; Von Schomberg 2012. 
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our attachment to individual control. This is hence an ideal scenario, because it is one in which 

little change in expectations, standards and practices has to take place. 

I will now introduce two such kinds of technological solutions, one which has been 

offered in the literature already, the other as my own. Both will be technologically feasible, but 

will face serious shortcomings and issues (distinct from the shortcomings of the mechanism 

described above, which they are meant to complement). I will hence cast doubt upon whether 

they are likely to be (effectively) implemented, and in light of this uncertainty, I will consider 

two alternative strategies which we should choose from until these technological fixes happen 

— if they ever do. 

  The first kind of solution examined is the ‘outsourcing’ of the labour of standard 

privacy self-management. This can be done to various degrees — from easing the cognitive 

load to automating decisions — all of which are applied through the establishment of some 

kind of interface where one’s privacy can be managed. A good example of this is Pascalev’s 

(2017) Privacy Exchange Authorities (‘PEA’). 

Pascalev’s concept of PEA is that of a centralised privacy self-management platform. 

This PEA allows the data subject to choose once (and to periodically update) what processing 

of her data she will allow. This is based on information and guidance provided by the PEA, as 

well as carefully-considered trade-offs. The decision for each kind of personal data and each 

different use of it is then stored by the PEA, and a report of these decisions is issued to the data 

controller every time the data subject wants to use its services.  

Thereby, the contract between data controller and user would become more like a 

bargain — each party comes with its own terms, and if no middle ground can be found (e.g. 

the user’s preferences are too strict and the controller’s preferences too broad), no ‘contract’ is 

made, and service is denied. The advantage of this system is that the user can make an informed 

choice once, and have it more or less consistently applied every time after. 

Proposals similar to Pascalev’s have been discussed elsewhere (de Montjoye et al. 

2014; Poikola et al. 2015; Obar 2015:13; Chaudhry et al. 2015; Obar 2015; Lehtiniemi and 

Kortesniemi 2017).59 For the sake of convenience, I address all these as forms of PEA. 

Fundamentally, every PEA aims to make privacy self-management easier regarding (some 

specific) shortcomings of the model — to the extent that it remains ‘self’-management when 

external parties are involved and when choices become automated. They also centralise self-

                                                 
59 Implementations of such PEAs can be found in the following applications: Hub of All Things 2017; Meeco 

2017; Digi.me 2017; Cozy Cloud 2017. 
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management, which allows data subjects to have an overview of how many invasions of their 

privacy they have allowed. This sort of solution is extremely attractive and, in my experience, 

it is also the one people think about first when confronted to the burden of privacy management. 

Indeed, as they automate and ease the privacy-protection processes people go through, PEAs 

seem to only require the creation of a platform and little (if any) change in individuals’ 

practices. They are both simple and convenient. 

However, PEAs face their own issues, and create problems that did not exist 

beforehand. I will here briefly criticise them in six points.  

1. It is difficult, if not impossible, to standardise and codify the privacy-related choices 

in a meaningful way; these choices need to be streamlined and (often) binary so as 

not to create a mess of individual preferences for data controllers (i.e. to maintain 

the societal value of data), and the PEA-like solution will not capture many nuances 

between different choices and behaviours otherwise available.60  

2. Insofar as we intend to retain the concept of self-management as central to privacy-

protection, a PEA will not necessarily increase the proportion of privacy self-

managers. Some individuals will not reflect at all about the different possibilities, 

and will simply choose one option (e.g. for convenience the one allowing for the 

widest range of services, and hence the most intrusive practices) then let the PEA 

do its work. This would make us question to what extent this system retains its core 

value of control, as well as to what extent the user provides informed consent in 

contracts with data controllers.  

3. These systems cannot be offered for free as they require important investments for 

their creation, whereas the existence of the “privacy paradox” shows that most 

people are not willing to pay (or make additional efforts) for increased privacy 

(Kokolakis 2017; Barth and de Jong 2017). If they are not subsidised by 

governments or by big tech (something which creates distinct issues, see point 4 

below), there will thus likely be no widely-accessible PEA. Moreover, a majority 

of services of all sorts (i.e. both websites, smart watches, connected cars, genetic 

research labs, etc.) will have to adopt this model, for it to be deemed attractive by 

data subjects and to be deemed worth the costs of adoption by data controllers. This 

                                                 
60 This is acknowledged by Pascalev (2017:44), who mentions that this will require the cooperation of all major 

stakeholders: legal scholars, ethicists, technology practitioners, privacy advocacy groups, government agencies 

and big data companies. 
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did not happen with the abandoned web protocol P3P — to which Pascalev’s PEA 

proposal is very similar.61 

4. Relying on these systems will create new concerns about power, regarding for 

instance who designs the algorithms automating decision-making, who designs the 

choice architecture, which country hosts the database, etc. Power can be abused —

especially when centralised — and backdoors created, and such fears will be 

directed to whichever company or state builds the system. However, even without 

abuses these PEAs will constitute troves of information and centres of influence 

likely to be the target of major cyberattacks (Lehtiniemi and Kortesniemi 2017:10).  

5. Finally, while some shortcomings of the privacy self-management model will likely 

be solved, and others mitigated by these solutions, others will remain — particularly 

negligent behaviour and privacy externalities. Fundamentally, the framework of 

PEAs remains extremely individualistic: sovereignty is still implicitly granted to 

the data subject regarding the use of the data in her possession, overlooking the fact 

that it often implicates third-party subjects. 

This last criticism is crucial, because even if we solve the other shortcomings of the N&C 

model through PEAs, we cannot meaningfully be said to have privacy self-management if 

others continue to (inadvertently) interfere with it. I think that a PEA can be specifically 

designed to also address privacy externalities, however. Let us now consider such a system, 

with the case of pictures, where we will see some of the other criticisms return. 

  To rephrase what has been said before, pictures can constitute the personal data of 

multiple people at the same time, insofar as these people can be recognised therein (by a 

machine or a human). While the action of taking a picture for private purposes is out of the 

scope of the current legal requirements for N&C, allowing commercial entities to process them 

is not (where ‘processing’ means any action performed on the picture, from storage to analysis).  

Naturally, the user of a storage service like Google Photos could provide at the time of 

upload the contact details of each person in the picture in order for the data controller to conduct 

N&C. Secure mechanisms could even be designed so that this contact information is only used 

for the goals of N&C and deleted afterwards. However, this system would not be sufficient to 

                                                 
61 P3P stands for the Platform for Privacy Preferences Project, a protocol (or machine-readable language) that 

expresses one’s privacy preferences; used by both website and user, it would have automatically compared the 

terms on each sides and determined their (in)compatibility, only prompting a message and thus privacy self-

management when further action is needed. Besides poor adoption rates — privacy was not as prominent in 2002 

as it is in 2019 — P3P also suffered from criticism over its security. Cranor 2002; Stufflebeam et al. 2004. 
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ensure suitable protection to everybody, because — among other things62 — the user is likely 

not to know everyone included in her picture, especially when taking a picture of a tourist 

attraction abroad, for example.  

The adequate solution for solving this challenge is thus perhaps the creation of a 

worldwide biometric database. One would willingly add oneself to this database, which would 

be solely used for the purpose of notifying and securing the consent of those whose personal 

data are put online in the form of, say, photos. Any photo put online would be processed, and 

the templates sent to the database for comparison (and deleted afterwards). Consent requests 

would be sent to the people recognised by the facial-recognition AI, with information about 

the processing (e.g. storage or data mining) and its goals (e.g. private or commercial), as well 

as about the nature of the data controller (e.g. Google) and perhaps that of the user (who 

uploaded the picture) too.  

Assuming perfect accuracy of facial recognition (i.e. no false positives) and an adoption 

of this method that is widespread enough, the event of a detected face not finding its match in 

the database would effectively mean that the relevant data subject does not consent to the 

processing. When consent would be passively lacking or actively refused, the relevant personal 

data would be anonymised. Anonymisation could be achieved by blurring the face of the un-

consenting data subject. However, this would not only ruin many pictures (in the sense of 

altering their artistic and social value), it would also not always fully anonymise the un-

consenting data subjects. Indeed, other clues than faces (especially clothes) together with 

contextual indicators (especially timestamps) may be sufficient to precisely determine the 

identity of data subjects, meaning that adopting the ‘blurring’ strategy would require the 

blurring of potentially important portions of pictures — such as whole bodies (Song and Leung 

2006; Gallagher and Tsuhan 2008). To avoid identification through complex means, as well as 

a blow to the field of personal and professional photography, AI recognition could be misled 

by editing the picture with an artificially-generated face. Nowadays, an algorithm known as a 

GAN can render hyper-realistic portraits of completely fake people;63  these could be used to 

match the posture and attributes of third-party subjects, and replace their face inconspicuously 

— thereby not only anonymising them, but also misleading an observer (machine or human), 

for whom or which the face is the main identifier. 

                                                 
62 Another issue is that the user will not necessarily want to have the approval of everyone in her picture before 

uploading or publishing it online, especially if it’s only for her personal use. Fundamentally, this system would 

still let third-party subjects at the mercy of the user’s willingness to apply third-party subjects’ desires, hence 

maintaining the power imbalance in privacy management. 
63 See the generative adversarial network (GAN) generating faces at https://thispersondoesnotexist.com/ (accessed 

02/06/2019). 

https://thispersondoesnotexist.com/
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Relying on such a technological system would have certain benefits. Currently, when a 

user enters an agreement with a data controller, the concerned third-party subjects are not aware 

that their data is processed, and therefore have no way to express consent or dissent.64 

Moreover, if they encounter pictures of which they are a part — such as on someone’s 

Facebook wall — they lack effective control (and hence, privacy self-management) because 

they usually can at most “give feedback or report” the content. Most personal data posted about 

us by others may pass unnoticed anyway. The method here proposed would thus have the 

advantage that, unlike the current way of handling data, the third-party subjects would either 

be represented in the N&C process (by being sent a consent request), and their data would be 

automatically anonymised were they not to agree, or if they were not able to be contacted in 

the first place. 

While it has its benefits, this method also raises its own issues. People could opt-in for 

the sake of always being alerted of their picture being processed or posted online, but the cost 

would be very privacy-invasive itself. A hack, leak or backdoor in such a gigantic biometric 

database would be immensely more problematic than the leak of Facebook’s passwords, for 

example, because unlike passwords, biometrics cannot be changed, and can be used for identity 

theft or fraud for instance.65 This database could also be abused or repurposed by the authorities 

of the jurisdiction in which it is based  —  a foreseeable instance of ‘control creep’  —  which 

will incentivise different countries to establish their own database, and will weaken the overall 

strategy (which should be based on a single database if people are to be protected worldwide) 

(Innes 2001; Kitchin 2014a).  

Moreover, current face-recognition AI is still imperfect, and especially mis-identifies 

women and people of colour (Lohr 2018; Buolamwini and Gebru 2018). This means that 

exclusively relying on this database could hypothetically lead to people being mis-identified 

and allowed to manage the privacy of others. Many projects of facial recognition or biometric 

databases are being challenged for all these reasons, by civil society or even the employees and 

shareholders of the company developing the tool (Electronic Frontier Foundation 2012; Dent 

2019; Kelley 2019). What we are advertised is a technology that might lead us to some sort of 

utopia (where being a fully-autonomous data subject, managing one’s own privacy, and 

addressing privacy externalities is effortless), but given the current development of such 

                                                 
64 These issues of awareness and power are a tough issue which regularly limit the usefulness of other proposed 

technological fixes, such as Ang et al.’s (2017). 
65 Biometric can be changed to a certain extent, but not in the same way. For example, face surgery could do the 

trick here, but is very expensive. For those who cannot afford it, just one breach of the biometric database is 

enough to ruin things for life. 
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technologies and in light of other consideration such as concerns about abuses, what we are 

sold is a technology that risks very much leading us to some sort of dystopia instead.  

These issues have the consequence that it is not clear whether we should wish for such 

a system in order to better protect our privacy, and whether it would be a proportionate solution; 

maybe the price to pay (the danger of a worldwide biometric leak) is too high already, 

compared to the intended benefits (actual privacy self-management despite other people’s 

negligent behaviour). Moreover, together with some of the issues raised for the above tech fix 

(especially 3-4-5), the issues faced by such an infrastructure mean that, while this solution is 

technically feasible, it depends on various demanding factors (especially trust in the technology 

and a very widespread adoption of it) which will need to be present together for it to work.  

Finally, as this solution is specifically tailored to pictures, it means that similar tools 

should be designed for the other cases, which may be less straightforward to address. If the 

goal is a holistic form of privacy self-management, many instances of negligent and inadvertent 

meddling with others’ privacy would need to be fixed separately, each of which would 

encounter its own obstacles. This is because what should perhaps be framed as a complex (or 

wicked)66  societal problem of ‘negligent behaviour,’ ‘unforeseen interdependence and 

externalities’ and ‘overlooked responsibility’ (cf. strategy 3 below and its duty of care) is 

instead reduced to an issue which can be solved by applying “quick technological fixes,” which 

address the symptoms but not the root cause (Weinberg 1966). 

Thus, we should perhaps revise our expectations while we wait for these tech fixes to 

happen — if they ever do — not only because the technology does not look like it is ready, but 

also because it might also bring with it problems more serious than those which it was there to 

solve in the first place. That is, it solves the problem of burdensomeness of N&C, but not that 

of disproportionality. The reason we considered strategy 1 is because it would be extremely 

convenient to continue living as we do while upholding a model of privacy-protection that 

matches our valued individual freedom. In this case, our way of life generates privacy 

externalities, and our model of privacy-protection is based on the value of individual freedom, 

in the sense of privacy-as-control applied through N&C. We might be better off revising either 

of these two however, because I showed that applying N&C to privacy externalities would have 

disproportionate side-effects, even with technological complements. Let us now examine these 

two strategies in turn. 

 

                                                 
66 Cf. Morozov 2011:281. 
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4.3. Strategy 2: Renouncing Privacy-as-Control 

Perhaps the easiest thing to do, given the difficulty in addressing the challenges to privacy self-

management with tech fixes, is to reconsider what privacy fundamentally is, or, alternatively, 

how we should protect it. To reiterate, (information) privacy has, in this thesis, been understood 

as the relative control over the ways and the extent to which one selectively discloses 

(information about) oneself to others. Considering the challenges to the realisation of this 

concept we have encountered and detailed in the preceding sections, it might be preferable to 

try living without (this kind of) privacy.  

This narrative fits two main strategies, only the latter of which I will discuss at length. 

One strategy would be to abandon privacy altogether, in the spirit of those who proclaim the 

“end” or “death” of privacy (Whitaker 2000; Enserink and Chin 2015, Solove 2008:5). This 

cynical, deflationary strategy would argue along the lines that, while we may have had 

meaningful means of privacy for about fifty years, the factors discussed in chapter 2 (especially 

the growing power of large corpora) have made privacy in the last decade impossible, and that 

it is not a great loss. On this view, most of us cannot have privacy anyway, and it is pointless 

in the digital to pursue era the ridiculous ideal that one can have much privacy. While I mention 

this strategy because it may be socially relevant (given the lack of interest some are thought to 

show regarding privacy (Barth and de Jong 2017; Kokolakis 2017)), I will hold to the 

assumption made earlier (that privacy matters). Therefore, the revisionary strategy on which I 

will focus instead addresses the very definition of privacy and re-thinks the foundations of the 

concept.  

The concept to be amended in this section is that of ‘privacy-as-control.’ What is at 

stake here is the individualistically-framed value of (freedom, conceived as) control which, as 

discussed in chapter 2, has been a core component of the concept of privacy for a long time in 

the West. There are multiple ways to redefine privacy, thus for the sake of illustrating the kind 

of changes that this strategy would entail, let us make a thought-experiment about the possible 

world ‘Enor,’67 in which the degree of control people have over their privacy is much smaller 

than what it currently is for our world. It is not inexistent — control simply is not the core of 

the concept of privacy.  

In Enor, privacy is centred on intimacy. It is not framed as ‘control over the extent to 

which one discloses oneself selectively to the world,’ but rather as ‘being respected as a human 

person in the aspects of one’s life that should remain private, i.e. free from the gaze of the 

                                                 
67 The name Enor has been chosen for its etymology: it is the ancient form in French of the word honour, which 

is tightly linked to the way privacy will be conceptualised here. 
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other.’ These aspects could include, for instance, one’s financial and health status as well as 

photos of oneself in the confines of one’s home, but exclude information about what one has 

said online or information collected within the public sphere. The aspects that are constitutive 

(or not) of individuals’ privacy are decided by the state and not by the individual, although they 

are partly based on pre-existing social conventions — which are adapted to the new situations 

enabled by technology — and although the government is democratically elected. The universe 

of Enor is not very different from ours in terms of practices: people capture and share pictures, 

their personal data and that of others, without thinking about their and others’ privacy. What is 

different is the values on which these practices are founded. 

In Enor, people are not notified about the existence of data processing, nor are they 

required to consent to it. They do not have to care about ensuring their own privacy themselves, 

because the matter of privacy is dealt with by experts, on behalf of the whole population. These 

experts are specialists in the cultural norms of intimacy, and they are the ones to allow or forbid 

certain uses of personal data. 

 In Enor, citizens merely expect that nothing ‘bad’ will happen, because the adequate 

processing of personal data is defined and enforced by the state’s experts. Data controllers in 

Enor, as well as their systems and practices, are regulated and audited. This happens just as the 

state in our own, actual world regulates the construction and provision of goods and services, 

as well as it ensures compliance to the rules through a system of inspections, diplomas and 

seals of approvals. Data controllers in Enor do not rely on the N&C framework, they simply 

go ahead and process the data available to them within the scope of their services. For instance, 

while a ‘smart’ supermarket in Enor cannot communicate the content of its customers’ (healthy 

or unhealthy) purchases to their health insurance, it is allowed to internally process this data to 

train its personal assistant AI, because the latter is considered a ‘fair and legitimate use’ of the 

data by the state’s expert.  

While individuals are not expected to take care of their privacy, there are rare instances 

where they suddenly become aware of a lack of privacy — that is, of intimacy — because a 

data practice allowed by the state’s experts actually makes them feel uncomfortable. In such 

cases, if enough people flag the data practice as uncomfortable or inadequate, a case is brought 

to the experts, who may reconsider their original decision. There thus exists a certain degree of 

control, but it is far from the degree we are expected to exercise in our actual world. 

 

The situation in Enor is not far-fetched. It is certainly more paternalistic than the state 

of privacy-protection in the EU in 2019, but it is a possible world in which we could very well 
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have ended up. It is in the direction which several critics of the N&C model of privacy-

protection advocate for, such as Burt and Geer’s (2017) opinion on “the end of privacy,”68 who 

say that “the future of our privacy lies in how our data is used, rather than how or when our 

data may be gathered. Excepting those who opt out of the digital world altogether, controls on 

data gathering is a lost cause.” 

The situation in Enor has clear advantages and disadvantages compared to our current, 

actual situation. It is less burdensome overall, privacy-wise: individuals do not have to care 

about ensuring the data controllers whose services they rely on are not unfairly exploiting them 

— just like we do not have to care about ensuring the food we buy in a restaurant will not make 

us sick, because there are health and safety standards which are regularly checked and enforced. 

Moreover, in Enor privacy regulation addresses the usage of data, in addition to our current 

situation where what is regulated is mostly its collection. 

The reason this thought experiment was rolled-out was to explore graphically what a 

model of privacy-protection alternative to self-management could look like, because N&C 

appears to be excessively burdensome and to have disproportionate effects. However, strategy 

2 as described in this thought-experiment might face stringent issues. The trade-offs from 

relinquishing our ideal of privacy-as-control should be well-examined, and safeguards 

installed. Part of the crucial benefits of having privacy(-as-control) are that it may be a 

precondition for critical thinking, independence and, ultimately, democracy (Allen 2011:21-2; 

Cohen 2012:144). In a world where the state holds centralised authority over what is 

appropriate and what is not, the shadow of authoritarianism may loom close. Naturally, this 

risk is thwarted by the safeguards put in place, but even in a democratic state this centralised 

power can harm — for instance if the majority allows uses of data that are specifically harmful 

to minorities. 

Strategy 2, just like strategy 1, seduces us with an appealing scenario of a ‘convenient 

lifestyle.’ Here too, the utopia could turn into a dystopia. An important degree of trust would 

need to be at play in these strategies for us to adopt them, as well as carefully-defined 

safeguards. Again, however, let me highlight that these conditions can be met, and that Enor is 

only a non-exhaustive exploration of a specific alternative to privacy-as-control. As less 

paternalistic alternatives exist, we need not go as far in the direction of paternalistic interference 

in our private lives as Enor goes.  

                                                 
68 For a similar position, see also Baeles and Muris 2008; Tang et al. 2008; Nissenbaum 2011; Center for 

Democracy and Technology 2018. Cf. Morozov 2013:299. 
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The Enor thought-experiment was constructed to help examine what relinquishing our 

commitment to (the concept of) freedom-as-control could look like, while maintaining our 

negligent way of life. Let us now consider the opposite strategy, wherein we uphold the concept 

and discontinue some of our practices. 

 

4.4. Strategy 3: Biting the Bullet 

Privacy-as-control is burdensome, and the mechanisms and adaptations proposed in strategies 

1 and 2 are improbable or risky. The strategy to be examined here is one in which we decide 

to bite the bullet on demandingness: on this view, we should not question our attachment to the 

value of privacy and of control, just because consistently applying these values would mean 

burdensome changes to our way of life. Yes, the full downstream implications of adopting the 

N&C model are burdensome, but it is our behaviour we should modify, not our ideals and core 

concepts. Ethics places demands, and we will not flinch. Moreover, the disproportionate effects 

of consistently applying N&C to cases of privacy externalities can be avoided by making sure 

these are not ‘externalities’ in the first place, i.e. by internalising the costs. 

The value being traded-off in this strategy is thus that of convenience; it has hitherto 

manifested itself in the form of burdensomeness. It is relevant in the equation because it is 

omnipresent, from the efforts we are already expected to make to control our privacy, to the 

efforts we would be expected to make to protect that of others, to the changes that alternatives 

to N&C require. It would be difficult to set the hypothetical threshold from which a given goal 

or value could be said to be too cumbersome to implement. Instead, I will again make a thought-

experiment (the possible world ‘Unith’69), this time where people are serious about privacy — 

theirs, as well as that of others — and about their commitment to individual control. Again, the 

purpose of relying on a thought-experiment is to give a sense, experimentally, of what 

following this strategy could look like. 

 In Unith, people allocate a certain amount of time per week to the examination of 

privacy policies, in order to carefully select those services which lead to reasonable trade-offs. 

People are educated at school about the intricacies of privacy self-management, and are then 

expected to manage their privacy themselves — just as they are expected, from 18 years of age, 

to fully read and understand contracts before signing them, for example. Individuals are thus 

well-aware of the trade-offs they agree to, when they do. While not everyone cares as much 

                                                 
69 The name Unith refers to the possible world’s unity (concordance) between their values and their acts. 
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about their own privacy, everyone does care about not infringing on the privacy of others — 

this is what is socially and legally expected.  

In Unith, people do take pictures — even of the public sphere — but when they capture 

the face of others, they often ask their consent beforehand. When that is impossible (in the case 

of photographing moving crowds, for instance) or when they deem it too burdensome, they still 

blur parts of the picture to anonymise un-consenting data subjects before sharing the picture 

online or submitting it to the processing of a data controller. They typically genuinely care 

about not violating the privacy of others, but when, for some reason, that is not respected, they 

are reminded by others. There is thus in Unith a societal expectation of respect of each other’s 

privacy, a sort of duty of care for others that is so important that it extends to their privacy. 

Therefore, what was previously an externality is internalised, in the form of additional efforts 

and of lower quality of practices — such as taking the time to blur certain parts of one’s 

pictures. 

People can take out insurance for their privacy and for the harms resulting from damage 

done to it,70 and insofar as one handles other individuals’ personal data (and thus potentially 

damages their privacy), one incurs the legal responsibility of taking due care. Moreover, while 

the model of N&C still applies in the form of a contract, it is far more inclusive than the model 

in our actual universe, as contracts always take third-party subjects in consideration besides the 

user. Regarding the disclosures of third-party subjects’ data that are unavoidable (such as 

talking about someone’s private affairs in an online conversation) either it happens through the 

services of a data controller that is known to have committed to not exploiting such data (one 

which, for instance, has implemented P2P encryption in online communications), or the people 

disclosing such data do so knowing that they incur the responsibility for what happens to the 

data. That is, they are liable for the damage their acts may bring upon the privacy of others.  

In Unith, great care is taken with material which affects the privacy of multiple persons 

and for which it is impossible to notify and gather the consent of every affected data subject. 

Most often, this material is simply altered to anonymise those who did not or cannot provide 

consent; sometimes however, this material is simply destroyed. This is the case of commercial 

genetic analysis results, after they have been produced and directly used on the ‘user’ — and 

only for purposes that affect her only. This is because genetic records affect the privacy of the 

whole chain of dead, living and future descendants, which cannot (or not without difficulty) be 

notified or give consent. Indeed, as already noticed by Manson and O’Neill (2008:119), “all 

                                                 
70 For instance, MacCarthy (2011:32) identifies five possible harms resulting from indirect disclosure of 

information: invidious discrimination, group injury, inefficient product variety, restricted access to products and 

services, and price discrimination). 
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DNA information is potentially linkable, none of it can be irreversibly anonymised,” and 

requiring the consent of all relevant actors “would also put an end to virtually all genetic studies 

using lawfully held samples and data.” In cases of doubt, the precautionary principle therefore 

rules in Unith, and the material is either destroyed before it can harm, or not created in the first 

place. 

Just like with the GDPR however, a certain balance between privacy and the societal 

benefits from processing of personal data is sought in Unith: while commercial processing of 

data is tightly restricted by the duty of care mentioned above, the private, public, academic, 

journalistic and artistic fields are less restricted by it. They remain very concerned about 

privacy however, and the data of their subjects they examine, cover or address is extremely 

well-protected.71 This allows a certain degree of research and press coverage, and prevents a 

too slow rate of scientific development (compared to the situation where they would have a 

private market for research), these fields are well-funded by the state. This allows people to 

benefit from advancement in fields where the privacy of many is impacted (such as genetic 

research) without risking the dangers faced in the current, actual world where corpora are 

increasingly getting their hands on all sorts of data. 

Concretely, a transition to Unith would be very burdensome. It would mean adopting 

new standards, enforcing legal and social expectations, as well as abandoning certain practices 

that necessarily impact the privacy of others. It would increase the complexity of privacy 

management, and require considerable efforts from individuals. It would be the end of carefree 

photography, and it could still have important consequences in terms of slower societal 

development. It would also somewhat impact freedom of expression, because of the increased 

complexity of carrying out certain practices, and because criticising others online would be less 

easy — we would be liable to a greater extent for defamation, for example.72 This casts doubts 

about the proportionality of this strategy compared to the issue at hand. This transition to Unith 

appears very burdensome73 only in light of our current expectations and practices however, i.e. 

in light of the relative convenience of our current way of life. Perhaps it is the latter which is 

in the wrong: perhaps we should have been more considerate of others’ privacy from the start, 

perhaps deeply caring about privacy should be the norm. 

Unith was sketched in order to explore what we should amend in our way of life to ease 

the tension between our commitment to privacy-as-control and our externality-generating 

                                                 
71 Cf. GDPR paragraph 153, and art. 85. 
72 Cf. GDPR art. 85. 
73 This is a demandingness argument (cf. for instance Hooker 2009). Given we are here trading privacy (a 

fundamental right) off, this argument only has normative ground based on the proportionality and plausibility of 

the solution and its alternatives. 
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practices. The situation in Unith appears more burdensome than in Enor (but it also appears 

less demanding of a change, for what matters). While in Unith privacy-as-control is still central, 

the problem of privacy externalities is treated at the source (with a duty of care), preventing 

them instead of treating them through N&C, thereby precautionarily avoiding the 

disproportionate side-effects of consistently having to apply N&C. 
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5. Blending the Strategies: A Suggestion 

In summary, we have examined three strategies describing possible directions to follow 

alternatively or complementarily to N&C. They were framed as upholding either or both of the 

values ‘freedom’ (insofar as instantiated in the concept of privacy-as-control) and 

‘convenience.’ Crucially, they were intended to address privacy externalities in a way more 

proportionate than what relying on N&C alone affords. However, ultimately, while strategy 3 

fared well on this aspect by confronting the source of the problem (the duty of care we currently 

do not perform), strategy 1 and 2 were more successful in tackling the burdensomeness 

problem.  

These strategies have their benefits and drawbacks; the duty of care from strategy 3, for 

instance, has the advantage that it addresses particularly well the problem of privacy 

externalities, but at the expense of increasing the burden of privacy management for everyone. 

It is possible to view the directions these strategies take as compatible, however — especially 

if they are only complementary to N&C (strategy 1 and 3), not alternatives to it (2). Given that 

none of them seems able to solve privacy externalities on their own without potentially 

disproportionate side-effects, observing the precautionary principle might require from us that 

we mix them and take the best of each world — and this is what I suggest here. 

By framing from the start the issue of privacy externalities as an morally-loaded social 

issue rather than simply as a technical issue of excessively-wide sharing of data, I have also 

framed what, accordingly, appears to be the most adequate solution: Data practices should, one 

way or another, reflect their true costs, and privacy externalities should therefore be 

internalised. From the three strategies considered, making individuals accountable for the 

externality generated by their behaviour — i.e. for their damage of the privacy of others74 — 

appears to be the best way to address the phenomenon. While individuals would have a duty 

not to share third-parties’ data without their consent, data controllers would be responsible for 

not requesting it. These duties of care would then be supplemented by three things:  

- a certain degree of technology, to ease the burden (without, however, 

miraculously making it go away completely),  

- a certain regulatory oversight regarding the uses of personal data that should not 

be allowed in the first place, because necessarily too harmful to others, and  

                                                 
74 This would be similar to the fact that, e.g. the insurance of reckless drivers does not cover them when it can be 

shown that their negligence led to the damage.  
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- a certain adaptation in our practices — those practices which remain too 

problematic despite the increased accountability and technology, and which are 

too complicated to regulate and/or too beneficial. 

This blend moreover kills two birds with one stone, insofar as it would appropriately 

address both the issue of privacy externalities which the N&C model alone cannot solve 

without disproportional side-effects and the issue of burdensomeness for which this model is 

criticised in the first place. The suggestion I make thus essentially amounts to upholding N&C 

while complementing it. While I have been critical of the N&C model of privacy-protection, I 

do not deny the importance of individual control — I only argue that, unaided, it cannot solve 

the issue of privacy externalities. 

Chart 1 below compares graphically the possibilities I have examined to protect privacy 

adequately: N&C (alone), strategy 1 (tech fixes), 2 (government taking care of privacy) and 3 

(duty of care), as well as the blend I am suggesting. The factors are: 

- ‘how much in control one (really) is of one’s privacy, in this model.’  

- ‘how disproportionate this model — and its side-effects — is if adopted only 

for the sake of addressing privacy externalities’ (i.e. disproportionate compared 

to the issue of having only imperfect privacy-protection). 75 

- ‘how burdensome it is for the individual to achieve full privacy-protection in 

this model’ (i.e. including privacy externalities). 

 

 

 

 

 

 

 

 

 

                                                 
75 Analogously, what could also be taken into account is ‘how demanding of a change it would be to switch 

from N&C to this model.’ 

Control

BurdensomenessDisproportionality

N&C

Strategy 1

Strategy 2

Strategy 3

Suggestion

Chart 1: Graphic Comparison of Possible Models of Privacy Protection 
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While models on this chart are subjectively gauged (since the factors cannot be quantified and 

measured precisely), this chart is only intended to communicate visually the superiority which 

I take my suggestion to have, as it appears to secure the value of control while faring better 

than any of the other models alone. 

Further research is required to reinforce the suggestion I make. As a matter of fact, it is 

not detailed enough yet to be anything more than a promising lead, and I will elaborate below 

on the points for which research is particularly needed. However, I first want to highlight to 

anyone willing to carry my suggestion further that questioning the societal, legal and 

philosophical value of privacy itself was out of the scope of this thesis, and hence that my 

suggested solution was made under the assumption that privacy matters. This is another reason 

why it is preferred to, say, a deflationary strategy whereby we simply loosen our concern for 

privacy. That assumption needs to be accounted for if we raise the issue of privacy externalities 

to a debate, for the latter may represent less of an issue to those who do not take the value of 

privacy for granted — especially in the face of the efforts required to consistently protect its. 

 To those willing to elaborate on my suggestions, further work is needed to determine, 

among other things, the extent to which one would be responsible for privacy externalities, the 

kind of legal (or merely social) expectations of due care, the threshold at which one becomes 

accountable, and the extent to which our convenient and sometimes necessary practices need 

to be amended. Inspiration could plausibly come from the legal application of the duty of care 

between private individuals — especially in the context of insurances (e.g. Peck 1960) and of 

bioethics (Weaver 2016), I believe. It could also come from the field of economics, where 

appropriate methods have been developed to address externalities,76 and where game theory is 

strongly developed.77 Other promising paths include Helen Nissenbaum’s work on privacy as 

contextual integrity (Nissenbaum 2004),78 existing work on the impact of ‘privacy harms,’79 as 

well as the eight criteria examined by the Supreme Court of Tenessee in the due care case of 

                                                 
76 Cf. Laudon 1996. 
77 Cf. Biczok and Chia 2013 and their Interdependent Privacy Game (regarding Facebook apps), and Humbert et 

al.’s (2015) game-theoretic approach to genetic privacy (in family setting). 
78 Cf. Hull et al. (2011) who specifically apply Nissenbaum’s work to interdependent cases of privacy. Cf.  also 

Manson and O’Neill’s focus on obligations of confidentiality, which “can make clear demands even where there 

is no explicit professional or contractual relationship” (i.e. even between private individuals), as well as on 

“systems of accountability” (2008:124-5). 
79 Foreseeably, relevant harm could include monetary or reputational harm, whether definite or probabilistic (i.e. 

risk), time (lost dealing with the problem), or harm less tangible such as loss of dignity and emotional distress. 

Importantly, given important losses of privacy be distributed in inconspicuous small doses for multiple 

individuals, aggregated harm, as well as harm harm to society at large, would also be taken into consideration 

(Nisenbaum 2010:242-3). See MacCarthy 2011:59-62; Redden and Brand 2017. 
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1995 (McCall v. Wilder, 913 S.W.2d 150, 153).80 To assess whether due care was taken, the 

court examined: 

• the foreseeability of the harm or injury; 

• the possible magnitude of the potential harm or injury; 

• the importance or social value of the activity engaged in by the defendant; 

• the usefulness of the conduct to the defendant; 

• the feasibility of alternative conduct; 

• the costs and burdens associated with the alternative conduct; 

• the relative usefulness of the alternative conduct; 

• the relative safety of the alternative conduct. 

These criteria could help determine to what extent one should be held accountable for the 

damage negligently brought on others’ privacy, and the proportionality of the measures that 

could have prevented it. Moreover, Nissenbaum’s norms of “appropriateness” and of 

“distribution” would help determining in more detail in which contexts the duty of care really 

matters to the point that negligence should be sanctioned81 (Nissenbaum 2004:120, 122). 

However, this should probably not be set in stone, as social expectations and norms of 

appropriateness evolve — a prime case (though one in which the evolution was forced) being 

the expectations of privacy in a world of ubiquitous photography, compared to when the 

technology appeared.  

Finally, the solution I propose should plausibly be coupled with MacCarthy’s (2011) 

solution of ‘unfairness framework,’ which remains today the most comprehensive account of 

the issue of privacy externalities (though MacCarthy’s concept of the latter only concerns 

category (4) of the four categories of interdependent privacy discussed in chapter 3 (2011:25) 

— the category on which I focused the least). MacCarthy’s unfairness framework reflects 

strategy 2 which says that data use, rather than just its collection, should be regulated. This 

framework is intended to guide policy-makers in distinguishing the kind of uses of personal 

data for which the data subject’s consent is relevant, from those uses where consent is not 

relevant at all (i.e. uses which are so socially harmful that they are impermissible, and uses that 

are so important to society that one’s lack of consent is irrelevant).82 

                                                 
80 MacCarthy (2011) has also established a framework (of “unfairness) which takes into consideration most of 

the criteria used in the court’s case on due care, which he based on the FTC’ under-used Unfairness Authority. 
81 For example, a preliminary reading would suggest that one should not be accountable for externalities of 

networked privacy (where information about the user can be inferred from her network through the principle of 

homophily), to the contrary of uploading pictures that include recognizable people without their permission, or 

sharing one’s genetic data with commercial parties without consulting one’s family beforehand.  
82 A similar framework has been proposed by Cate (2006). 
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There is thus considerable work left for further research. However, despite the work 

remaining to be done, if my analysis of the issue at hand is correct, my contribution to the 

philosophical, societal and legal debate on privacy could prove very valuable. This would be 

the case insofar as I raised an issue hitherto not noticed in its entirety which, ultimately, 

threatens the very possibility of privacy self-management, and insofar as the way I analyse and 

frame this issue clarifies in what sense it is an issue at all, as well as how it should be addressed. 
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6. Conclusion 

The concept of privacy, how it is protected, and the practices that surround it, are recurrently 

being scrutinised by academics, regulators and the industry, as new practices appear. However, 

most of the debate has hitherto focused on individuals (what they need to do, what their rights 

are, the impact that certain practices have on them, etc.) and data controllers (what their duties 

are, what they actually do behind the scenes, etc.). Privacy protection is often reduced to a 

relationship between these two actors, and the only other third-party actors discussed — if at 

all — are commercial (e.g. data brokers) or governmental (e.g. the police or regulators). 

In contrast, in this thesis I have tried to show that other actors — private individuals — 

should also be included in the picture, because appropriate privacy-protection cannot be 

achieved without taking them into account. Because the impact that these third-party subjects 

have on one’s privacy is currently not addressed, one cannot realistically attain the ideal of 

privacy self-management — which is already threatened (insofar as it is supposed to be a 

fundamental right available to all) by the burden of self-management. 

Privacy self-management is currently only an ideal, not a reality. Regardless of how 

someone copes with the burden of privacy self-management (controlling how much one 

discloses about oneself to others), one has little control over how much others disclose about 

oneself. This is because in some aspects, privacy is fundamentally an interdependent matter, 

whereby privacy externalities can be imposed on others by an individual; this is something 

which is has often been overlooked, and which has therefore been left unregulated. Following 

the historical development and conceptualisation of information privacy, the most logical way 

to govern this ‘new’ aspect of privacy would be to increase and expand measures of N&C. 

This, however, would greatly add to the aforementioned burden, and would only be possible 

through the use of algorithms, due to the scale of the phenomenon (i.e. as digital material is 

uploaded at a rate impossible for humans to manually supervise). Algorithms of this kind 

(especially those to detect copyright violations) are being criticised for being imperfect and 

having negative societal effects (mainly on free speech), and could thus have disproportionate 

side-effects. 

I tried to show the magnitude of the phenomenon of interdependent privacy, addressing 

at length two cases in particular (contact lists and pictures). Together with the other cases 

raised, these showed how diversely the issue can manifest itself, and the kind of impact it can 

have. I termed this impact on third-party subjects’ privacy an ‘externality,’ already having a 

solution in mind to internalise it. To arrive to that solution, I first explored three models of 

privacy-protection alternative or complementary to N&C. The suggested solution itself took 
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the best of each world (i.e. strategy), which turned out to have each three a different propensity 

to address either the ‘burdensomeness’ or the ‘disproportionality’ issues.  

Therefore, I can now answer my research question, which was “To what extent can the 

N&C model of privacy-protection address, unaided, the issue of privacy externalities, and what 

could (or should) supplement it in this task?” Although the framework of N&C can to a certain 

extent be applied to the reality of interdependent privacy, to do so would only add to a burden 

of privacy management which is already too high, and could moreover have disproportionate 

consequences. A plausible solution, if we are to address the interdependent aspect of privacy 

and its invisible costs (externalities), is to complement Notice-and-Consent with a framework 

of individual accountability, coupled with regulation and technology aimed at reasonably 

alleviating the burden, while adapting the practices which cannot be solved by those three to 

the demands of privacy. N&C can remain a major tenet of privacy-protection, but it should not 

be the only one; while N&C is crucial for the ‘collection’ aspect of data, accountability should 

complement it to address the ‘use’ aspect. Although the solution I suggest is only a rough sketch 

and a lot is left to further research to carve out the details, this direction is very promising. 

The main contribution this thesis makes to the (societal, philosophical and legal) debate 

about privacy is therefore threefold. Firstly, it raises the issue at hand, i.e. that we cannot 

meaningfully be said to have privacy self-management if others continuously, inadvertently 

and in very different ways damage our privacy.83 Secondly, it accurately frames this issue so 

that it reflects its complexity, i.e. the generation of externalities due to a failure to perform 

one’s duty of care for others. Thirdly, it suggests and sketches the direction we need to follow 

to adequately respond to it, i.e. socially and legally expecting from people that they perform 

this duty of care, easing the burden of privacy management, and amending some of our 

practices.  

This thesis intended to engage in the debate about privacy in a way that encourages 

reflection about the very foundations of the concept and the way it has hitherto been protected, 

and it has achieved this goal. The N&C model is deeply limited, and therefore inadequate to 

ensure real privacy-protection for everyone — not only because it currently overlooks a wide 

range of stakeholders in the way in which it is applied (a problem of enforcement) but also 

because, fundamentally, it cannot solve the problem of privacy externalities unaided. The 

concept of privacy-as-control, the expectation of privacy self-management, and the way these 

are implemented through a model of privacy-protection that mostly relies on N&C should be 

                                                 
83 This thesis also incidentally serves as a compilation and generalisation of most of the literature on the topic, 

which hitherto remained scattered and specific to one application or context. 
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thoroughly questioned. Under the light brought about by this thesis, the very idea and 

expectation of self-management become problematic, as they overlook an aspect of the 

individual’s privacy that necessarily depends on others and which allows for the creation of 

privacy externalities. Privacy self-management as it currently is implemented does not, and 

cannot alone, provide everyone with meaningful control over their data.  

While this conclusion is tailored to the context of privacy protection, a similar narrative 

could be perhaps be applied to other contexts where the liberal, individualistic framework that 

is prevalent in the West has imbued the individual with a number of rights — and duties — to 

self-management. If it is assumed in those cases that individual freedom (conceived as control) 

alone allows for better protection than other (complementary or alternative) means, that 

assumption is seriously challenged by the criticism of privacy self-management voiced here. 
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