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“The question is not whether intelligent machines can have any emotions, but whether machines can 
be intelligent without any emotions.” 

 
-  Marvin Minsky, 1988 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Abstract 
Research on emotion technology in artificial intelligence is taking off, but there has been less attention                
on the possible applications of emotions and emotional intelligence in artificially intelligent systems.             
Reviewing contemporary literature, this thesis provides a comprehensive overview of emotion in            
humans, affective computing and modern emotion technologies. Additionally, recent literature is           
synthesized to provide key areas that could and should benefit from emotionally intelligent systems. It               
is concluded that especially in healthcare, education and customer service, future emotionally            
intelligent systems may thrive.  
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Introduction 
_______________________________________________________ 
 
Artificial intelligence is taking its place in the daily lives of most people. Be it through giving voice                  
commands to Siri, receiving a tour from a robotic museum guide or being assisted by online chatbots,                 
people interact with artificial intelligence regularly. Even when this is not made explicit, people often               
realize in their communicative efforts that they are not dealing with a human. This is because                
artificially intelligent systems lack one important attribute: emotion. 
 
Multiple scholars recently noted the severe deficiency of research into how emotions should and could               
be implemented in intelligent systems (Fan et al, 2017; Franzoni et al., 2019). Even though emotion                
recognition and expression techniques seem to become more impressive and complex every day, little              
research has been done into how emotion can be applied in AI. This thesis aims to provide an                  
overview on contemporary emotion technologies and their applications. It will answer the following             
question: 
 

“To what extent can emotional intelligence be incorporated in artificially intelligent systems?” 
 
Because a part of the field of artificial intelligence aims to mimic human cognition, it is important that                  
there is a solid understanding of how the brain works. Therefore, this thesis will start off with trying to                   
define human emotion in chapter 1. Also discussed is how emotions can affect human behavior and                
how human emotional intelligence is defined. Since human emotions are a very broad topic, the               
chapter will only concentrate on aspects that are relevant in the following chapters. Secondly, chapter               
2 will cover contemporary theories, technologies and methods that encompass emotion in artificial             
intelligent system. It reviews the modern conventions in affective computing, and reports on relevant              
technologies in artificial intelligence, including but not limited to emotional speech recognition and             
facial expression generation. Lastly, chapter 3 will concisely address key areas that could benefit from               
emotional intelligent systems. 
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Chapter 1. Emotion in humans 
_______________________________________________________ 
 
To be able to discuss emotion and emotional intelligence in machines, it has to be clear what those                  
terms mean. This first chapter aims to provide a short overview of emotion theory, emotion influence                
on human behavior and the definition of emotional intelligence in humans. 
 
1.1 Defining emotions 
 
Ever since the very first scientific attempt to define emotion by William James in 1884, countless                
arguments have been held on what is arguably one of the longest-lasting discussions in the scientific                
world (Akgün et al., 2010; Mulligan & Scherer, 2012). Carroll Izard (2010) carried out an experiment                
in which she interviewed thirty-five notable scientists from varying disciplines related to emotion             
research, and asked them to give their definition of emotion. The scientists were not only reluctant to                 
define emotion, but their wildly different responses also showed that defining emotion is terribly              
complicated and open for different interpretations. 
 
There are however some properties of emotion that are widely recognized. Emotion is an individual’s               
reaction to events in one’s environment or to their own actions. Emotion is dynamic; it evolves or                 
devolves over time, but it does have a beginning and an end. Emotion consists of at least an individual                   
subjective experience and a physical response, be it through a facial expression or an elevated heart                
rate. Related to this, emotion may prompt certain behavior (Mulligan & Scherer, 2012; Izard, 2010;               
Akgün et al, 2010; Adolphs & Anderson, 2018). The physical response could be further divided into a                 
motor expression component and a neurophysiological component, just as the subjective experience            
could be divided into a motivational component and the actual subjective feeling (Scherer, 1984).  
 
1.1.1 Feelings and moods 
In everyday language, emotions, moods and feelings are often used interchangeably. However,            
scientifically, they are wholly different terms. Friedenberg & Silverman (2015) define feelings to be              
“the subjective experience of emotions” (p. 302). A feeling is what someone actually feels inside               
when experiencing an emotion. Others can deduce the emotion someone is going through based on               
looks and expressions, but will not be able to deduce feelings since they are entirely personal and                 
subjective.  
 
Moods are, very simply put, stretched out emotions. They are much longer in duration than emotions,                
but not as intense as emotions can be. Friedenberg & Silverman (2015) introduce the example of a                 
student receiving a good grade on a test; it will put him in a ‘good mood’ for the rest of the day, while                       
the actual emotion of happiness would probably only last a few minutes. 
 
1.1.2 Emotion classification 
The two leading theories on how to classify emotions are the basic emotion theory (BET), introduced                
by Paul Ekman in 1992, and the theory that emotions can be classified in terms of two or more                   
dimensions (Cowen & Keltner, 2018; Mustafa et al., 2018; Dubois & Adolphs, 2015).  
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Ekman’s now famous paper from 1992 introduced six basic emotions: anger, fear, sadness, enjoyment,              
disgust and surprise. To define these six cornerstones of human emotion, Ekman listed nine              
characteristics that distinguish them from each other and from other affective states, such as feelings               
and moods. For instance, basic emotions must have a quick onset, should have a distinctive               
physiology and also should have distinctive universal signals that can be understood in any culture.               
Five other emotions (contempt, shame, guilt, embarrassment and awe) were put forward at the time as                
possible candidates to be classified as basic emotions. Recently however, Keltner and colleagues             
(2019) synthesized academic work on BET and composed a list of twenty-four distinct emotional              
states, all modalities considered. This list includes emotions such as gratitude, relief, sympathy and              
triumph.  
 
The other leading theory is one introduced by Russell (1980). Drawing on the ‘emotion wheel’ of                
Plutchik (1980), Russell proposes that all emotions can be defined along two dimensions, and can               
therefore be placed in a two-dimensional space (something he later came to call the Affect Grid                
(Russell et al., 1989)): that of pleasure-displeasure, or valence, and of high arousal-low arousal              
(Figure 1). They also suggest that these two concepts are never seen as independent, but instead form                 
one emotion, just like hue and saturation form one color. For example, anger is high-arousal and                
low-valence, while enjoyment is high-arousal and high-valence. 

Figure 1. The arousal-valence model (adapted from Russell, 1980) 
 
 
1.2 Emotion and human behavior 
 
1.2.1 Facial expression, physiology and vocal properties 
It falls outside the scope of this thesis to pick and defend a side in the debate on the categorization of                     
emotions. However, the recognition and expression of different emotions is a substantial part of what               
is to come in this thesis. The facial, physiological and vocal properties of emotions are arguably the                 
most defining and definitely the most used properties in emotion recognition and expression             
(Vinciarelli & Mohammadi, 2010; Mustafa, 2018). Therefore, some of the more defining facial,             
physiological and vocal properties of the six original basic emotions are presented in Table 1 below.                
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While physiological properties are without a doubt excellent indicators of certain emotional states,             
they can and will rarely be used. This is because measuring them can only be done in ways that are                    
fairly intrusive to the user in question, which is often not practical in real-world scenarios.               
Nevertheless, to provide a full overview, they are included in Table 1. 
 

Emotion 
Facial expression  

(Keltner & Cordaro, 2015; 
Brave & Nass, 2002) 

Physiological signs 
(Shu et al., 2018; Wibawa 

& Purnomo, 2016; 
Gilchrist et al., 2016; 
Siedlacka & Denson, 

2019) 

Vocal properties  
(Bachorowski, 1999; Scherer et al., 

2003; Chong et al., 2018; Liu & 
Xu, 2016; Murray & Arnott, 1993) 

 
Anger 

 
Eyebrows curled down, eyes 
wide, hard stare, lips close 
together, dilated nostrils 

 

 
Increased HR, 
increased SCR, 
increased RR 

 
Higher fundamental frequency, 
higher intensity, slightly faster 

talking, tense articulation 

Disgust Eyes narrowed, lips 
separated, nose wrinkled, 

raised cheeks 
 

Decreased HR,  
slightly increased RR 

Lower frequency of first 
formant, slower talking, lower 

pitch average 

Enjoyment 
(happiness) 

Duchenne smile, eyes 
relaxed, raised cheeks 

Decreased CO, 
increased RR 

Higher fundamental frequency, 
higher intensity, slightly faster 

talking 
Fear Eyebrows and upper eyelid 

raised, lips separated and 
stretched, forehead wrinkled 

 

Increased HR, 
decreased FT, 

 increased SCR 

Higher fundamental frequency, 
faster talking, higher pitch 

average 

Sadness Eyebrows up, lip corners 
down, lower lip raised 

Lower level of oxygen 
in blood 

Lower fundamental frequency, 
slower talking, lower intensity, 

slurring articulation 
 

Surprise Eyebrows and upper eyelid 
raised, mouth opened, jaw 

dropped, pupils dilated 
 

Increased SCR Raised pitch 

Table 1. Ekman’s six basic emotions along with some of their physical and physiological properties. HR = heart rate, SCR = 
skin conductance response, FT = finger temperature, CO = cardio output, RR = respiration rate 

 
1.2.2 Learning and memory 
Emotions can have a considerable impact on memory and, as a result, on learning as well. Several                 
studies stress the existence of cognitive processes involved in memory which are enhanced by              
emotional arousal. People also pay more attention to stimuli that are emotionally loaded than neutral               
stimuli, thus consolidating them in the long-term memory (Kaplan et al., 2015; Tyng et al., 2017;                
Earles et al., 2015). This is not limited to episodic memory of events in the past, as Hostler et al.,                    
(2018) points out: prospective memory performance is also enhanced when presented with positively             
rated emotions. Gluck et al. (2016) also describe an experiment in which a group that was emotionally                 
aroused during the experiment were better in remembering the events of a video shown during the                
experiment than a group who were not. This is however not the only reason that emotional events are                  
often easily stored in and retrieved from memory. People think and talk more often about highly                
emotional events, probably because there is a high chance they are life-defining moments (e.g. hearing               
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about the loss of a relative). By doing this, the original memory is strengthened and more easily                 
remembered (Kaplan et al., 2015; Gluck et al., 2016). 
 
Another effect of emotion on human memory is the so-called mood congruency of memory effect.               
People in a certain mood or emotional state, will find it easier to retrieve memories that match that                  
same mood or emotional state (e.g. a sad person will remember something sad). This is especially                
apparent in clinically depressed patients, who will - already being in a sad mood - recall even more                  
unhappy memories, which will lead to even more sadness, etcetera (Gluck et al., 2016). A closely                
related effect is that of mood-dependent memory. Here, the recall of memories will be better when the                 
mood at recall matches the mood at the time of learning (e.g. a sad student will remember the material                   
he studied when he was sad). The difference between the two effects is minimal, but both further                 
underline the importance of emotion in learning (Friedenberg & Silverman, 2015; Lewis & Critchley,              
2003). 
 
1.3 Emotional intelligence 
 
When interacting with other people, we often deal with the emotions of others. Being able to see the                  
world through someone else’s eyes is called having empathy. It is the “ability to imagine what                
someone else is thinking and feeling in a given situation” (Ioannidu & Konstantikaki, 2008, p. 2).                
Emotional intelligence is a step ahead of having empathy, and comprises of the ability to not only                 
recognize and emphasize with the emotions of others, but also to understand and manage them. It is                 
also about personal emotions - being able to cope with them and regulate them (Roth et al., 2018;                  
Mattingly & Kraiger, 2019). Miners et al. (2018) add to that the “ability to reason accurately about                 
emotions, and to use emotions and emotional knowledge to enhance thought” (p. 87). Having high               
emotional intelligence often also means an increase in the quality of social relationships (Mayer,              
2004; Miners et al., 2018).  
 
The above however is an example of one of two models of emotional intelligence. The ability-based                
model, as described above, states emotional intelligence as being a combination of abilities and              
behaviors that help someone in recognizing and managing their own and others’ emotions. (Mattingly              
& Kraiger, 2019). The other side of the debate is called the ‘mixed-model’, which suggests that                
emotional intelligence is less of an ability, but consists of several competencies that together will help                
in successfully coping with different situations, such as emotionally dealing with others. Ioannidu &              
Konstantikaki (2008) composed a list these competencies, which includes being able to control own              
emotions and recognizing others’ emotions. 
 
However, Mattingly and Kraiger (2019) rightfully point out that this mixed-model approach is often              
criticized for being too broad and hard to validate. The argument against the ability-based model is                
somewhat similar, because it remains unclear whether emotional intelligence can actually be defined             
as just a set of abilities. Despite these criticisms, a better model is yet to be introduced, and both                   
models provide useful quantifiable measures that could be implemented in computational systems.  
 
1.4 Conclusion 
 
Even though the concept of emotion cannot be defined in a single sentence or paragraph, its                
properties, symptoms and effects certainly can. The defining facial expressions, vocal properties and             

7 



 

physiological signs of emotions are useful for recognizing and expressing emotions, something that             
will be discussed in the coming chapter. The effects of emotions on learning and memory could prove                 
to be of value when examining possible applications of emotional intelligent systems. Empathy and              
emotional intelligence are more easily defined than emotion itself. Despite no agreement on what              
model of emotional intelligence is the most suitable one, both models lend themselves to be applied in                 
the computing field. The next chapter explores whether this is actually possible.  
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Chapter 2. Contemporary emotion technology in AI 
_______________________________________________________ 
 
This second chapter aims to provide an overview of contemporary ideas and methods regarding              
emotion (technology) in AI. It will cover an introduction to and modern uses of affective computing,                
technologies for the recognition of emotions and the expression of emotions. 
 
2.1 Affective computing 
 
Affective computing, introduced by Rosalind Picard, is about “computing that relates to, arises from,              
or deliberately influences emotion or other affective phenomena” (Picard, 1999, p. 1). As Pestana et               
al. (2018) notes, the essence of affective computing is the recognition of and subsequent response to                
emotional interactions with a user. This can be achieved by measuring emotional signals from the               
user, such as the vocal and facial expressions dealt with in the first chapter of this thesis, and then                   
adequately responding to those signals - be it by simply changing the interface in some way, or                 
displaying an affective response.  
 
2.1.1 Recognizing and expressing emotions 
Picard (2000, p. 55) provides a list of criteria for a computer, or any computational device, to be able                   
to recognize emotion. It comprises of six elements: 
- input: it can receive a variety of signals, such as facial expressions or speech; 
- pattern recognition: it can perform feature extraction and classification of those signals; 
- reasoning: it can ‘reason’ about the input emotion based on knowledge of emotions and the pattern                 
recognition results; 
- learning: it can learn about the user and the users’ emotional expressions; 
- bias: its decisions can be influenced by its own emotional state; 
- output: it can provide a result, which is naming the recognized emotion. 
 
Obviously, some of these criteria are more important than others. Input and output are crucial for any                 
kind of computing, while learning and bias are not essential for any system but are certainly present in                  
any artificial intelligence.  
 
Picard (2000, p. 60) also provides a list of criteria for the expression of emotions, which is equally                  
important in affective computing: 
- input: it can receive external or internal instructions, stating what emotion(s) to express; 
- intentional and spontaneous pathways: it should be able to deliberately express an emotion, but it                
should also be able to let its outputs be influenced by an internal emotion; 
- feedback: its emotion expression can affect the emotion, so a feedback loop must exist; 
- bias-exclusion: by expressing a certain emotion, other emotions are less likely to be expressed; 
- social display rules: the way it expresses its emotions should be defined by the relevant and present                  
social norms; 
- output: it should be able to express an emotion through visible or audible signs. 
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2.1.2 Experiencing emotions 
The criteria for a system to recognize and express emotions might be clear, but what does such a                  
device need to have emotion? Is it even possible for a machine, built out of technological parts, to                  
experience feelings and moods? The following section aims to describe what it means for computers               
to truly have emotions. 
 
Adapting a list from Picard (2000), who remains the leading figure in the field of affective computing,                 
a computational device truly has emotion if it satisfies five conditions. The first of these conditions is                 
that the device (or system) should have behavior that results, or at least appears to result, from the                  
emotions that that system is currently experiencing. Secondly, the system should be able to give quick                
emotional responses to certain inputs. Related to this is the third condition: a system should be able to                  
generate its emotions through their own (cognitive) reasoning about the situation, specifically about             
the relation to its “goals, standards, preferences and expectations” (Picard, 2000, p. 70). Through this               
reasoning, the system can infer that it has to express a certain emotion. 
 
The fourth condition might be the hardest to meet, and is closest related to the many philosophical                 
debates on the subject over the last few decades. Picard states that a system can only have emotions,                  
when it can have emotional experiences. This means having cognitive awareness of its emotions,              
physiological awareness and subjective feelings. Cognitive awareness of its emotions can be as             
primitive as ‘knowing’ what emotional state it is in, and while physiological awareness is obviously               
unlike that of humans because of the difference in physiology, this can also be expressed in terms of                  
awareness of inner temperature or voltage. Subjective feelings however cannot be that easily defined.              
They might not be like human subjective feelings, as it cannot be expected from a machine to feel                  
what humans feel, since the aforementioned difference in physiology and cognition causes machines             
to have emotional experiences completely unlike what is known to humans.  
 
Last but not least, the fifth condition states that the emotional system must be able to interact with                  
other internal processes, just like humans do. As discussed in the first chapter of this thesis, emotions                 
in humans can affect processes such as memory, learning and attention. This should be present in                
emotional systems as well. 
 
However, Huang & Rust (2018) raise a very valid point against the necessity of these five conditions.                 
As long as the system can appear to truly have emotions, does it really matter if it actually can have                    
emotions? They draw the comparison to the Turing test, where a machine is considered to be                
intelligent if a human cannot tell the difference between the responses of the machine and another                
human. This seriously increases the chances of future systems to be classified as ‘having emotions’.  
 
It is important to mention that the Turing test has never been passed thus far. 
 
2.1.3 Emotional intelligence 
As was mentioned in chapter 1, there are two main ways to define emotional intelligence:               
ability-based and the mixed-model approach. Both provide excellent criteria to determine whether or             
not any (artificial intelligent) system is also emotionally intelligent. The system at least needs to be                
able to recognize, express and (appear to) experience emotions. The obvious caveat to both              
approaches this is the previously mentioned difference between the subjective emotional experiences            
in humans and machines, in that those experiences cannot possibly be the same due to the                
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fundamental differences between humans and machines. As a result, it cannot be expected from              
machines to understand human emotions the same way humans understand each other. As Picard (p.               
80) phrases it, “the best empathy or understanding we can hope for is at the level of an outsider, who                    
tries to understand, but who has never actually been in our shoes”.  
 
Besides, recognizing, expressing and experiencing emotions alone does not make for a very high              
emotional intelligence. It also involves being able to reason about emotions, be it others’ emotions or                
personal emotions, and then using that reasoning to readjust to the situation and to guide further                
action. However, Fan et al. (2017) conducted an experiment in which they showed that there was no                 
actual difference in the human perception of human and robotic agents in different social interactions,               
further solidifying the point Huang & Rust (2018) made about an emotional system only needing to                
appear emotional. It does not matter if the system actually extensively reasons about the world around                
it, as long as it appears to do so. It should be noted that this experiment only concerns human-robot                   
interaction, not human-computer interaction as a whole. 
 
From this it can be concluded that despite inevitable differences in the definition of emotional               
intelligence in humans and machines, human criteria can be used to gauge the emotional intelligence               
of machines. In the next part, modern emotion recognition and expression technologies will be              
covered. 
 
2.2 Recognition of emotions 
 
The first step in emotional intelligence is, as said before, being able to recognize emotions. In chapter                 
1, three important expressional properties of emotions were laid out: physiological signs, facial             
expressions and vocal properties. The following section will first address speech and facial             
recognition, after which it will shortly cover some other emotion recognition methods. Because of the               
limited scope of this thesis, it cannot and will not examine those technologies and their inner workings                 
in detail, but rather provide a comprehensive overview. 
 
2.2.1 Speech 
Speech detection and recognition is nonintrusive, and numerous features of speech are associated with              
emotional states (also see Table 1). Some even call the recognition of emotion through speech the                
most effective way to recognize emotions (Mustafa et al., 2018). The features often used in emotional                
speech recognition can be divided into two groups: prosodic features and spectral features. Both of               
these groups belong to the category of ‘low-level descriptors’ (LLDs), as opposed to the category of                
functional features, which includes statistical derivatives of a speech signal such as the mean signal               
(Ali et al., 2017; Mustafa et al., 2018).  
 
Prosodic features are the intonational and rhythmic features of speech, and are often considered to be                
the most useful features when it comes to emotional speech (Jurafsky & Martin, 2009; Li et al., 2015;                  
Tahon et al., 2018). This includes features such as the intensity, duration, pitch, voice quality and the                 
fundamental frequency of speech. Spectral features often provide complementary information to the            
prosodic features, as they contain the frequency contents of the speech signal (Wu et al., 2010).                
Because spectral features are often acquired over a very short period of time (usually 20-30 ms), they                 
have to be used together with other speech features to be able to extract meaningful behavioral                
information from the speech signal (Ali et al., 2017; Wu et al., 2010).  
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These are clearly a lot of features, not all of which can be taken into account by an emotion                   
recognizing system. It is therefore important to choose the right features for such a system, as this can                  
influence the effectiveness and quality of recognition (Mustafa et al., 2018). After deciding on what               
features to use, and the actual extraction of the features, the machine should be able to use those                  
extracted features to determine the emotional state expressed in the speech signal. Ali et al. (2017)                
identified the four most used classifiers in contemporary literature: (1) Quadratic Discriminant            
Analysis (QDA), (2) k-Nearest Neighbour (KNN), (3) Support Vector Machines (SVMs) and (4)             
neural networks. 
 
Nassif et al. (2019) showed that using the latter, (deep) neural networks, can provide better results                
than most previously used methods. They can work with a large number of inputs, and can be either                  
self-trained through a lot of training data, or it can be trained by humans (Ali et al., 2017). Even                   
though they work better when confronted with isolated speech signals (such as single words or short                
sentences) instead of the more likely input of complicated sentences, neural networks can be used               
combined with another technology to make emotional speech recognition even more accurate. Note             
that a conventional emotional speech recognition system only processes the features of the sound of               
speech, and does not bother with the linguistic information embedded in speech (Mustafa et al., 2018).                
However, because certain linguistic information can correlate with certain features of speech (e.g.             
curse words are almost always angrily pronounced), neural networks can unintentionally learn to link              
specific words to emotional value anyway. 
 
2.2.2 Facial expressions 
The recognition of facial emotion expressions is, just like emotional speech recognition, nonintrusive             
and highly accurate (Jeon, 2017). People use the facial expressions of others daily to determine the                
emotional state of others, and it is one of the most important sources of information about others in                  
interpersonal communication (Ko, 2018). Calvo & Nummenmaa (2015) showed that in humans, facial             
emotional expressions are perceived as categories, which is in accordance with Ekman’s theory of              
distinct categories of emotion. It then makes sense for machines to do the same, instead of possibly                 
measuring expressions on Russell’s two dimensions. 
 
As opposed to emotional speech recognizers, that can start processing features as soon as input is                
entered, conventional facial emotion recognizers (FER) first have to detect the actual face in the input.                
After this, the FERs operate in the same steps as conventional speech recognizers, which means that                
facial features are extracted from the input and the categorization of the expression according to               
pre-trained classifiers. The widely used system for facial features is the Facial Action Coding System               
(FACS). In the FACS, every single (observable) facial movement is classified as an Action Unit (AU),                
and corresponds to a specific muscle in the face. A facial expression is then formed by combining a                  
select number of the 46 possible AUs (Mousavi et al., 2016; Tolba et al., 2018). However, since this                  
system is based on analyzing static images, FACS will not be a very useful system when dealing with                  
a continuous representation of a face. This is due to the binary nature of the AUs; a muscle can be                    
either relaxed or contracted. Transitions in facial expressions cannot be adequately described because             
of this (Tolba et al., 2018). Another issue to overcome is that faces will not always be still and pointed                    
right at a screen, nor will there be perfect lighting or neutral backgrounds (Jeon, 2017). 
 

12 



 

As Ko (2018) describes, the surge of research into neural networks have given rise to a new branch in                   
expression recognition, which thus far yields better results than the conventional FERs. Aside from              
the improved accuracy and faces no longer having to be pointed forwards, neural networks also bring                
the advantage of not having to rely on pre-processing techniques and models, because they can learn                
directly from input images (Walecki et al., 2017). To overcome the shortcoming of neural networks in                
measurements over time, several hybrid approaches have been proposed, through combining           
conventional FERs with neural networks. Even these approaches have several limitations though,            
including the need for a lot of computing power, computing memory and large datasets. Nevertheless,               
hybrid approaches clearly perform better than all other options (Ko, 2018). 
 
2.2.3 Text 
Currently, the main form of communication between humans and computers is done by typing and               
reading text. Language in textual form could be emotionally charged, which then makes textual              
emotion recognition surely one of the most important ways for computers to recognize emotions              
(Daily et al., 2017). Recognizing emotion from text is often done using sentiment analysis tools, that                
integrate the fields of computational linguistics, text analysis and natural language processing.            
Conventional methods include keyword recognition (e.g. a curse word often involves an unhappy             
emotion) and machine learning. Using a machine learning algorithm with a large enough training set               
of previously categorized text will enable a system to learn the emotional value of certain words and                 
their contexts (Cambria, 2016). Sentiment analysis however often does not go further than             
determining if a text is positively or negatively valenced. A major problem with keyword recognition,               
as Chatterjee et al. (2019) point out, is that a dictionary of all words possible linked with their                  
associated emotion must be kept up to date, something which is unrealistic. 
 
It is not easy to analyze natural language, let alone extracting the exact emotions that were expressed                 
in a certain utterance. How text is interpreted relies heavily upon who is interpreting, and the absence                 
of facial expressions, body language or speech intonation certainly does not help either (Kulkarni et               
al., 2018; Chatterjee et al., 2019). Kratzwald et al. (2018) mention that even though deep learning                
methods have become mainstream in facial and speech recognition, emotional text analysis using deep              
learning is still lagging behind. They demonstrate in a series of experiments that deep learning shows                
a substantial improvement in performance in natural language processing tasks (including sentiment            
analysis), compared to standard machine learning algorithms. Chatterjee et al. (2019) provide the             
same result, although they comment that deep learning models do take more time to train.  
 
2.2.4 Other 
There are other methods for measuring and recognizing emotions. As noted in chapter one,              
physiological signs such as heart rate or the skin conductance response prove to be very trustworthy                
indicators of emotional states. Since people come into contact with computing devices fairly often              
nowadays, it would be irrational to ignore physiology as a way to measure and recognize emotions.                
Measuring physiological features is however fairly intrusive, not to mention the practical issues that              
come with using physiology outside of the lab, e.g. the difference in human bodies, or environmental                
factors such as temperature which can influence several bodily functions. (Jeon, 2017). Affective             
wearables such as smartwatches or smart jewellery could prove to be a solution to the intrusiveness of                 
measuring physiological features, but these wearables also suffer from practical drawbacks (Benyon,            
2015; Costa et al., 2019).  
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Related to physiology, Daily et al. (2017) showed that the force people exert on objects (such as                 
computer mouses, remote controls and gear sticks) correlate with their level of frustration. While this               
is not a way to recognize a distinct emotion, it can certainly help in combination with other measures. 
 
2.3 Expression of emotions 
 
After successfully recognizing emotions, an affective response must be generated. In this section,             
emotion expression in the form of speech, facial expressions and other expressive behaviors are              
covered. 
 
2.3.1 Speech 
The synthesis of emotional expressive speech is an important aspect of emotion expression in              
machines, just like it is an an important aspect of emotion recognition. Buchanan et al. (2018) found                 
that most of the previous research on emotional expressive speech synthesis (ESS) has been directed               
at the modifying of basic prosodic speech features in synthesized speech output, such as pitch and                
loudness. This makes sense, since these are also thought to be the most useful speech features in                 
emotion recognition (also see section 2.2.1 of this thesis). Voice quality is another important feature in                
emotion recognition and expression, but is significantly harder to modify than for example pitch or               
speech rate (Gobl & Ní Chasaide, 2003; Buchanan et al., 2018).  
 
Human speech is incredibly varying: no single speaker has the same vocal tract, pronunciation style,               
and voice quality. Because of this, speech synthesizers often use a speech database containing speech               
from a single speaker. Some even eliminate the need for modifying the output speech by pre-recording                
different voice qualities when creating the database, enabling speech synthesizers to simulate emotion             
using only the available database (Kaliyev et al., 2018; Buchanan et al., 2018). However, as Burkhardt                
& Weiss (2018) note, only one emotional state is an over-simplification of most real world situations.                
No one ever only experiences one discrete emotion at a time, especially when considering              
‘background’ emotional states such as moods. Being happy but bored is not the same as being sad and                  
bored.  
 
Comparable to speech recognition, (deep) neural networks have risen to become the mainstream             
technology in speech synthesis (Xue et al., 2018). They have shown to outperform most previous used                
technologies, including hidden Markov models, which was the leading technology for a while. It does               
not however remove the need for a large database containing high quality emotional speech though,               
and training a deep neural network on different speaking styles could prove to be an issue for the                  
relationship between semantics and emotional expressivity (Tahon et al., 2018).  
 
2.3.2 Facial expressions 
Since facial expressions are crucial in interpersonal communication between humans, human-like           
facial expressions on emotional machines can further improve human-machine interaction. Being able            
to synthesize facial expressions further adds to a robot’s, or any other machine’s, capability to convey                
emotion and intention (Moosaei et al., 2015). Because of this, there has been a lot of interest in                  
technologies that can synthesize facial expressions. Two main approaches have evolved from this             
interest. The first approach simply uses basic computer graphics techniques to transform input faces to               
convey the preferred expressions, while the second approach tries to build models that actually              
synthesize emotional faces (Song et al., 2018; Kollias et al., 2018).  

14 



 

Regarding the first approach, earlier works included generating new expressions by first creating             
highly detailed 3D models of ‘new’ faces, and then warping these to form an expression according to                 
the corresponding facial features. The technique of composing new faces from other faces in existing               
databases also belongs to this first approach. The approach is often commended for resulting in               
realistic, high-quality images, but this comes with the cost of it being time-consuming and needing a                
lot of computing power. The second approach is not as expensive as the first approach, but often                 
results in blurry or unrealistic images (Song et al., 2018).  
 
It is worth noting that the advances in neural network research have also impacted facial expression                
synthesis. Previously, neural networks needed a large training set containing lots of pre-selected faces,              
rendering them inapplicable for situations where this cannot be realized (Kollias et al., 2018).              
However, very recently, Zakharov et al. (2019) presented a system that can synthesize facial              
expressions from only one pre-selected face (see Figure 2), opening up a whole new load of                
possibilities in the field of facial expression generation. 

 
    Figure 2. Generating multiple facial expressions from just one image. Adapted from Zakharov et al. (2019).  

 
Being able to synthesize faces on a screen is one thing, but the advances in the field of physical                   
robot’s facial expressions have been limited. According to Bartneck et al. (2008), a lot of attention in                 
robotics has gone to the motor skills of robots - such as the ability to walk - which has resulted in a                      
delay in the work on facial expressions of robots. Several obstacles in this field are hard to overcome:                  
facial muscles are incredibly small and reactionary, which is hard to simulate. They also need to be                 
able to be very precisely controlled, since facial expressions need to be accurate at low intensity levels                 
as well. As Bartneck et al. (2008, p. 23) notes: “if the character managed to download a complete                  
album of music it still did not save the world from global warming”.  
 
The problem that all machines with facial expressions, be it virtual or physical robots, have to deal                 
with, is the uncanny valley (Figure 3). Initially proposed by Masahiro Mori in 1970, it states that                 
when the appearance of a robot or a virtual agent almost matches that of humans, but is still noticeably                   
dissimilar, people will react very negatively towards it. Once the appearance is no longer              
distinguishable from real humans, no such effect is found and people react to it the same as to other                   
humans (Zlotowski et al., 2018). 
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Figure 3. The uncanny valley. 

 
2.3.3 Non-human expressions 
The uncanny valley means that until human likeness of robots is practically 100%, robot developers               
deliberately avoid designing them like humans, and make sure they have distinct machine elements to               
them (Huang & Rust, 2018). One of the, if not the, most telling example of non-human emotion                 
expression is the magic carpet in Disney’s Aladdin. A carpet has no facial expression, no body, no                 
voice - it cannot express emotion in remotely the same way humans do. However, by making use of                  
the carpet’s tassels, animators were able to bring it to life and convey to the public that it experiences                   
emotions (Bennis & Biederman, 1998). 
 
Another emotional expression to consider, that is somewhat speech-related, concerns computer sounds            
like most people are used to: beep sounds. Komatsu (2005) found that beeps with an increasing                
intonation (rising sound) are perceived as the computer being in some kind of disagreement, while a                
decreasing intonation (falling sound) was perceived to mean hesitation on the computer’s side. Song              
& Yamada (2017) claim that disagreement and hesitation can be replaced with the emotions angry and                
sad, respectively.  
 
Song & Yamada (2017) also found that color can have a significant effect on communicating               
emotions. For example, the color blue is heavily associated with sadness, while red is commonly               
recognized as anger. Fugate & Franco (2019) add that envy and jealousy are identified as being green,                 
and happiness is tied with the color yellow. However, they also mention that color-emotion              
connections are not as specific as previously thought.  
 
Fugate & Franco (2019) also mention that the color-emotion connections are likely to originate from               
language: when someone is ‘seeing red’, they are angry. Löffler et al. (2018) realized that many                
metaphors in language (not just the English language) involving emotion might be applied in robotics.               
Drawing on the work of Kövecses (2003), who composed a list of many emotional metaphors in                
English language, they propose some metaphors that could be used in robot design. For example, joy                
is described as being up (‘cheering someone up’) and warm (‘feeling warm inside’). Anger on the                
other hand can be conceptualized as boiling hot (‘boiling with anger’), while fear might be expressed                
as darkness (‘overshadowed by fear’).  
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While using the above non-human expressions of emotions are a good idea to prevent ending up in the                  
uncanny valley, Cavallo et al. (2018) comment that through familiarisation of technology, the uncanny              
valley might level out completely and the academic field could shift their focus to advance work on                 
humanoid robots. 
 
2.3.4 Other 
Interestingly, even just being aware of one’s affective state reduces the influence of that affective state                
on behavior (Jeon, 2017). This effect is called the affect-as-information hypothesis, and could mean              
that just providing feedback to a user about their emotional state influences behavior. While this               
obviously is not like the other kinds of emotion expression covered in this section, it could still be of                   
use in emotionally intelligent machines.  
 
In the case of physical robots, Keltner et al. (2019) found that it is possible to accurately convey some                   
emotions through very brief physical touches of the forearm. Among others, anger, fear and love were                
correctly interpreted by participants, while more complex emotions like embarrassment or awe were             
not. This could be of value for designing social comfort robots. 
 
Emotional text synthesis does not nearly get as much attention as emotional speech synthesis or               
emotional text recognition, since it is not nearly as challenging to generate emotional text. According               
to Stark et al. (2018), a text can be made emotional simply through the addition of emotion words                  
(e.g. ‘I am angry’), emotional exclamations (e.g. ‘yeah!’) or through using words with the right               
emotional potential (e.g. ‘family’ has a positive emotional potential, ‘betrayer’ does not). Existing text              
generators have been providing impressive results for a long time now in several real world               
applications (Fedus et al., 2018; Tatalovic, 2018), and emotional text generation is no problem for the                
modern technologies. The difficulty lies in the recognition and subsequent processing of emotion in              
text (Asghar et al., 2017). 
 
2.4   Conclusion 
 
Despite fundamental differences between humans and machines that will never be overcome, this             
chapter has proved that one day, there might not be a difference anymore in the emotional functioning                 
of humans and machines. It is probably too far fetched to say that machines ultimately will truly have                  
and experience emotions, but like passing the Turing test means intelligence regardless of actually              
possessing intelligence, appearing to possess emotional intelligence can actually mean having           
emotional intelligence. 
 
Research on emotion recognition and emotion expression by machines is at an all-time high, and               
results will only continue to improve. The potential of deep learning techniques is unparalleled, which               
opens the door to humanlike levels of recognition accuracy. And even though the uncanny valley still                
proves to be a problem in robotics, virtual face generation is climbing out of the valley towards 100%                  
human likeness. The future is bright for affective computing. 
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Chapter 3. Applications of emotionally intelligent AI 
_______________________________________________________ 
 
Having discussed emotions in humans and how those emotions and emotional intelligence might be              
translated to machines, this chapter aims to discover in what fields, areas, jobs or services emotional                
intelligent machines could play a role in the (near) future. By reviewing recent literature, key areas are                 
identified. A distinction is made between online virtual agents and physical robotic machines.  
 
3.1 Online 
 
Online emotional intelligent systems have one big advantage: they do not need to be embodied, and                
therefore escape all the problems that come with robotics. In this section, emotional intelligence in               
two key areas is discussed: chatbots, primarily in customer service, and education. 
 
3.1.1 Chatbots 
Chatbots, either online or running in software, are probably one of the earliest examples of artificial                
intelligence. ELIZA, introduced in 1966, already attempted to simulate a therapist providing            
emotional support. ELIZA was very primitive (although not for that time): she searched the input text                
for designated keywords, such as ‘sad’. By then composing appropriate reactions through relevant             
linguistic rules and adding programmed words, she could respond in what seemed - sometimes - a                
genuine reaction (Liu & Sundar, 2018; Natale, 2019; also see figure 4).  
 

 
Figure 4. One of ELIZA’s attempts at being a therapist. 

 
Chatbots have obviously progressed since ELIZA. Moving on from simple rule-based responding to             
queries, they are now able to have complete conversations with people. While they have not yet                
passed the earlier mentioned Turing test, chatbots are widely used on the internet: in 2018, 36% of all                  
brands online had implemented some kind of chatbot, and in 2020, 80% are expected to do so (Piccolo                  
et al., 2018). Especially in marketing and customer service purposes, using chatbots is a popular               
approach to provide support to customers (Chaves & Gerosa, 2019). Bots that can recognize and               
express emotion can relieve customer service employees from some workload and thus lessen             
customer irritation. Some chatbots even mimic linguistic styles from the input of customers to              
improve customer relationships (Huang & Rust, 2018). Aside from customer service in companies,             
emotional chatbots can also play a role in government information and support (Androutsopoulou et              
al., 2018). They could answer questions from citizens or listen and process their complains,              
eliminating the need for human employees.  
 
Another very important area where emotional chatbots could come into play is the medical field. Liu                
& Sundar (2018) describe that when users are searching for symptoms online and trying to diagnose                
themselves, they are often experiencing emotional distress through the anxiety and uncertainty about             
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their symptoms. Medical advice that is accompanied by emotional support is more likely to be               
followed and will be rated more positively than neutral medical advice. Furthermore, disclosing             
symptoms to another can already reduce anxiety and improve the emotional experience a user is               
having - it being met with emotional support even further improves personal wellbeing (Ho et al.,                
2018). There are already chatbots available that can solicit trust and disclosure from users; another               
chatbot called Robin was created to support cyberbullying victims and has been critically acclaimed              
by anti-bullying experts (Liu & Sundar, 2018). It is clear that the potential for emotional intelligent                
systems in healthcare is high, but since healthcare normally takes place in a physical context, further                
discussion can be found in section 3.2.1.  
 
To conclude, there is much potential for emotional chatbots in a diversity of fields. Since online                
chatbots are text-based, they will need to be able to recognize emotion from text. Based on the input,                  
the chatbot must then not only formulate an appropriate answer, but also has to decide what emotion                 
to express - if any. While users will know that they are conversing with a bot and not with a human,                     
chatbots still need to adhere to conversational rules and select the correct emotion to express. Good                
emotional chatbots therefore will need high emotional intelligence, especially when it comes to being              
able to reason about personal and others’ emotions. Emotional intelligence of that calibre might only               
be achieved when a bot is able to pass the Turing test, since such levels of intelligence are humanlike                   
and thus require a bot’s reactions to be indistinguishable from that of humans. 
 
3.1.2 Education 
As discussed in section 1.2.2 of this thesis, emotion can have considerable effect on learning and                
memory. In addition, a good teacher-student relationship improves self-esteem, confidence and           
intrinsic motivation (Guilherme, 2017). However, due to - among other things - a shortage of teachers,                
a lot of students do not get the individualized teaching they need to get the most out of their education.                    
By employing emotional machines in the role of educators, either online or physical robots in the                
classroom, this could change, and emotion technology could thus have a large impact on future               
educational systems. Online teaching in itself can solve numerous problems, like providing education             
to students who cannot physically be present in schools. Online teaching being done by AI is an even                  
bigger improvement, since it has the potential to solve the problem of oversized classes, and it can                 
teach in places where no teachers may be available (such as third world countries). The improvement                
in the academic world could be enormous (Acemoglu & Restrepo, 2019). Governments and other              
educational companies seem to have realized this: almost a quarter of the 8 billion dollars of                
educational funding in the first half of 2018 was devoted to companies in AI or robotics (Afzal et al.,                   
2019). 
 
As an example of one of those applications, Afzal et al. (2019) developed an online tutor dubbed the                  
Watson Tutor, to “promote student engagement with content, and self-reflection through the            
expression of a student’s answers in their own words” (p. 46). It is designed to be able to do four                    
things:  
(1) ask questions, and if students cannot answer, provide them with hints, taking away any               
misconceptions; 
(2) answer questions, and recommend relevant questions to ask; 
(3) provide struggling students with multimedia content, something which can improve understanding            
of certain topics but is often overlooked by human educators; 
and (4) test students by comparing and contrasting different parts of the material. 
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Especially for the first two components, it is necessary for the tutor to be able to recognize and                  
express emotions. But unlike the chatbots discussed in section 3.1.1, this tutor will not converse on                
anything outside the course curriculum. This means that it does not need the high emotional               
intelligence allround chatbots need, and could maybe even function using pre-programmed responses            
to certain inputs - as long as it can accurately recognize input emotions. Afzal et al. do note that their                    
tutor still has a long way to go, as almost half of the students that worked with the Watson Tutor                    
expressed frustration about it not interpreting responses adequately. Eventual artificial intelligent           
educators, like Acemoglu & Restrepo (2019) suggested above, of course do need to be able to                
converse about topics outside the course curriculum. Those educators will need emotional intelligence             
that is equivalent to that of a human teacher - which again, probably involves needing to pass the                  
Turing test. That is, they do not necessarily need to be indistinguishable from human teachers to                
students, but they need to be able to converse, explain, provide help and care for students exactly like                  
human teachers can. 
 
But assisting (or replacing) teachers is not the only influence emotional machines may have on               
education. Kaplan & Haenlein (2019) suggest that schools could use emotion recognition techniques             
on students, to analyze and test whether they are paying attention. Other applications in education they                
propose is reading emotions during tests to prevent and stop cheating, or to allow teachers to develop                 
more effective teaching methods. These are obviously less complex systems than actual educators             
should be, since these only need some kind of emotion recognition technology, after which actual               
humans can interpret results and take appropriate actions. In this case, it really is not a case of whether                   
it is possible, but whether it is accepted - constantly monitoring and reading students’ emotions really                
touches the limits of what is ethical and what not.  
 
3.2 Social Robots 
 
Sometimes, online assistance is not enough. People might not have access to the internet all the time,                 
or would rather interact with someone (or something) that they can put a face to. The presence of an                   
actual head makes it easier to express emotions (Cavallo et al., 2018), although - as discussed in                 
section 2.3.3 - emotions are just as easily expressed in non-human physical features. In this section,                
embodied emotional machines - also referred to as social robots - in two key areas are discussed:                 
healthcare and customer service. 
 
3.2.1 Healthcare 
Healthcare is a very delicate field to work in. Professionals in the field are expected to be                 
empathetically skilled, need to communicate well with patients and should generally be of high              
emotional intelligence (Huang & Rust, 2018). Is it then even feasible to employ social robots in                
healthcare? With the worldwide population ageing and the increasing healthcare costs that come with              
it, there might not even be a choice in the future. Social robots in healthcare can significantly reduce                  
the workload of doctors and increase the amount of people that can be adequately helped and guided                 
through their sickness (Miller & Polson, 2019). It might even allow more frequent home-visits by               
medical personnel, which is a welcome change, especially for the less mobile elderly.  
 
However, to keep conversations and interaction natural, it is important for these social robots to be                
equipped with state-of-the-art emotion recognition and expression techniques. In the tricky           
environment of healthcare, it is important that social robots understand and can react to most, if not                 
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all, forms of human behavior. This requires an almost humanlike emotional intelligence that cannot be               
pre-programmed, unlike some earlier mentioned applications. It requires the robot to truly be able to               
reason about input and appropriate output. It is therefore unlikely that standalone robotic companions              
will arise in the near future. A more plausible option is a social robot that will ‘only’ assist human                   
medical personnel. 
 
In some cases, social robots might be an improvement over human medics though: for example,               
children with autism generally interact better with robots than with humans (Krakovsky, 2018;             
Cavallo et al., 2018). Some robots are designed to recognize the behavior the children are expressing,                
and reward appropriate behavior by performing enjoyable acts, like blowing bubbles. Others are made              
to function as a peer for the children, to provide a way for them to learn social skills. Because chronic                    
or severe illnesses may prevent children from interacting with their friends and others, social robots               
could fill the gap by interacting with them and distracting them from the often intimidating medical                
procedures. In some cases, the social robots can also help gather data for medical purposes. Research                
has shown overwhelmingly positive reactions on many social robots in children healthcare, not only              
from children but also from medical staff, parents and others involved, and social robots are more                
effective than text interfaces or virtual robots (Dawe et al., 2019).  
 
It is not weird that even non-autistic children and teens seem more comfortable when interacting with                
(robotic) devices than with adults: They have been interacting with the digital world for literally their                
entire lives (Björling et al., 2019). Several studies have found that social robots are more likely than                 
adults to get children and teens to talk about personal information. This raises the question if social                 
robots would be equally as useful when employed to help the elderly. 
 
Recent work presents conflicting results when it comes to the attitude of the elderly towards social                
robots. Positive results emerge in Vitanza et al. (2019), with just the interaction process alone               
improving moods through reducing loneliness. Miller & Polson (2019) also report this effect, with one               
participant even describing the social robot like a friend. Niemelä & Melkas (2019) however describe               
more conservative reactions, with elderly not liking the idea of robots setting themselves up as being                
emotional and caring while they do not actually feel, and are therefore deceptive and not genuine in                 
their interactions. Others express concern about losing human contact, especially if relatives assume             
the robot takes care of them (Wirtz et al., 2018). When or if social robots are eventually accepted by                   
the elderly as friendly companions, they could be used to monitor not only moods, but also behavior                 
and medical condition. Cavallo et al. (2018) even mentions that they could be used to measure the                 
onset of cognitive degenerative diseases, like Alzheimer’s.  
 
It is clear that there are a lot of advantages to emotional and social robots in healthcare. They can keep                    
patients of any age company, can monitor medical condition in unobtrusive ways and, in the case of                 
children, can more easily obtain personal information than humans can. Still, because of the current               
limits of emotional intelligence in robots, it is unlikely that they will function on their own in the near                   
future, let alone replace human medical personnel. 
 
3.2.2 Customer service 
Three years ago, in 2016, there were already more than ten thousand ‘Pepper’ service robots moving                
around the globe, in wildly different environments and functions: as a sales assistant in Nescafé stores,                
a waiter in Pizza Huts or offering food recommendations on airports (Mende et al., 2019). Pepper is a                  
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humanoid robot that communicates via speech and a screen on his chest. He is not emotional (yet), but                  
he has proven the incredibly high potential of service robots in a multitude of applications by his                 
versatile use.  
 
Wirtz et al. (2018) describe that especially in ‘subordinate service roles’ (SSRs), such as waiters or                
cashiers, social robots may flourish. Since the employees in those roles often do not have great                
engagement or motivation, the social robots could provide better service, as they are not affected (or                
rather can be programmed to not be affected) by external factors and internal biases. Ivanov &                
Webster (2019) confirm these assumptions by reviewing studies on the application of social robots in               
hotels. Guests rate deploying the robots the highest when it comes to SSRs such as checking in, taking                  
orders or room service, while they did not feel comfortable with social robots providing more               
humanlike services, like giving massages, babysitting or hairdressing. Bowen & Morosan (2018) also             
describe that social robots can provide a solution for institutions that lack the human resources to                
effectively provide help, data or other information to customers. 
 
Different from healthcare social robots, these kind of robots do not need to be as emotionally                
intelligent. Of course, the technologies that should be used are still highly advanced; for example, a                
robot’s speech recognition in customer service must be accurate with many different speaking styles,              
accents and maybe even languages (Bowen & Morosan, 2018). And while companies or other              
institutions likely want their customers to stay on a predetermined path, users often want to be able to                  
initiate (personal) conversations, suggest different topics or even want the robot itself to ask questions.               
Users “want to establish some kind of relationship with the system and a desire to share their opinions                  
and thoughts with it” (Sono et al., 2019, p. 11), especially if the robot serves a role like that of a guide.                      
Even though a social service robot does not have to be as watertight as a robot in healthcare, this                   
obviously means that they too should be able to convey emotions and reason about how to act. Of                  
course, there are gradations in this, as a check-in robot does not require the same emotional                
intelligence as a museum guide. 
 
3.3 Conclusion 
 
In this chapter, it has become clear that there is an abundance of possible applications for emotionally                 
intelligent systems. In several fields, a system - be it a robot or an online interface - that is able to                     
recognize and express emotions, and appears to understand them, can be a valuable asset to have.  
 
Online, chatbots can assist users and potential customers where human employees cannot do that.              
Educational online systems can motivate students to learn, and try to get them in a better mood to                  
better remember course material. In the physical world, social emotional robots are expected to play a                
big role in healthcare. From assisting the elderly with tasks that have become impossible for them to                 
perform, to just providing them some company and offer a sympathetic ear. Children can find a friend                 
in an emotional robot, and disclose information to them that they would not have disclosed to a                 
medical professional. But social emotional robots can also be used in positions related to customer               
service, such as hotel clerks or museum guides. Numerous other applications of emotion technology              
or emotional intelligence in systems can be thought of. To name a few, personalized advertising               
(Kaplan & Haenlein, 2019; Huang & Rust, 2018), personal entertainment (Rincon et al., 2018;              
Gaggioli, 2018) and emotional gaming (Lara-Cabrero & Camacho, 2019; Frommel et al., 2018; Lara              
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et al., 2018) are prevalent in recent literature. The potential for emotional technology is immense and                
the advances in the field of affective computing are very likely to improve the quality of life.  
 
As with any new or upcoming technologies however, drawbacks are plenty. The most obvious one is                
that of privacy and security - any system with the capability to recognize emotions will have to store                  
recordings somewhere. Through repeated interaction with a specific user, the system could learn a              
thing or two about them, resulting in even more (very private) data that needs to be stored safely and                   
securely. Other concerns include the fear of social robots reducing human contact, or causing an               
increase in human unemployment.  
 
Despite the issues surrounding the deployment of emotional intelligent systems, the possible            
advantages clearly far outweigh the possible negatives. 
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Conclusion 
_______________________________________________________ 
 
This thesis aimed to find the potential of artificial emotional intelligence. It set off by providing an                 
overview of human emotion research, a field that still has numerous open ends and probably will have                 
for a long time. This did not hinder the rise of affective computing however, discussed in chapter 2. It                   
was made clear that even though it might never be possible to design systems that actually experience                 
emotions the way humans do, it is sufficient to make them appear like they do. Emotion technology                 
research is at an all time high with the recent application of deep learning techniques. Emotions can                 
now be recognized with humanlike accuracy, and methods to express emotion are becoming equally              
advanced. 
 
The bottleneck lies at connecting emotion recognition with emotion expression. For systems, having             
emotional intelligence means being able to decide what emotion to express based on what emotion               
was recognized and possible other factors, and there is still a lot of progress to be made in that field.                    
In chapter 3, key areas that could profit from emotionally intelligent systems were discussed, along               
with the necessary perceived level of emotional intelligence. Some fundamental societal problems,            
such as the current lack of educators, or the ageing population and associated healthcare costs, could                
partly be solved by emotionally intelligent systems. The potential of emotional intelligence in             
machines has shown to be immense. 
 
As mentioned in the introduction, research into emotions in artificial intelligence aside from             
recognition and expression is still limited. Future research needs to find a solid method to couple those                 
standalone processes without the need for pre-programmed rules, as human behavior is too diverse in               
nature to fully grasp in rule-based emotion systems. State-of-the-art deep learning techniques in             
artificial intelligence can bring the field of affective computing to an unprecedented level, hopefully              
taking the next step towards full artificial emotional intelligence. 
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