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“In order to understand the world, one has to turn away from it on occasion”

Albert Camus
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Abstract

The main purpose of this thesis is to study transport properties of systems involving
a Berry phase using the Boltzmann equation. The Boltzmann equation is derived
from the Keldysh formalism and is expressed in terms of Green’s functions and self-
energies. The classical Boltzmann equation can then be reobtained by performing a
Wigner transformation and taking particles on-shell. This is first done for single-band
systems with the added effects of a magnetic field and disorder. Afterwards, we derive
the Boltzmann equation for multi-band systems, where the anomalous velocity appears
due to the Berry phase. We explain that this causes the anomalous Hall effect with
quantized conductivity given by Chern numbers. Then, we apply this on graphene and
find that we can get a non-zero Hall conductivity for systems with broken time-reversal
symmetry, as is the Haldane model. Finally, we attempt to combine the Berry phase
with other effects, like disorder, a magnetic field and a spin texture, and find that it
is not a trivial task, but requires further research.
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Chapter 1

Introduction

Since its introduction, the Berry phase [1] has found many applications in physics.
Specifically in condensed matter physics, it has been able to describe various types of
electronic transport, now collectively known as anomalous transport. The Berry phase
is a geometric property, so it can describe these phenomena using concepts of topol-
ogy. An important example of anomalous transport is that of the anomalous velocity,
a correction to the usual group velocity of quasi-particles, that arises as a response
to a weak electric field, and that is perpendicular to it. This explains the anomalous
Hall effect, a Hall effect without an external magnetic field. A relatively simple model
exhibiting this effect is Haldane’s model for graphene [2], which breaks time-reversal
symmetry. The Berry phase has also been able to explain the quantization of con-
ductivity in the quantum Hall effect, with the use of Chern numbers [3]. Berry phase
effects on transport can be studied phenomenologically using semi-classical equations
of motion [4].

Alternatively, one can study Berry phase effects using the Boltzmann equation,
which is the method we will use in this thesis. The Boltzmann equation describes
the evolution of a system out of equilibrium, which makes it ideal for studying an
electronic system under the effect of an electric field. The Boltzmann equation can
be derived by Liouville’s theorem in the context of statistical mechanics. However,
it can also be derived form the Keldysh formalism, a formalism of quantum field
theory out of equilibrium. We consider this approach more rigorous and fundamental.
It results in a generalized form of the Boltzmann equation, ofter refered to as the
quantum Boltzmann equation (QBE), from which the semi-classical one can be derived
by performing a gradient expansion.

Within this approach, single-band systems that do not show a Berry phase can be
studied. A magnetic field can be added to the system by performing minimal coupling
in momentum space. A disordered system where electrons scatter with impurities
can be studied by including the effect of the scattering in the collision integral of the
Boltzmann equation. One of the powers of the Keldysh technique is that the collision
integral is expressed with respect to self-energies, which can be known up to some
order in perturbation theory. In the case of multi-band systems, effects due to the
Berry phase appear in the Boltzmann equation. They are included by first applying a
unitary transformation and then performing minimal coupling in real space. The final
result should be in agreement with the phenomenological treatment. The Keldysh
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2 CHAPTER 1. INTRODUCTION

technique allows us to also study combinations of all the aforementioned effects in a
systematic way, in order to see if there is any interplay between them, as well as Berry
phases in both real and momentum space. However, these phenomena are not yet well
understood.

This thesis is structured as follows. In this chapter, we provide an introduction
to ideas crucial to the rest of the thesis, that is the Boltzmann equation, the Wigner
transformation, the Berry phase and disorder. An advanced reader can choose which
parts on this chapter to read, or skip it completely. In chapter 2, we describe the
basics of the Keldysh formalism for a non-equilibrium field theory with the purpose
of deriving the Boltzmann equation. In chapter 3, we derive the Boltzmann equation
for single-band systems, that do not exhibit any Berry phase effects, and include
a magnetic field and disorder. In chapter 4, we include the Berry phase into the
Boltzmann equation in the case of multi-band systems, and find that, upon applying
a weak electric field, the Berry phase gives rise to the anomalous Hall effect, while in
chapter 5 we do an application of this in graphene. In chapter 6, we introduce some
problems that still remain open, that all attempt to combine the Berry phase with
other effects. Finally, we provide our conclusions.

1.1 The Boltzmann equation in statistical physics

Studying a many-body system within the regime of classical mechanics is usually done
using the tools of statistical physics. One of the fundamental notions of statistical
physics is that of the distribution function whose time evolution is governed by the so
called Boltzmann equation. In this section we will show a derivation of the Boltzmann
equation using classical arguments before attempting a field theoretical approach in
Chapter 2. Similar discussions can be found in Kittel [5] and in lectures notes by Tong
[6]. Then, a simple extension of this approach can be done to include quantum effects
and derive the quantum Boltzmann equation, a discussion of which can be found in
Mahan [7].

Let us assume a system of many particles labeled by an index i = 1, 2, . . . , N . The
distribution function f(t, ri,pi), where ri and pi are the position and momentum of
each particle respectively, is defined on the 6N -dimensional phase space and can be
interpreted as the probability that the system can be found around the point (ri,pi)
of the phase space at time t. It is normalized in the phase space so that∫ N∏

i=1

dridpi f(t, ri,pi) = 1. (1.1)

Since probability should be conserved, the distribution function should obey a
continuity equation over phase space

∂f

∂t
+

N∑
i=1

(
ṙi
∂f

∂ri
+ ṗi

∂f

∂pi

)
= 0. (1.2)

Using Hamilton’s equations

ṙ =
∂H

∂p
ṗ = −∂H

∂r
, (1.3)
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where H is the total Hamiltonian of the system, the continuity equation can be rewrit-
ten as

∂f

∂t
+

N∑
i=1

(
∂H

∂pi

∂f

∂ri
− ∂H

∂ri

∂f

∂pi

)
= 0, (1.4)

or more compactly as
∂H

∂t
= {H, f} , (1.5)

where {, } denotes the Poisson bracket. This is the Liouville equation. It is a manifes-
tation of the Liouville theorem stating that the distribution function remains constant
along trajectories in phase space, or in other words behaves as an incompressible fluid.

We have derived an equation that describes the evolution of the distribution func-
tion. However, we need to know the position and momentum of N particles. To avoid
that, we can integrate out most coordinates and define the single-particle distribution
function

f1(t, r,p) = N

∫ N∏
i=2

dridpi f(t, r, r2, . . . , rN ,p,p2, . . . ,pN). (1.6)

This is normalized to the number of particles∫
drdp f1(t, r,p) = N. (1.7)

In general, a Hamiltonian of a system of N particles can be written as

H =
N∑
i=1

H0
i +

∑
i 6=j

U(ri, rj) (1.8)

where H0
i is the single-particle Hamiltonian, i.e. the non-interacting Hamiltonian of

the i-th particle and U(ri, rj) describes collisions between particles i and j. Then
we can rewrite eq.(1.4) in terms of the single-particle distribution function and the
single-particle Hamiltonian, where we drop all indices

∂f

∂t
+
∂H

∂p

∂f

∂r
− ∂H

∂r

∂f

∂p
=

(
∂f

∂t

)
coll

. (1.9)

This is the Boltzmann equation or Boltzmann transport equation. Obviously, the single-
particle Hamiltonian does not include collisions between particles and, as a result,
collisions have to be included as an extra term. It usually appears in the right hand
side of the Boltzmann equation and it is known as the collision integral, often denoted
as Icoll, while the left hand side is often referred to as the kinetic term of the Boltzmann
equation. The first way to calculate the collision integral is the so called BBGKY
hierarchy which iteratively uses the distribution function containing one more particle.
Then, Boltzmann made a big simplification on this assuming that the collision term
is dominated by two-particle collision whose momenta are uncorrelated before the
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collision. This assumption is known as molecular chaos. Using Hamilton’s equations
(1.3) again, we get a more insightful from of the Boltzmann equation

∂f

∂t
+ v · ∇rf + F · ∇pf =

(
∂f

∂t

)
coll

, (1.10)

where v is the velocity and F is an external force applied to the system.
If quantum effects are important, then particles behave also as waves. This means

that the distribution function should have an extra dependence on the energy E, or
frequency ω, and the classical momentum p should be replaced by the wave-vector k,
so that f = f(t, r, E,k). f is often called the Wigner distribution function, for reasons
that will become apparent in Chapter 2. The classical distribution function can then
be obtained again by integrating out the extra energy argument

f(t, r,k) =

∫ +∞

−∞

dE

2π
f(t, r, E,k). (1.11)

Also, macroscopic observables will use the distribution function as weight in their
definitions, for example the particle density

n(t, r) =

∫
dE

2π

∫
ddk

(2π)d
f(t, r, E,k) (1.12)

and current density

j(t, r) =

∫
dE

2π

∫
ddk

(2π)d
v(k)f(t, r, E,k), (1.13)

where d is the dimensionality of the system.
Due to the extra coordinate, a term like Ė∂f/∂E will be generated in the Liouville

equation. This leads to

∂f

∂t
+ v · ∇rf + v · F ∂f

∂E
+ F · ∇kf =

(
∂f

∂t

)
coll

, (1.14)

which is known as the quantum Boltzmann equation and v ·F is the Joule heating due
to the force F. It was introduced by Mahan and Hänsch [?].

In the rest of the thesis, the Boltzmann equation will be derived using non-
equilibrium field theory. That way, generalized versions of the velocity ad force terms
will be found for various systems. Also, the collision integral will be formulated using
self-energies arising from the Dyson equation.

1.2 Wigner transformation

In this section we will introduce a tool that will prove useful throughout the thesis,
the Wigner transformation. It is a transformation for two-point A(x1, x2) where x1

and x2 are space-time variables x = (t, r).
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As a first step, a transformation can be made from the two coordinates x1 and x2

to the center of mass coordinate and the relative coordinate, namely

x =
1

2
(x1 + x2) x′ = x1 − x2, (1.15)

meaning that

x1 = x+
x′

2
x2 = x− x′

2
. (1.16)

Then, a Fourier transform can be performed in the relative coordinate which results
in

A(x, p) =

∫
dx′ e−ipx

′
A

(
x+

x′

2
, x− x′

2

)
. (1.17)

This is called the Wigner transformation of A(x1, x2) and provides a representation of
it with respect to the center of mass coordinate and the relative momentum p = (E,k).
The inverse transformation is given by

A(x1, x2) =
∑
p

eip(x1−x2)A

(
x1 + x2

2
, p

)
. (1.18)

The main advantage of the Wigner transformation is to simplify products between
two-point functions that contain integration over the intermediate variable, i.e.

C(x1, x2) =

∫
dx3A(x1, x3)B(x3, x2). (1.19)

This type of product will appear in the Boltzmann equation, when derived from the
Keldysh formalism. The Wigner transform of C(x1, x2) is given by

C(x, p) = A(x, p)e
i
2(
←−
∂ x
−→
∂ p−

←−
∂ p
−→
∂ x)B(x, p) (1.20)

where ∂x∂p = −∂t∂E + ∇r · ∇k. This is the Moyal product, written as C = A ? B,
and is a product of two functions in phase space. A derivation of this can be found in
Appendix A.

The exponential can be expanded, which to first order leads to the following iden-
tities

A ? B ≈ AB +
i

2
(∂xA∂pB − ∂pA∂xB) (1.21)

[A,B]? ≈ [A,B] +
i

2
{∂xA, ∂pB} −

i

2
{∂pA, ∂xB} (1.22)

{A,B}? ≈ {A,B}+
i

2
[∂xA, ∂pB]− i

2
[∂pA, ∂xB] (1.23)

where [ , ] denotes the commutator and { , } the anti-commutator. These identities
are known as the gradient expansion. The gradient expansion is accurate for functions
that change slowly in the central coordinate x, and fast in the relative coordinate x′.
In the context of Boltzmann equation, one of the functions will be a Green’s function,
and the gradient expansion becomes an expansion over ~. Then it is equivalent to a
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semi-classical approximation. In the special case that the functions A and B (anti-
)commute eq. (1.22) reduces to

[A,B]? ≈ i(∂xA∂pB − ∂pA∂xB), (1.24)

or, in other words, the commutator reduces to a Poisson bracket. This is evidence
that the gradient expansion is in fact a semi-classical expansion.

1.3 Berry phase

A concept that is of of primary interest in this thesis is that of the Berry phase, that
was introduced by Michael Berry [1]. It is a phase picked up by a wave function after
cyclic adiabatic evolution of its parameters. Its importance lies on the fact that it
is a geometric object, which makes it suitable for topological descriptions of various
phenomena. Also, it exhibits many similarities to a U(1) gauge field theory, which
allows for use of the known formulation of quantum electrodynamics. In this section
we will provide an basic introduction to the Berry phase and quantities related to it.
Other discussions can be found in the lecture notes by Tong [8], in books by Wen [9]
and Bernevig and Hughes [10], and in the review by Xiao, Chang and Niu [4].

1.3.1 The Berry phase and adiabatic evolution

Let us look at a Hamiltonian that depends on a set of parameters R = (R1, R2, . . . )
that evolve in time, namely

H = H(R), R = R(t). (1.25)

A quantum state can always be expressed as a superposition of instantaneous
eigenstates

|ψ(R(t))〉 =
∑
n

an(t)|n(R(t))〉 (1.26)

where

H(R)|n(R)〉 = En(R)|n(R)〉. (1.27)

|ψ(t)〉 obeys the time-dependent Schrödinger equation, i.e.

i~
∂

∂t
|ψ(t)〉 = H(R(t))|ψ(t)〉, (1.28)

i~
∑
n

(
ȧn|n(R(t))〉+ an

∂

∂t
|n(R(t))〉

)
=
∑
n

anEn(t)|n(R(t))〉. (1.29)

Taking the overlap with another eigenstate

〈m(R(t))|
∑
n

(
i~ȧn|n(R(t))〉+ i~an

∂

∂t
|n(R(t))〉 − anEn(t)|n(R(t))〉

)
= 0. (1.30)
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According to the adiabatic theorem of quantum mechanics, for a Hamiltonian with
a gapped spectrum, the system remains in its instantaneous eigenstate under a slow
enough evolution of its parameters. This implies that

〈m(R(t))| ∂
∂t
|n(R(t))〉 = 〈m(R(t))| ∂

∂t
|n(R(t))〉δnm (1.31)

which leads to∑
n

(
i~ȧnδnm + i~an〈m(R(t))| ∂

∂t
|n(R(t))〉δnm − anEn(t)δnm

)
= 0, (1.32)

ȧn + an〈n(R(t))| ∂
∂t
|n(R(t))〉+

i

~
En(t) = 0. (1.33)

This differential equation is solved by

an(t) = an(0)e−
i
~
∫ t
0 dt′ En(t′)e−

∫ t
0 dt′ 〈n(R(t))| ∂

∂t′ |n(R(t))〉. (1.34)

Then it follows that after some time T , the quantum state obtains two types of
phases

|ψ(T )〉 = e−
i
~
∫ T
0 dt En(t)eiγn|ψ(0)〉. (1.35)

The first one is known as the dynamical phase that is present in every time evolution,
even if the parameters don’t change and then it simply reduces to e−iEnT/~. The second
one is a new type of phase, that exists only when the parameters are time-dependent
and is given by

γn(T ) = i

∫ T

0

dt 〈n(R(t))|∂t|n(R(t)〉. (1.36)

In general, the wave function is determined up to an arbitrary phase that we can
change at will. However, if we evolve the parameters in a way that they return to
their initial values, i.e. R(T ) = R(0), the phase eiγ remains unaffected by this change.
The reasons for that will become apparent in the next section. The first to notice that
was Michael Berry [1] and that’s why under cyclic evolution the phase eiγ is called
the Berry phase. Another interesting property is that it does not depend on the rate
at which the parameters change, provided that it is slow enough that the adiabatic
theorem holds, but only on the path followed. For this reason, it is also called the
geometric phase and can be rewritten ignoring the time arguments

γn = i

∮
dR〈n(R)|∇R|n(R)〉. (1.37)

1.3.2 The Berry connection and the Berry curvature

It is useful to define the object

AR = i〈n(R)|∇R|n(R)〉 (1.38)

and express the Berry phase as

γn =

∮
dR · AR. (1.39)
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AR is called the Berry connection. It describes the adiabatic evolution that we de-
scribed in the previous section, in the same way that a connection describes parallel
transport on a manifold. For this reason, it is defined on each energy level.

The Berry connection can also be defined via a unitary matrix, which will prove
useful in chapter 4. We can define a matrix that contains the eigenstates as columns

U(R) =
(
|n1(R)〉 |n2(R)〉 . . . |nk(R)〉

)
(1.40)

and its Hermitian conjugate

U †(R) =


〈n1(R)|
〈n2(R)|

...
〈nk(R)|

 . (1.41)

Since the eigenstates are normalized, U(R) is unitary, i.e. U †(R)U(R) = 1. Then,
from linear algebra we know that U(R) is the matrix that diagonalizes the Hamiltonian
as

U †(R)H(R)U(R) =


En1

En2

. . .

Enk

 . (1.42)

Then, the Berry connection can be defined as

AR = iU †(R)∇RU(R). (1.43)

Let us now look at some properties of the Berry connection. First of all it is
Hermitian. This comes from the fact that the eigenstates are normalized

〈n(R)|n(R)〉 = 1. (1.44)

Taking the derivative, we get the following relation

∇R〈n(R)|n(R)〉 =0

〈∇Rn(R)|n(R)〉+ 〈n(R)|∇R|n(R)〉 =0

〈n(R)|∇R|n(R)〉† + 〈n(R)|∇R|n(R)〉 =0.

(1.45)

Then we can use this to show that

A†R = −i〈n(R)|∇R|n(R)〉† = i〈n(R)|∇R|n(R)〉 = AR. (1.46)

The Berry connection is also gauge dependent. To make obvious we can apply a
gauge transformation to the eigenstates, meaning multiply with a phase that depends
on the parameters R

|n(R)〉 → eiφ(R)|n(R)〉. (1.47)

Then it follows from its definition that the Berry connection transforms as

AR → AR −∇Rφ. (1.48)



1.3. BERRY PHASE 9

This implies that the Berry connection can be defined only up to the gradient of a
scalar quantity. This property is reminiscent of the vector potential of electrodynamics
or the the gauge field of QED. This encourages as to treat the Berry connection as a
gauge field and define an object similar the electromagnetic field strength tensor, the
Berry curvature

Ωµν =
∂Aν(R)

∂Rµ
− ∂Aµ(R)

∂Rν
. (1.49)

It is straightforward to see that the Berry curvature remains invariant under the gauge
transformation (1.47). Thus, it contains information about observables, while that
Berry connection does not.

For one energy level labeled by the index n, the Berry curvature can be rewritten
as follows

Ωn
µν = i

〈
∂n(R)

∂Rµ

∣∣∣∣∂n(R)

∂Rν

〉
− i
〈
∂n(R)

∂Rν

∣∣∣∣∂n(R)

∂Rµ

〉
, (1.50)

or after inserting identities

Ωn
µν = i

∑
m

(〈
∂n(R)

∂Rµ

∣∣∣∣m(R)

〉〈
m(R)

∣∣∣∣∂n(R)

∂Rν

〉
−
〈
∂n(R)

∂Rν

∣∣∣∣m(R)

〉〈
m(R)

∣∣∣∣∂n(R)

∂Rµ

〉)
.

(1.51)

It can be shown that

〈m(R)| ∂
∂Rµ
|n(R)〉 =

〈
m(R)

∣∣ ∂H
∂Rµ

∣∣n(R)
〉

En − Em
, for m 6= n. (1.52)

Then the Berry connection is expressed as

Ωn
µν = i

∑
m 6=n

〈
n
∣∣ ∂H
∂Rµ

∣∣m〉 〈m ∣∣ ∂H
∂Rν

∣∣n〉− 〈n ∣∣ ∂H
∂Rν

∣∣m〉 〈m ∣∣ ∂H
∂Rµ

∣∣n〉
(En − Em)2 . (1.53)

One can notice that, under this formulation, that the Berry curvature contains a
singularity when En = Em which can occur for some value of the parameters R. This
singularity corresponds to a monopole existing in the parameter space, that acts as a
source or sink of Berry curvature flux. An example will be demonstrated in the next
subsection. Additionally, from eq. (1.53) it follows that the sum of Berry curvatures
over all energy levels, i.e. ∑

n

Ωn
µν = 0. (1.54)

In other words, the Berry curvature is always zero in systems with one single energy
level.

If the parameter space is three-dimensional, a vectorial type of Berry curvature
can be defined via

Ωn
µν = εµνρ Ωn

ρ , (1.55)

which is, as a result, given by the curl of the Berry connection

Ωn(R) = ∇R ×An(R). (1.56)
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This is a manifestation that Ωn behaves equivalently to the magnetic field, while An

corresponds to the vector potential. Then using Stoke’s theorem in eq. (1.39), we can
express the Berry phase as a surface integral

γn =

∫
S

dS ·Ωn, (1.57)

where S is a surface that has the closed contour C as a boundary. Under this formu-
lation, the Berry phase represents the flux of Berry curvature that penetrates through
the surface S.

However, to use Stoke’s theorem we could have chosen any surface with C as a
boundary. If we choose a surface with opposite orientation, we get a Berry phase

γ′n = −
∫
S′

dS′ ·Ωn, (1.58)

where the minus sign appears because of the opposite orientation of the surface S ′.
Then we can subtract eqs. (1.57) and (1.58). The surfaces S and S ′ glued together
give a closed surface S2, so we end up with

γn − γ′n =

∫
S2

dS ·Ωn. (1.59)

The Berry phase must be uniquely defined, i.e.

eiγ = eiγ
′
. (1.60)

This means that γ and γ′ can only differ by an integer multiple of 2π. This integer is
called the Chern number and is given by

Cn =
1

2π

∫
S2

dS ·Ωn, ∈ Z. (1.61)

It measures the flux of Berry curvature that goes out through the closed surface.

1.3.3 Example: Spin in a magnetic field

The simplest example that manifests Berry phase and curvature is that of a single
spin 1/2 in a magnetic field that is allowed to rotate on a sphere. The Hamiltonian
describing this system is

H = −B · σ (1.62)

where the magnetic field is parametrized in spherical coordinates

B = B

sin θ cosφ
sin θ sinφ

cos θ

 (1.63)

and σ is the vector of Pauli matrices. This system has two energy levels E− = −B
and E+ = B, with their corresponding eigenstates

|χ−〉 =

(
cos θ

2

eiφ sin θ
2

)
|χ+〉 =

(
sin θ

2

−eiφ cos θ
2

)
(1.64)
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that are well defined only up to phase.
We can now calculate the Berry connections for the two levels using R = (θ, φ) as

parameter space

A− = i 〈χ−|∇R|χ−〉 = − 1

B

sin2 θ/2

sin θ
φ̂ (1.65)

A+ = i 〈χ+|∇R|χ+〉 = − 1

B

cos2 θ/2

sin θ
φ̂, (1.66)

as well as the corresponding Berry curvatures

Ω− = ∇×A− = − 1

2B2
B̂ (1.67)

and

Ω+ = ∇×A+ = +
1

2B2
B̂. (1.68)

They have the same form as magnetic monopoles existing, however, in parameter
space. Indeed these monopoles are located at the singular point B = 0, where the
two energy levels coincide. The two monopoles have opposite ‘charge’ of −1/2 and
+1/2, acting as sources and sinks of Berry curvature and satisfying eq. (1.54). The
Chern number in this case will count how many monopoles exists in each energy level,
resulting in C− = −1 and C+ = +1.

1.3.4 Non-abelian Berry connection

The Hamiltonians we have looked at so far, contain no degeneracies. It was shown by
Wilczek and Zee [11] that, if the system’s energy levels are degenerate, then the Berry
connection and curvature become non-abelian.

Lets us assume a ground state that is N-fold degenerate. Then, the corresponding
eigenstates are

|na(R)〉, a = 1, . . . , N. (1.69)

Starting from the ground state, the adiabatic theorem states that the system should
remain in the ground state for slow evolution of the parameters, but does not restrict it
to remain in the same eigenstate. Instead, it can be in any of the degenerate eigenstates
(1.69). This means, that under time evolution, the wave function, instead of a phase,
will acquire a unitary matrix

|ψa(t)〉 = Uab(t)|nb(t)〉 (1.70)

The Berry connection then becomes an N ×N matrix

Aabµ = i〈nb(R)| ∂
∂Rµ
|na(R)〉 (1.71)

Aµ has the same structure as the gauge field of an SU(N) theory. It follows that
the Berry curvature should also have the same structure as that of an SU(N) theory,
namely

Ωµν =
∂Aν
∂Rµ

− ∂Aµ
∂Rν

− i [Aµ, Aν ] . (1.72)
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Comparing with the non-degenerate case, the Berry curvature now contains an extra
commutator, accounting for the matrix nature of the Berry connection.

As in the abelian case, we can apply a gauge transformation since the eigenstates
are not uniquely defined. The difference is that now the transformation is a unitary
matrix

|na(R)〉 → Φab(R)|nb(R)〉. (1.73)

As expected, the Berry connection transforms under the gauge transformation, but in
a slightly more complicated way

Aµ → Φ†AµΦ + iΦ†
∂Φ

∂Rµ
. (1.74)

As for the Berry curvature, it transforms as

Ωµν → Φ†ΩµνΦ. (1.75)

Contrary to the abelian case, the Berry curvature is not gauge invariant so it cannot
correspond to an observable quantity. Gauge invariant objects can be created by
tracing over the matrix indices, for example Tr Ωµν .

1.4 Disorder

Every solid in real life is far from ideal and contains impurities and other defects. We
then say that such a solid is disordered. Applying an electric field will try to drive
the system out of equilibrium and create a current. In this process, however, electrons
will get scattered by impurities. Because of this, disorder tends to relax the system
and bring it back to its equilibrium state.

In order to study the problem of disorder we have to make a few assumptions. First
of all, we assume that impurities have no internal degree of freedom, meaning that
they remain unaffected from scattering with the electrons and from external fields.
We also assume that they are are static, i.e. time-independent, so each impurity
creates a potential v(r − rj), where rj is its position, resulting in a total potential
v(r) =

∑
j v(r− rj). Scattering of electrons with static impurities is elastic, meaning

that they exchange momentum but not energy. One last assumption is that impurities
are dilute and randomly distributed inside the system. Therefore, it is impossible to
know the location of all individual impurities to calculate the full disorder potential.
However, if we are interested in macroscopic properties of the system, it is more than
enough to calculate average values with respect to the disorder configuration. This
procedure is called disorder average and was first done by Kohn and Luttinger [12].

Impurity scattering will enter the Boltzmann equation in the collision integral. As
we will see in chapter 2, expressed in Keldysh formalism, the collision integral involves
self-energies, so this is what we will try to calculate. Surprisingly, this can be done
with a lot of different methods that are described in Mahan [7], Bruus and Flensberg
[13], Altland [14] and Kamenev [15]. In this discussion, we will first calculate the
self-energy using perturbation theory up to second order in the disorder potential and
the perform disorder average.
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1.4.1 Perturbation theory over the disorder potential

Let us assume a potential v(r) that describes the total disorder configuration. For a
more compact notation, from now on we will write v(x), where x = (t, r) but remember
that the disorder potential is time-independent. This adds a quadratic term in the
action

Sdis = −
∫

dx v(x)ψ̄(x)ψ(x). (1.76)

Then, the Green’s function is no longer the bare one, but it is dressed with a self-energy
originating from the disorder action. In general it is

G(x, x′) = −i〈ψ(x)ψ̄(x′)〉, (1.77)

where 〈. . . 〉 is the so-called thermal average, or average with respect to the partition
function Z. It can be calculated within perturbation theory, which gives as a result
Dyson’s equation

G(x, x′) = G0(x, x′) +

∫
dx1G0(x, x1)v(x1)G(x1, x

′). (1.78)

Expanding Dyson’s equation up to second order we get

G(x, x′) = G0(x, x′) +

∫
dx1G0(x, x1)v(x1)G0(x1, x

′)

+

∫
dx1dx2G0(x, x1)v(x1)G0(x1, x2)v(x2)G0(x2, x

′)

(1.79)

that can also be expressed in diagrammatic language in figure 1.1.
For the first order contribution the self-energy is

Σ(x1, x2) = v(x1) δ(x1 − x2) (1.80)

or in Fourier space

Σ(p) = v0 (1.81)

where v0 is the strength of the disorder potential. The self-energy is first order is
therefore just a constant that only provides a shift in the energy of the Green’s function.

For this reason, we will focus on the second order contribution. The self-energy is
then

Σ(x1, x2) = v(x1)G0(x1, x2)v(x2) (1.82)

and we will take perform the average over disorder for it.

G
=

G0
+

G0 G0
+

G0 G0 G0
+ · · ·

Figure 1.1: Diagrammatic expression of Dyson’s equation involving impurity scattering
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1.4.2 Disorder average

Our goal now is to perform disorder average of the second order self-energy

〈Σ(x1, x2)〉dis = 〈v(x1)G0(x1, x2)v(x2)〉dis. (1.83)

This means that we average over the positions of the impurities, which can be expressed
as

〈Σ(x1, x2)〉dis =
1

exp
{
−
∫

dxv
2(x)

v20

} ∫ DvΣ(x1, x2) exp

{
−
∫

dx
v2(x)

v2
0

}
, (1.84)

where v0 is the strength of the potential, or

〈Σ(x1, x2)〉dis =
G0(x1, x2)

exp
{
−
∫

dxv
2(x)

v20

} ∫ Dv v(x1)v(x2) exp

{
−
∫

dx
v2(x)

v2
0

}
. (1.85)

This is equivalent to adding sources, taking the second functional derivative and
then setting the sources to zero

〈Σ(x1, x2)〉dis =
G0(x1, x2)

exp
{
−
∫

dxv
2(x)

v20

} δ2

δJ(x1)δJ∗(x2)

∫
Dv exp

{
−
∫

dx
v2(x)

v2
0

}

exp

{∫
dxJ(x)v(x)

}
exp

{∫
dxJ∗(x)v(x)

}∣∣∣∣
J=J∗=0

.

(1.86)

In the above we can complete the square, which leads to

〈Σ(x1, x2)〉dis =
G0(x1, x2)

exp
{
−
∫

dxv
2(x)

v20

} δ2

δJ(x1)δJ∗(x2)

∫
Dv

exp

{
−
∫

dx
(v(x)− v2

0J(x))2

v2
0

}
exp

{
v2

0

∫
dx J∗(x)J(x)

}∣∣∣∣
J=J∗=0

.

(1.87)

Now only the first exponential takes part in the integration, which is Gaussian and
will cancel with the denominator, leading to just

〈Σ(x1, x2)〉dis = G0(x1, x2)
δ2

δJ(x1)δJ∗(x2)
exp

{
v2

0

∫
dx J∗(x)J(x)

}∣∣∣∣
J=J∗=0

. (1.88)

G0

(a)

G0

×

(b)

Figure 1.2: Second order self-energy diagrams (a) before and (b) after disorder average.
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Taking the functional derivatives and setting the sources to zero we end up with

〈Σ(x1, x2)〉dis = v2
0G0(x1, x2)δ(x1 − x2) (1.89)

or in phase space

〈Σ(x, p)〉dis = v2
0

∫
ddq

(2π)d
G0(q), (1.90)

where d is the dimensionality of the system. This can be diagrammatically seen in
figure 1.2, where 1.2a shows the self energy to second order in perturbation theory
before the disorder average and 1.2b after averaging over disorder.
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Chapter 2

Keldysh formalism

In section 1.1, we derived the Boltzmann equation using heuristic arguments for dis-
tribution functions and for an ensemble of classical particles, like an ideal gas. In
condensed matter physics a system that is often of interest is that of electrons in a
solid, and electrons are far from classical particles. For this reason, we will rederive the
Boltzmann equation from a field theory approach. In a non-equilibrium situation, as is
the case described by the Boltzmann equation, conventional equilibrium field theory,
such as the Matsubara formalism, fails. For this reason, we have to use an out-of-
equilibrium theory, also commonly known as Keldysh formalism. It was developed in
the 60’s by Schwinger [16], Konstantinov and Perel [17], Kadanoff and Baym [18] and
Keldysh [19]. In this chapter, we will provide with the basics of the Keldysh formalism
with the goal of deriveing a generic form of the quantum Boltzmann equation. The
approach we will follow is similar to the one by Kamenev [15], while an alternative
one can be found in lecture notes by Maciejko [20]. The whole derivation will be done
for fermions, but the one for bosons is in principle similar with some changes and can
be found in literature.

2.1 Closed time contour

To develop a non-equilibrium formulation we will start by considering a time-dependent
Hamiltonian Ĥ(t). A system governed by Ĥ(t) will be described by a density matrix
ρ̂(t). We assume that at time t = −∞ the Hamiltonian is non-interacting and the
density matrix ρ̂(−∞) is known. At some point prior to any measurement, interac-
tions are adiabatically switched on and then off again after the measurement. Until
now the situation is the same as in equilibrium. However, the Hamiltonian can contain
time-dependent perturbations that drive the system out of equilibrium.

The density matrix at time t can be expressed as

ρ̂(t) = Û(t,−∞)ρ̂(−∞)Û †(t,−∞) = Û(t,−∞)ρ̂(−∞)Û(−∞, t), (2.1)

where Û(t, t′) is the time-evolution operator defined as

Û(t, t′) = T exp

(
−i
∫ t

t′
dt1 Ĥ(t1)

)
(2.2)

17
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−∞ +∞

ρ̂(−∞) Û(t,−∞) Û(+∞, t)

Û(−∞,+∞)

t

Ô(t)

Figure 2.1: Evolution along the closed time contour C.

and T stands for time-ordering. Something that is usually of interest is the expectation
value of an operator defined as

〈Ô〉(t) =
Tr[Ôρ̂(t)]

Tr [ρ̂(t)]
. (2.3)

Using eq. (2.1) we can write it as

〈Ô〉(t) =
Tr
[
Ô Û(t,−∞) ρ̂(−∞) Û(−∞, t)

]
Tr
[
Û(t,−∞) ρ̂(−∞) Û(−∞, t)

]
=

1

Tr [ρ̂(−∞)]
Tr
[
Û(−∞, t) Ô Û(t,−∞) ρ̂(−∞)

] (2.4)

where in the last step we performed cyclic permutation inside the trace and for the
denominator used the unitarity of Û .

The above equation states that to calculate an expectation value we follow the
following procedure. We start at t = −∞, where the density matrix is known, evolve
to time t, calculate the expectation value of the operator and then go back to t = −∞.
In other words, time evolves forwards and then backwards. We can generalize this and
extend the time evolution all the way to t = +∞. This can be done by introducing
the identity 1̂ = Û(t,+∞)Û(+∞, t). Then eq. (2.4) becomes

〈Ô〉(t) =
1

Tr [ρ̂(−∞)]
Tr
[
Û(−∞,+∞) Û(+∞, t) Ô Û(t,−∞) ρ̂(−∞)

]
. (2.5)

This describes time evolution along a closed time contour C, also called the Schwinger-
Keldysh contour, that is depicted in figure 2.1, and consists of a forward and a back-
ward branch.

This procedure of forward and backward time evolution is avoided in equilibrium.
Assuming zero temperature, we are interested in expectation values 〈GS|Ô|GS〉, where
|GS〉 is the ground state of the interacting system, given by |GS〉 = Û(t,−∞)|0〉, where
|0〉 is the ground state of the non-interacting system. Being in equilibrium means that
the only time evolution allowed is adiabatically switching interactions on and off. By
use of the adiabatic theorem, this implies that the system never transitions to an
excited state, but only acquires a phase with respect to the initial state

Û(+∞,−∞)|0〉 = eiL|0〉. (2.6)
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From the above equation, the relations eiL = 〈0|Û(+∞,−∞)|0〉 and 〈0|Û(+∞,−∞) =
〈0|eiL follow. Using these, we can calculate the expectation value

〈GS|Ô|GS〉 = 〈0|Û(−∞, t)Ô Û(t,−∞)|0〉
= e−iL〈0|eiLÛ(−∞, t)Ô Û(t,−∞)|0〉

=
〈0|Û(+∞, t)Ô Û(t,−∞)|0〉
〈0|Û(+∞,−∞)|0〉

.

(2.7)

It is now evident, that in equilibrium we only need to consider the forward time
evolution. In the above we assumed zero temperature, but it can also be shown for
finite temperature using the equilibrium density matrix and imaginary time.

The main difference that appears out of equilibrium is that eq. (2.6) does not
hold anymore. Applying a non adiabatic perturbation can bring the system to an
unpredictable superposition of excited states, that is not related to the initial state in
a simple way. The closed time contour allows us to to bypass our ignorance of the state
at t = +∞. Evolution along this contour ÛC = Û(−∞,+∞)Û(+∞,−∞) = 1̂ unwinds
everything back to the initial state ρ̂(−∞), which allows us to develop functional
integrals, similar to the equilibrium formalism.

2.2 Functional integration and Green’s functions

We will now express the partition function for fermions out of equilibrium and develop
a functional integral formalism along the closed time contour C. As an example, we
will use a single level Hamiltonian, which in second quantization is

Ĥ = ε0ĉ
†ĉ, (2.8)

where c† and c are fermionic creation and annihilation operators that obey canonical
anti-commutation relations {ci, cj} = {c†i , c

†
j} = 0 and {ci, c†j} = δij. However, the

main results of this and the next section are general and do not depend on this toy
Hamiltonian.

The partition function is defined as

Z =
Tr[ÛC ρ̂(−∞)]

Tr[ρ̂(−∞)]
(2.9)

The time evolution operator along the contour C is the identity ÛC = 1̂ which results in
Z = 1. Let us assume for simplicity that the initial density matrix is the equilibrium
one denoted by ρ0. Then

Z =
Tr[ÛC ρ̂0]

Tr[ρ̂0]
. (2.10)

For the numerator we have

Tr[ÛC ρ̂0] =

∫
dψ̄ dψ e−ψ̄ψ〈ψ| ÛC ρ̂0 | − ψ〉 (2.11)
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−∞ +∞
t

t1 t2 tN

t2N tN+1

Figure 2.2: Discretization of the closed time contour C.

where ψ and ψ̄ are Grassmann variables.
To express the partition function as a functional integral, we will discretize the time

contour C in 2(N − 1) intervals of length ∆t, as shown in figure 2.2. At each discrete
point, we introduce the identity expressed in the fermionic coherent state basis

1̂ =

∫
dψ̄ dψe−ψ̄ψ|ψ〉〈ψ|. (2.12)

Doing that, the partition function contains the following sequence

〈ψ2N |Û(−∆t)|ψ2N−1〉〈ψ2N−1| . . . |ψN+1〉〈ψN+1|1̂||ψN〉〈ψN |
. . . |ψ2〉〈ψ2|Û(+∆t)|ψ1〉〈ψ1|ρ̂(ε0)| − ψ2N〉,

(2.13)

where Û(±∆t) is the time evolution operator for a time interval ∆t in the forward
and backward part on the contour. It should also be pointed out that there is no
time evolution between the points tN and tN+1. The matrix elements contained in the
above equation are

〈ψj|Û(±∆t)|ψj−1 = 〈ψj|e∓iĤ∆t|ψj−1〉 = exp
(
ψ̄jψj−1 ∓ iε0ψ̄jψj−1∆t

)
(2.14)

It can all be summed up to

Z =
1

Tr[ρ0]

∫ 2N∏
j=1

dψ̄j dψj exp

(
i

2N∑
j,j′=1

ψ̄jG
−1
jj′ψj′

)
, (2.15)

where ψ, ψ̄ are independent Grassmann variables and G−1
jj′ is a 2N × 2N matrix

iG−1
jj′ =



−1 −ρ(ε0)
h− −1

h− −1
. . . . . .

h− −1
1 −1

h+ −1
. . . . . .

h+ −1
h+ −1


(2.16)
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with h± = 1± iε0∆t.
The Green’s function can be found by inverting the matrix (2.16). It is useful to

separate the fields into ψ+ that reside on the forward part of the contour and ψ− that
reside on the backward part. Then, the Green’s function can be written as a 2 × 2
matrix

G =

(
GT G<

G> GT̃

)
, (2.17)

where

iG<
jj′ = 〈ψ+

j ψ̄
−
j′ 〉 iG>

jj′ = 〈ψ−j ψ̄+
j′ 〉 (2.18)

iGTjj′ = 〈ψ+
j ψ̄

+
j′ 〉 iGT̄jj′ = 〈ψ−j ψ̄−j′ 〉 (2.19)

We can now take the continuum limit, meaning N → ∞ and ∆t → 0. Then the
four Green’s functions for our example Hamiltonian (2.8) are given by

iG<(t, t′) = 〈ψ+(t)ψ̄−(t′)〉 = −nF e−iε0(t−t′) (2.20a)

iG>(t, t′) = 〈ψ−(t)ψ̄+(t′)〉 = (1− nF )e−iε0(t−t′) (2.20b)

iGT (t, t′) = 〈ψ+(t)ψ̄+(t′)〉 = θ(t− t′)iG>(t, t′) + θ(t′ − t)iG<(t, t′) (2.20c)

iGT̃ (t, t′) = 〈ψ−(t)ψ̄−(t′)〉 = θ(t′ − t)iG>(t, t′) + θ(t− t′)iG<(t, t′) (2.20d)

where nF = ρ(ε0)/(1 + ρ(ε0)) is the fermionic occupation number of a single energy
level.

We notice that the four Green’s function are not all independent, but satisfy the
equation

GT (t, t′) +GT̃ (t, t′) = G>(t, t′) +G<(t, t′). (2.21)

This means that we can derive an equivalent formulation using only three Green’s
functions instead of three.

2.3 Keldysh rotation

To take advantage of eq. (2.21) Keldysh developed a formulation in his paper [19]
that relies on a rotation of the basis and results in only three independent Green’s
functions. Due to its importance, we often refer to the whole non-equilibrium field
theory as Keldysh formalism. The Keldysh rotation is performed by defining new
fields

ψ1(t) =
1√
2

(
ψ+(t) + ψ−(t)

)
ψ2(t) =

1√
2

(
ψ+(t)− ψ−(t)

)
(2.22)

and

ψ̄1(t) =
1√
2

(
ψ̄+(t)− ψ̄−(t)

)
ψ̄2(t) =

1√
2

(
ψ̄+(t) + ψ̄−(t)

)
(2.23)

We should point out that the ψ̄ fields transform in a different way than the ψ fields,
which is possible because fermionic fields are independent Grassmann variables. It was
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first introduced by Larkin and Ovchinnikov [21] and is convenient because, as we will
see later, G−1, G and Σ (the self energy) obtain the same matrix structure. However,
for bosons φ̄ must be conjugate to φ.

Plugging eqs. (2.22) and (2.23) into (2.18) we get new Green’s functions

GR(t, t′) = −i〈ψ1(t)ψ̄1(t′)〉 = θ(t− t′) (G>(t, t′)−G<(t, t′)) (2.24a)

GA(t, t′) = −i〈ψ2(t)ψ̄2(t′)〉 = θ(t′ − t) (G<(t, t′)−G>(t, t′)) (2.24b)

GK(t, t′) = −i〈ψ1(t)ψ̄2(t′)〉 = G>(t, t′) +G<(t, t′) (2.24c)

and we can write the full Green’s function in the matrix form

G(t, t′) =

(
GR(t, t′) GK(t, t′)

0 GA(t, t′)

)
. (2.25)

GR and GA are the retarded and advanced Green’s functions, as is evident by the
presence of θ-functions, similar to their equilibrium counterparts. GK is a new Green’s
function, called Keldysh, that does not have an analog in equilibrium field theory, while
〈ψ2(t)ψ̄1(t′)〉 = 0.

For our toy Hamiltonian (2.8), the three Green’s functions obtain the forms

GR(t, t′) = −iθ(t− t′)e−iε0(t−t′) (2.26a)

GA(t, t′) = iθ(t′ − t)e−iε0(t−t′) (2.26b)

GK(t, t′) = −i(1− 2nF )e−iε0(t−t′), (2.26c)

and their Fourier transforms

GR(E) = (E − ε0 + iη)−1 (2.27a)

GA(E) = (E − ε0 − iη)−1 (2.27b)

GK(E) = −2πi(1− 2nF )δ(E − ε0). (2.27c)

We notice that the retarded and advanced Green’s functions only contain informa-
tion about the spectrum, but the Keldysh retains information about the occupation
number. The following properties are now obvious

GR = [GA]† GA = [GR]† GK = −[GK ]†. (2.28)

They are general, however, and do not depend on the specific choice of Hamiltonian.
We can now generalize our study to fields depending on space-time coordinates

x = (t, r), instead of just time. Then we can write down the Keldysh fermionic action

S =

∫
dx1dx2

(
ψ̄1(x1) ψ̄2(x1)

)
G−1(x1, x2)

(
ψ1(x2)
ψ2(x2)

)
(2.29)

with

G−1(x1, x2) =

(
[G−1]

R
(x1, x2) [G−1]

K
(x1, x2)

0 [G−1]
A

(x1, x2)

)
. (2.30)
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Using the identity ∫
dx3G

−1(x1, x3)G(x3, x2) = δ(x1 − x2), (2.31)

we find [
G−1

]R
=
[
GR
]−1 [

G−1
]A

=
[
GA
]−1

. (2.32)

For the Keldysh component, which is anti-Hermitian, it is useful to make a parametriza-
tion via a Hermitian function F = F †

GK = GRF − F GA. (2.33)

F is a two-point function F (x1, x2) and products between two two-point functions
imply integration over the intermediate variable, for example

GRF =

∫
dx3G

R(x1, x3)F (x3, x2). (2.34)

The Wigner transformation (see section 1.2) of F is the distribution function of the
system. Specifically in our simple example, F = 1−2nF and its Wigner transformation
will give the fermionic distribution function.

2.4 Quantum Boltzmann equation

Up until now we have looked at non-interacting systems. If the system is interacting,
we can write the total action as the sum of the bare, or non-interacting action, and
the term that contains the interactions

S = S0 + Sint. (2.35)

Then the full Green’s function can be written as a functional integral

Gab(x1, x2) = −i
∫
Dψ̄Dψ ψa(x1)ψ̄b(x2) ei(S0+Sint) (2.36)

where a, b = (1, 2) is the Keldysh index.
The full Green’s function can be calculated by expanding the exponent in powers of

Sint and then using Wick’s theorem. This results in an infinite series, where every term
is represented by a Feynman diagram. Each diagram contains two external propagators
accounting for G0(x1, xi) and G0(xj, x2). We can define the self-energy as the sum of
all the irreducible diagrams, i.e. those that cannot be disconnected after cutting one
internal line, after removing the external propagators. Then, the full Green’s function
can be written as

G = G0 +G0 ΣG0 +G0 ΣG0 ΣG0 + . . .

= G0 +G0 Σ (G0 +G0 ΣG0 + . . . )

= G0 +G0 ΣG

(2.37)
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G
=

G0
+

G0 G0
Σ +

G0 G0
Σ

G0
Σ + · · ·

Figure 2.3: Diagrammatic expression of Dyson’s equation

where products denote integration over the intermediate variable and multiplication
of the 2× 2 Keldysh matrices. This expansion can be seen diagrammatically in figure
2.3. Multiplying both sides of the equation with G−1

0 from the left we get(
G−1

0 − Σ
)
G = 1 (2.38)

This is Dyson’s equation, also defined in equilibrium.
The difference is that, in contrast to the equilibrium case, G, G−1

0 and Σ are all
2× 2 matrices. The self-energy has the same structure as the Green’s function so we
can write Dyson’s equation in matrix form(

G−1R
0 − ΣR −ΣK

0 G−1A
0 − ΣA

)(
GR GK

0 GA

)
= 1, (2.39)

where we took into account that G−1K
0 ∼ iηF and can be ignored compared to ΣK .

For the retarded and advanced Green’s functions we can write closed equations(
G
−1R/A
0 − ΣR/A

)
GR/A = δ(x1 − x2). (2.40)

G
−1R/A
0 is known directly from the Hamiltonian and ΣR/A can be found up to some

order in perturbation theory. Then, we can solve for the full retarded and advanced
Green’s function

GR/A =
(
G
−1R/A
0 − ΣR/A

)−1

. (2.41)

From Dyson’s equation an equation for the Keldysh component can also be found(
G−1R

0 − ΣR
)
GK − ΣKGA = 0. (2.42)

Obviously, this is not a closed equation, but contains retarded and advanced compo-
nents. We can use the parametrization (2.33) for the Keldysh Green’s function and
write (

G−1R
0 − ΣR

) (
GRF − F GA

)
= ΣKGA. (2.43)

Multiplying both sides of the equation from the right with
(
G−1A

0 − ΣA
)

and then
using eq. (2.40) we get

F
(
G−1A

0 − ΣA
)
−
(
G−1R

0 − ΣR
)
F = ΣK . (2.44)

G−1R
0 and G−1A

0 differ only be a factor of 2iη, which for our purposes can be ignore
and simply write G−1

0 . However, this is not necessarily true for the corresponding
self-energies. After some rearrangement we end up with[

F,G−1
0

]
= ΣK −

(
ΣRF − F ΣA

)
, (2.45)
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where [ , ] denotes a commutator. This is a generalized form of the quantum Boltzmann
equation, or the kinetic equation for F . The left hand side contains only the bare
Green’s function and is the kinetic term of the equation. The right hand side contains
self-energies and corresponds to the collision integral. However, this is not a very
useful form for practical purposes. In practice, we will use Wigner transformation
on the Boltzmann equation and find exact forms for specific systems with various
properties. This will be the main topic of the rest of the thesis.
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Chapter 3

Single-band systems

Having derived a generic form for the quantum Boltzmann equation, we will now go on
to derive it for actual systems. In this chapter we will look at systems with dispersion
that consists of only one band. The common feature of these systems is that they are
described by a simple Hamiltonian, that is not a matrix, and all quantities involved
in the Boltzmann equation, i.e. distribution function, Green’s function, self-energy,
commute among each other. We will start a simple electronic system and study its
response to an extrnal electric field. Then, we will add a magnetic field to the previous
system by performing minimal coupling. Finally, we will study the collision integral
for a disordered system that involves impurity scattering.

3.1 Electrons in an electric field

The simplest non-trivial fermionic system one can study within the context of the
Boltzmann equation is that of electrons in an electric field. For that, we will set the
collision integral to zero. Then, the Boltzmann equation reduces to

[F,G−1
0 ] = 0, (3.1)

where G−1
0 is the inverse of the non-interacting, or bare, Green’s function and the

Wigner transformation of F is the distribution function. In other words, the distribu-
tion function is defined as

f(x, p) =

∫
dx′e−ipx

′
F

(
x+

x′

2
, x− x′

2

)
, (3.2)

where x and x′ are the center of mass and the relative coordinate respectively and we
are using notation such that x = (t, r) and p = (E,k).

Eq. (3.1), though exact and general, does not contain much useful information. In
order for the Boltzmann equation to include observable quantities and be expressed
with respect to the actual distribution function f(x, p), we will perform a Wigner
transformation and products involving two-point functions will become Moyal products

[f,G−1
0 ]? = 0. (3.3)

27



28 CHAPTER 3. SINGLE-BAND SYSTEMS

Then, we can rewrite it by as an expansion over the gradients to first order, as intro-
duced in section 1.2[

f,G−1
0

]
+
i

2

{
∂xf, ∂pG

−1
0

}
− i

2

{
∂pf, ∂xG

−1
0

}
= 0. (3.4)

However, the above equation can be simplified since in the single-band case f and
G−1

0 are ‘simple’ functions, i.e. not matrices, so they commute with each other. As a
result, the Boltzmann equation for a collisionless single-band system to first order in
the gradient expansion reduces to

i
(
∂xf∂pG

−1
0 − ∂pf∂xG−1

0

)
= 0, (3.5)

or after separating time and space coordinates

∂tf∂EG
−1
0 −∇rf∇kG

−1
0 − ∂Ef∂tG−1

0 +∇kf∇rG
−1
0 = 0. (3.6)

We can be more specific than that though. For a specific system, the bare Green’s
function is known, so in the end the kinetic equation contains only the distribution
function as unknown. A very broad category of systems is that of those that pos-
sess translational invariance. They can be described by a Hamiltonian of the form
H(x1, x2) = H(x1 − x2) = H(x′), where x′ is the relative coordinate x′ = x1 − x2.
Then, the Wigner transformation of the Hamiltonian reduces simply to a Fourier
transformation over x′, which we write as ε(k) and call it the dispersion relation of
the system. This leads to the bare Green’s function

G−1
0 = E − ε(k). (3.7)

If an electric field is applied to the system, the Hamiltonian acquires an extra term of
−e r · E, so the new Green’s function is

G−1
0 = E − ε(k) + e r · E. (3.8)

This can now be substituted into the Boltzmann equation eq. (3.6) to yield

∂tf +∇kε(k) · ∇rf + e∇kf · E = 0. (3.9)

This way, we have rederived the classical Boltzmann equation in the absence of colli-
sions. This can be compared to (1.10) leading to the conclusion that a force eE acts
on the system and the velocity is substituted by v(k) = ∇kε(k). This is known as the
group velocity and depends on the dispersion of each system.

A system of free electrons, also known as electron gas, is usually described by a
Hamiltonian with a quadratic kinetic term. With the addition of an electric field, the
Hamiltonian in second quantization is

H
[
ψ̄, ψ

]
=

∫
dr ψ̄(t, r)

(
−∇

2
r

2m
− e r · E

)
ψ(t, r) (3.10)

and the corresponding action

S
[
ψ̄, ψ

]
=

∫
dtdr ψ̄(t, r)

(
i∂t +

∇2
r

2m
+ e r · E

)
ψ(t, r), (3.11)
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where we have set ~ = 1. From the action we can deduce the inverse Green’s function

G−1
0 (t1, r1, t2, r2) = δ(t1 − t2)δ(r1 − r2)

(
i∂t2 +

1

2m
∂2
r2

+ e r2 · E
)
. (3.12)

Since the system is translationally invariant, we can expect the Wigner transforma-
tion to be the same as the Fourier transformation, but let us show it formally. First,
we go to the center of mass and relative coordinates x = (x1 +x2)/2 and x′ = x1−x2,
which means that x1,2 = x± x′/2. Then, the derivatives transform as

∂x2 =
1

2
∂x − ∂x′ (3.13)

and

∂2
x2

=
1

4
∂2
x − ∂2

xx′ + ∂2
x′ . (3.14)

In this new coordinate system the inverse Green’s function is

G−1
0 (t, r, t′, r′) = δ(t′)δ(r′)

[
i

(
1

2
∂t − ∂t′

)
+

1

2m

(
1

4
∂2
r − ∂2

rr′ + ∂2
r′

)
+ e

(
r− 1

2
r′
)
· E
]
.

(3.15)

The relative coordinate can now be Fourier transformed to give the Green’s function
in the Wigner representation.

G−1
0 (t, r, E,k) =

∫
dt′dr′ δ(t′)δ(r′)

[
i

(
1

2
∂t − ∂t′

)
+

1

2m

(
1

4
∂2
r − ∂2

rr′ + ∂2
r′

)
+e

(
r− 1

2
r′
)
· E
]
e−i(k·r

′−Et′)
(3.16)

Acting with the derivatives, only the ones with respect to the relative coordinate
survive

G−1
0 (t, r, E,k) =

∫
dt′dr′ δ(t′)δ(r′)

[
E − k2

2m
+ e

(
r− 1

2
r′
)
· E
]
e−i(k·r

′−Et′) (3.17)

and performing the integrals with the use of the delta functions, we get the final form
of the Wigner transformation of the Green’s function

G−1
0 (t, r, E,k) = E − k2

2m
+ e r · E. (3.18)

This can now be plugged into the kinetic equation (3.6) to give

∂tf +
k

m
· ∇rf + e∇kf · E = 0. (3.19)

This is the same as eq. (3.9), but the velocity is now v(k) = k/m. This is exactly
what is expected for a system with quadratic dispersion, where electrons are treated
as classical particles.
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3.2 Electrons in a magnetic field

We will now add a magnetic field to the system that we studied before. Our starting
point is the Boltzmann equation for a single-band system without collisions that we
derived in the previous section

∂xf∂pG
−1
0 − ∂pf∂xG−1

0 = 0. (3.20)

While before the electric field was taken into account by adding a term to the Hamilto-
nian, now it will be included together with the magnetic field by performing a minimal
coupling, or in other words, going to the gauge-invariant momentum

pµ → Πµ = pµ + eAµ, (3.21)

where Aµ is the electromagnetic gauge field and e the electron charge. Doing this
transformation though, also causes the derivatives to transform since Aµ = Aµ(x).

∂

∂xµ
→ ∂

∂xµ
+ e

∂Aν

∂xµ
∂

∂Πν
(3.22)

∂

∂pµ
→ ∂

∂Πµ
(3.23)

Applying these transformations to the Boltzmann equation we get(
∂f

∂xµ
+ e

∂f

∂Πν

∂Aν

∂xµ

)
∂G−1

0

∂Πµ
− ∂f

∂Πµ

(
∂G−1

0

∂xµ
+ e

∂Aν

∂xµ
∂G−1

0

∂Πν

)
= 0. (3.24)

Repeated indices can be renamed and, after rearranging, we end up with

∂f

∂xµ
∂G−1

0

∂Πµ
− ∂f

∂Πµ

∂G−1
0

∂xµ
− e ∂f

∂Πµ

(
∂Aν

∂xµ
− ∂Aµ

∂xν

)
∂G−1

0

∂Πν
= 0, (3.25)

or
∂f

∂xµ
∂G−1

0

∂Πµ
− ∂f

∂Πµ

(
∂G−1

0

∂xµ
+ eFµν

∂G−1
0

∂Πν

)
= 0, (3.26)

where we have identified the electromagnetic field strength tensor Fµν = ∂µAν−∂νAµ.
Splitting the coordinates as x = (t, r) and Π = (E ,K) and taking into account that
Fµν is anti-symmetric we get

−∂f
∂t

∂G−1
0

∂E
+
∂f

∂ri
∂G−1

0

∂Ki
+
∂f

∂E

(
∂G−1

0

∂t
+ eF0i

∂G−1
0

∂Ki

)
− ∂f

∂Ki

(
∂G−1

0

∂ri
− eFi0

∂G−1
0

∂E
+ eFij

∂G−1
0

∂Kj

)
= 0.

(3.27)

We can now recognize the electric and magnetic fields as Fi0 = −F0i = Ei and Fij =
εijkBk. This leads to the gauge invariant equation

−∂f
∂t

∂G−1
0

∂E
+
∂f

∂ri
∂G−1

0

∂Ki
+
∂f

∂E

(
∂G−1

0

∂t
− eEi

∂G−1
0

∂Ki

)
− ∂f

∂Ki

(
∂G−1

0

∂ri
− eEi

∂G−1
0

∂E
+ eεijkBk

∂G−1
0

∂Kj

)
= 0,

(3.28)



3.3. DISORDERED ELECTRONIC SYSTEMS 31

or in vector notation

−∂tf∂EG−1
0 +∇rf · ∇KG

−1
0 + ∂Ef

(
∂tG

−1
0 − eE · ∇KG

−1
0

)
−∇Kf ·

(
∇rG

−1
0 − eE ∂EG

−1
0 + e∇KG

−1
0 ×B

)
= 0.

(3.29)

As mentioned in the previous section, the Green’s function of translationally in-
variant system can be expressed as

G−1
0 (t, r, E ,K) = E − ε(K) (3.30)

where now the dispersion is a function of the gauge invariant momentum. In this case,
the Boltzmann equation reduces to

∂tf +∇rf · ∇Kε(K)− e ∂Ef E · ∇Kε(K) + e∇Kf · (E +∇Kε(K)×B) = 0. (3.31)

In the last term, we can recognize the Lorentz force

F = e (E + v(K)×B) (3.32)

that acts on a system when a magnetic field is present. We also observe a new “quan-
tum” term eE · v(K). We notice that it includes only the electric field and not the
magnetic field, accounting to the fact that the magnetic field produces no work. This
term didn’t show up in the previous case because of the gauge choice we made in the
way we included the electric field. The classical Boltzmann equation can be retrieved
by integrating out the energy E , so this extra term vanishes.

3.3 Disordered electronic systems

So far, we have only studied the Boltzmann equation in the collisionless case. In this
section, we will look at a disordered system, where electrons scatter with impurities.
Therefore, we will go back to the full form of the Boltzmann equation in the Wigner
representation [

f,G−1
0

]?
= ΣK −

(
ΣR ? f − f ? ΣA

)
. (3.33)

Performing the gradient expansion up to first order, keeping in mind that all functions
commute with each other, we get

i
(
∂xf ∂pG

−1
0 − ∂pf ∂pG−1

0

)
= ΣK −

(
ΣRf − f ΣA

)
− i

2

(
∂xΣ

R ∂pf − ∂xf ∂pΣA
)

+
i

2

(
∂pΣ

R ∂xf − ∂pf ∂xΣA
) (3.34)

or

i
(
∂xf∂pG

−1
0 − ∂pf∂pG−1

0

)
= ΣK − f

(
ΣR − ΣA

)
+
i

2
∂xf∂p

(
ΣR + ΣA

)
− i

2
∂pf∂x

(
ΣR + ΣA

)
.

(3.35)

In the Keldysh formalism, similar to the Green’s functions, the retarded and advanced
self-energies are mutually Hermitian, i.e. ΣA †(x1, x2) = ΣR(x1, x2). This implies that
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ΣR(x, p) + ΣA(x, p) = 2 ReΣR(x, p) and ΣR(x, p)− ΣA(x, p) = 2i ImΣR(x, p). We can
them rewrite the Boltzmann equation as

i∂xf∂p
(
G−1

0 − ReΣR
)
− i∂pf∂x

(
G−1

0 − ReΣR
)

= ΣK − f
(
ΣR − ΣA

)
. (3.36)

The real part of the self-energy provides just a renormalization of the Green’s function,
while the imaginary part appears in the collision integral.

We will now focus on the collision integral. As explained in the section 1.4, since
we do not know the exact location of the impurities, we perform disorder average and
then the self-energies in second order of perturbation theory can be written as

Σ(t, r, E,k) = v2
0

∫
ddq

(2π)d
G0(t, r, E,q), (3.37)

where d is the dimensionality of the system. We can then write

ΣR(t, r, E,k)− ΣA(t, r, E,k) = v2
0

∫
ddq

(2π)d
(
GR

0 (t, r, E,q)−GA
0 (t, r, E,q)

)
= −iv2

0

∫
ddq

(2π)d
A(t, r, E,q),

(3.38)

where A(t, r, E,q) is the spectral function A = −2 ImGR
0 = i

(
GR

0 −GA
0

)
. For the

Keldysh component

ΣK(t, r, E,q) = v2
0

∫
ddq

(2π)d
GK

0 (t, r, E,q)

= v2
0

∫
ddq

(2π)d
f(t, r, E,q)

(
GR

0 (t, r, E,q)−GA
0 (t, r, E,q)

)
= −iv2

0

∫
ddq

(2π)d
f(t, r, E,q)A(t, r, E,q).

(3.39)

Finally, the collision integral is

Icoll = −iv2
0

∫
ddq

(2π)d
(f(t, r, E,q)− f(t, r, E,k))A(t, r, E,q) (3.40)

The spectral function is sharply peaked and can be approximated by a delta func-
tion

A(t, r, E,q) = δ(E − ε(k)), (3.41)

which will facilitate integration of the Boltzmann equation over the energy E. This
way, we require that the energy is uniquely defined by the systems spectrum ε(k), or
in other words take particles on-shell, and recover the classical Boltzmann equation.



Chapter 4

Multi-band systems

In section 1.3, we introduced the notions of the Berry phase and the Berry curvature.
They arise from the dependence of the Hamiltonian on a general parameter R that
can slowly vary in time. A translationally invariant system, however, is described by
a momentum-dependent Hamiltonian H(k). We can then make the reasonable choice
to use momentum as parameter, and define the Berry phase, connection and curvature
with respect to momentum. We also showed in eq. (1.54) that the Berry curvatures
across all the energy levels sum up to zero. If the Hamiltonian H(k) is a matrix, then
its energy spectrum is organized in bands. Using momentum as a parameter, this
is translated as the Berry curvature vanishing upon summation over all bands. We
can then draw the conclusion that Berry phase effects can only appear in multi-band
systems when we study one or some of the bands. This is what we will show in this
chapter using the Boltzmann equation.

4.1 The matrix Boltzmann equation

For a multi-band system, the Hamiltonian is a matrix. The Boltzmann equation in
the absence of disorder is [

f,G−1
0

]?
= 0, (4.1)

where both G−1
0 and f are matrices, making the Boltzmann equation itself a matrix.

We will make an attempt to diagonalize it, using a unitary transformation U

U †
[
f,G−1

0

]?
U = 0 (4.2)

Specifically, we use the same transformation U that diagonalizes the Hamiltonian, that
consists of the system’s eigenstates. Then, U also diagonalizes the Green’s function,
namely

U †G−1
0 U = g−1

0 . (4.3)

Acting with U on the distribution function transforms it as

U †fU = f̃ , (4.4)

but F̃ is not diagonal. In the following, we will rename f̃ back to f . The Boltzmann
equation can then be written as

U †
[
UfU †, Ug−1

0 U †
]?
U = 0. (4.5)

33
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The gradient expansion can now be performed, taking into account that g−1
0 , f and U

are matrices that do not commute among each other, so the right expression for it is
eq. (1.22). Applying it to the above equation we get

U †
[
UfU †, Ug−1

0 U †
]
U +

i

2
U †
{
∂x
(
UfU †

)
, ∂p
(
Ug−1

0 U †
)}
U

− i
2
U †
{
∂p
(
UfU †

)
, ∂x
(
Ug−1

0 U †
)}
U = 0.

(4.6)

We will now specify to translationally invariant systems described by a Hamiltonian
H(k) that is not diagonal on k. Then, the Green’s function is G−1

0 = E1 − H(k).
That means that the matrix that diagonalizes it depends on momentum, i.e. U(k).
However, for a more compact notation, we will write U(p), where p = (E,k), keeping
in mind that it does not depend on E since the Green’s function possesses only a
trivial dependence on the energy. That way, ∂xU vanishes resulting in[

f, g−1
0

]
+
i

2
U †
{
U∂xfU

†, ∂pUg
−1
0 U † + U∂pg

−1
0 U † + Ug−1

0 ∂pU
†}U

− i
2
U †
{
∂pUfU

† + U∂pfU
† + Uf∂pU

†, U∂xg
−1
0 U †

}
U = 0,

(4.7)

where for the first term we used the fact that U is unitary, i.e. U †U = 1. As explained
in section 1.3, the Berry connection can be defined as Ap = iU †∂pU . Due to it being
Hermitian, it can also be expressed as Ap = −i∂pU †U . Exploiting this, we end up
with the following form of the Boltzmann equation[

f, g−1
0

]
+
i

2

{
∂xf, ∂pg

−1
0 − i

[
Ap, g

−1
0

]}
− i

2

{
∂pf − i [Ap, f ] , ∂xg

−1
0

}
= 0. (4.8)

We can see that Berry phase effects appear naturally in the Boltzmann equation of
multi-band systems. However, there is a big problem in the above equation. It is
expressed with respect to the Berry connection, which, as explained in section 1.3, is
not gauge invariant. This accounts for the fact that U is not uniquely defined, but
there is an infinite number of matrices that can diagonalize the Hamiltonian that are
related by a gauge transformation. Gauge-dependent quantities cannot correspond to
observables, which makes the Boltzmann equation, under this representation, unable
to account for any physical observables.

Comparing eq. (4.8) with the standard gradient expansion for non-commuting
functions, eq. (1.22), we notice that ∂p has been modified to a covariant type of
derivative

Dpf/g
−1
0 = ∂pf/g

−1
0 − i

[
Ap, f/g

−1
0

]
(4.9)

containing the Berry connection.

4.2 Decoupling of the equation

In the previous section we wrote down the Boltzmann equation as a matrix. The di-
agonal elements of it represent evolution within a single band, while the off-diagonals
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describe transitions between different bands. Since we are interested in Berry phase ef-
fects, by use of the adiabatic theorem we have to look at the diagonals. However, there
can in principle contain both diagonal and non-diagonal elements of the distribution
function. Because of that, we need to find a way to decouple the matrix Boltzmann
equation. We will do this in a way similar to the one presented in [22].

We can assume that we can expand the distribution function in orders of the
gradient expansion

f = f (0) + f (1) + · · ·+ f (n) (4.10)

Assume that we can solve the off-diagonal elements of the Boltzmann equation in order
n and find the off-diagonal elements of the distribution function fij in terms of the
diagonals fii. Looking at the diagonal elements of the Boltzmann equation, we notice
that the zero-th order vanishes, so what we are left with is at least first order in the
gradient expansion. That means that if on that we substitute f

(n)
ij , we will have an

equation that contains the diagonal elements of the distribution function up to order
(n+ 1).

Since we are interested in first order in the gradients, it is enough to examine the
off-diagonal part of the Boltzmann equation in zero-th order, namely[

f, g−1
0

]
ij

= 0. (4.11)

Taking into account that g−1
0 is diagonal, we get

fij(g
−1
0 )jj − (g−1

0 )iifij = 0, (4.12)

fij
(
(g−1

0 )ii − (g−1
0 )jj

)
= 0. (4.13)

For i 6= j, the above equation is solved by fij = 0.
As a result, the diagonal elements of the Boltzmann equation, will only contain

the diagonal elements of the distribution function fii. Looking back at eq. (4.8), the
commutator in the first term vanishes. For the first anti-commutator we have

i

2

{
∂xfii, ∂pg

−1
0 ii − i

[
Ap, g

−1
0

]
ii

}
, (4.14)

where [
Ap, g

−1
0

]
ii

= Ap ijg
−1
0 ji − g−1

0 ijAp ji = 0 (4.15)

since g−1
0 is diagonal. Then we are left with just i∂xf∂pg

−1
0 , where both f and g−1

0 are
diagonal. Similarly, the second anti-commutator reduces to −i∂pf∂xg−1

0 resulting in
the diagonal elements of the Boltzmann equation to be

i
(
∂xf∂pg

−1
0 − ∂pf∂xg1

0

)
= 0. (4.16)

This is the same as the Boltzmann equation to first order for a single-band system
and is meant to describe evolution within one of the bands of the system. However,
any Berry phase effects have vanished. This is because we have isolated one band and
the Berry phase arises due to the effect of other bands.
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4.3 Minimal coupling

In order to get a gauge invariant equation that includes the Berry phase effects, eq.
(4.9) hints us to perform a minimal coupling, similar to the case of the magnetic field
(see section 3.2). However, in the case of the magnetic field, the gauge field A lives in
real space and we performed a minimal coupling on momentum. The Berry connection,
however, lives in momentum space, so the minimal coupling has to be performed in
real space by introducing a generalized, gauge invariant position

ξµ = xµ − Aµp . (4.17)

Then, same as before, the derivatives appearing in the Boltzmann equation should
transform as follows

∂

∂xµ
→ ∂

∂ξµ
(4.18)

∂

∂pµ
→ ∂

∂pµ
−
∂Aνp
∂pµ

∂

∂ξν
. (4.19)

Starting from the equation of a single-band to first order

∂xf∂pg
−1
0 − ∂pf∂xg−1

0 = 0 (4.20)

and performing the above transformation we obtain

∂f

∂ξµ

(
∂g−1

0

∂pµ
−
∂Aνp
∂pµ

∂g−1
0

∂ξν

)
−
(
∂f

∂pµ
− ∂f

∂ξν
∂Aνp
∂pµ

)
∂g−1

0

∂ξµ
= 0. (4.21)

Repeated indices can be renamed leading to

∂f

∂ξµ
∂g−1

0

∂pµ
− ∂f

∂pµ
∂g−1

0

∂ξµ
− ∂f

∂ξµ

(
∂Aνp
∂pµ
−
∂Aµp
∂pν

)
∂g−1

0

∂ξν
= 0. (4.22)

We can now recognize the definition of the Berry curvature in the Boltzmann equation
and rewrite

∂f

∂ξµ

(
∂g−1

0

∂pµ
− Ωµν

∂g−1
0

∂ξν

)
− ∂f

∂pµ
∂g−1

0

∂ξµ
= 0. (4.23)

The Berry curvature appeared in the Boltzmann equation in a similar manner as did
the electromagnetic field strength tensor in section 3.2. The implications of this will
become apparent in the following section.

For a simple translationally invariant system, its Green’s function is given by

G−1
0 = E1−H(k) (4.24)

and after diagonalizing
g−1

0 = E − ε(k), (4.25)

where ε(k) is the energy dispersion of each band. Then, after splitting the space-time
coordinates, the Boltzmann equation becomes

−∂f
∂t

∂g−1
0

∂E
+
∂f

∂ξi

(
∂g−1

0

∂ki
− Ωij

∂g−1
0

∂ξj

)
+
∂f

∂E

∂g−1
0

∂t
− ∂f

∂ki
∂g−1

0

∂ξi
= 0. (4.26)
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Figure 4.1: The setup for the anomalous Hall effect

When an electric field is added to the system, an extra e ξ · E term is added to the
Green’s function, so that ∇ξg

−1
0 = eE and we end up with

∂tf +∇ξf · (∇kε(k)− eE×Ω) + e∇kf · E = 0, (4.27)

which is the Boltzmann equation for a multi-band system with translational invariance
under the effect of an electric field.

4.4 The anomalous Hall effect

Having derived the Boltzmann equation (4.27), we can compare it with the phenomeno-
logical one eq. (1.10). The main observation is that we obtain a velocity term

v(k) = ∇kε(k)− eE×Ω(k). (4.28)

The first term ∇kε(k) is attributed to the band dispersion and is present also in
single-band systems, as seen in section 3.1. The second term exists due to the Berry
curvature, so it appears only in multi-band systems. It goes by the name of anomalous
velocity and is perpendicular both to the electric field and the Berry curvature.

In 2-dimensional systems, the Berry curvature will point along the axis perpendic-
ular to the system, say the x-axis. If an electric field is applied along the x-direction,
then there will be an anomalous velocity along the y-direction, a sketch of which can be
seen in figure 4.1. That, under the right circumstances, has the potential of producing
a Hall-like current, where the Berry curvature will act as an effective magnetic field.
This phenomenon that a Hall current is observed without a magnetic field is known
as the anomalous Hall effect.

In general, when an electric field is applied to a system, the induced current is

j = −e
∫

dk

(2π)d
v(k)f, (4.29)

where d is the dimensionality of the system and f the distribution function. In the
case of multi-band systems with anomalous velocity, the current will reduce to

j = −e
∫

dk

(2π)d
∇kε(k)f + e2

∫
dk

(2π)d
(E×Ω) f. (4.30)
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Let us now look at what happens in the case of two big categories of systems, insulators
and metals.

An insulator, or more specifically a band insulator, consists of two or more bands
that are separated by a gap. Also, the Fermi energy lies in the gap, meaning that
the bands below it are completely filled and the bands above it completely empty.
We assume that the electric field is weak enough so that it cannot excite electrons
to a higher band. Then, the distribution function is just the equilibrium distribution
function, i.e. the Fermi-Dirac distribution. Then the first term vanishes, leaving us
with

j = e2
∑
n

∫
dk

(2π)d
(E×Ω) (4.31)

where
∑

n denotes the sum over all the filled bands. The conductivity in general can
be found from

σij =
∂ji
∂Ej

. (4.32)

Going back to the 2-dimensional case, we get σxx = 0, as expected for an insulator,
while

σxy = e2
∑
n

∫
BZ

d2k

(2π)2
Ωn. (4.33)

We ended up with a Hall conductivity for a band insulator without a magnetic field.
The integration is performed over the Brillouin zone, which under periodic boundary
conditions and in 2 dimensions is a torus. The integral of the Berry curvature over a
closed surface is the Chern number, as we have seen in section 1.3, so we can rewrite

σxy =
e2

2π

∑
n

Cn (4.34)

This results in a Hall conductivity that is quantuzed in units of e2/2π, which was first
shown by Thouless [3]. Summing up, a Hall effect can be observed in a band insulator
with a non-zero Chern number. We will look at what these systems can be in the next
chapter in the case of graphene.

The other big category of systems with respect to their band structure is metals.
In metals, energy bands can cross or overlap, but the main feature is that at least
one band is partially filled. Then a weak electric field can excite electrons above the
Fermi energy with an infinitesimal energy cost. However, when bands cross, the berry
connections are not well-defined. For this reason, we will be concerned with what we
described before as a band insulator, but set up the chemical potential such that the
Fermi energy runs across one of the bands, leaving it partially filled. In this case the
Hall conductivity is

σxy = e2
∑
n

∫
BZ

d2k

(2π)2
Ωn + e2

∫
BZ

d2k

(2π)2
Ωmf, (4.35)

where
∑

n is the sum over all filled bands and m signifies the band that is partially
filled. f is the non-equilibrium distribution function, that can be found by solving the
Boltzmann equation. This expression for the Hall conductivity means that even if a
system has zero Chern number, a Hall current can still be induced due to the partially
filled band, the conductivity however, is not quantized.



Chapter 5

Anomalous Hall effect in graphene

In the previous chapter, we saw how Berry phase effects appear in the Boltzmann
equation of multi-band systems resulting in the anomalous velocity. This has the
potential of inducing a Hall effect. In this chapter we will study under which conditions
this is possible. As shown in section 4.4 calculating the Hall conductivity for metals
requires knowledge of the distribution, which can be found by solving the Boltzmann
equation. However, this is not an easy task, so we will restrict ourselves to insulators.
First, we will look at some general properties that have to be obeyed in order to get
a Hall current. Then, we will look at graphene as an example, starting from a simple
model and increasing the complexity step by step.

5.1 Symmetries of the Berry curvature

We saw in section 4.4 that the Hall conductivity in the case of a band insulator is
given by the Chern number, or the integral of the Berry curvature over the Brillouin
zone. For simplicity, we will consider a two-band system, with the Fermi energy lying
in the gap. Then

σxy = e2

∫
BZ

d2k

(2π)2
Ω(k), (5.1)

where Ω(k) is the Berry curvature of the lower band. Since, integration is performed
over the Brillouin zone, it useful to examine some symmetries of the Berry curvature.

First, let us see what happens if the system has time-reversal symmetry. we assume
the time-reversal operator T that reverses the arrow of time. Under time-reversal, the
momentum changes sign T k = −k, as it is proportional to the velocity. However, the
position remains invariant T r = r. Position and momentum satisfy a commutation
relation [r,k] = i~. Acting on it with the time-reversal operator we get T [r,k] =
−[r,k] = −i~. This leads to T i = −i, which means that time-reversal involves
complex conjugation. Having verified that, we can act with time-reversal on the Berry
curvature eq. (1.50) where we replace the general parameter R with momentum k

T Ω(k) = i

〈
∂n(−k)

∂kν

∣∣∣∣∂n(−k)

∂kµ

〉
− i
〈
∂n(−k)

∂kµ

∣∣∣∣∂n(−k)

∂kν

〉
= −Ω(−k).

(5.2)

39
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If a system has time-reversal invariance, we demand that T Ω(k) = Ω(k), which means
that

Ω(k) = −Ω(−k). (5.3)

In other words, the Berry curvature of a time-reversal invariant system is an odd
function. We can then expect it to vanish upon integration over the Brillouin zone,
leading to zero Hall conductance.

Another important symmetry is spatial inversion. We denote the spatial inversion
operator I, which changes the sign of position Ir = −r. Momentum will also change
sign Ik = −k, which makes their commutator invariant I[r,k] = [r,k]. Therefore,
spatial inversion does not include complex conjugation. Then the Berry curvature will
transform as

IΩ(k) = i

〈
∂n(−k)

∂kµ

∣∣∣∣∂n(−k)

∂kν

〉
− i
〈
∂n(−k)

∂kν

∣∣∣∣∂n(−k)

∂kµ

〉
= Ω(−k).

(5.4)

In a system with spatial inversion symmetry IΩ(k) = Ω(k), so

Ω(k) = Ω(−k) (5.5)

the Berry curvature is an even function.
Combining eqs. (5.3) and (5.5), we can deduce that, if a system remains invari-

ant under both time-reversal and spatial inversion, then its Berry curvature vanishes
identically for all k.

5.2 Tight-binding model for graphene

Graphene has the structure of a honeycomb lattice, consisting of two sublattices A
(blue) and B (red), that can be seen in figure 5.1. A simple description can be given
by a tight-binding Hamiltonian

H = −t
∑
〈ij〉

(
a†(xi)b(xj) + h.c.

)
(5.6)

where a†, a and b†, b are fermionic creation and annihilation operators for the sublat-
tices A and B respectively, t is the real hopping amplitude and 〈ij〉 denotes nearest
neighbours. As seen in figure 5.1, every lattice site has three neighbours denoted by
the vectors a1 = (0, 1), a2 = (−

√
3/2,−1/2) and a3 = (

√
3/2,−1/2).

The system is translationally invariant, so the Wigner transformation of the Hamil-
tonian is equivalent to Fourier transforming the creation and annihilation operators.
Then we can write

H =
(
a†(k) b†(k)

)
H(k)

(
a(k)
b(k)

)
(5.7)

where

H(k) =

 0 t
3∑
i=1

e−ik·ai

t
3∑
i=1

eik·ai 0

 , (5.8)
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~a1

~a3~a2

Figure 5.1: Honeycomb lattice structure of graphene, consisting of two sublattices A
(blue) and B (red). ~a1, ~a2 and ~a3 signify the nearest neighbours.

(a) (b)

Figure 5.2: The energy spectrum of the tight-binding model for graphene (a) over the
full Brillouin zone and (b) over the Brillouin zone for ky = 0.

or with respect to Pauli matrices

H(k) = t
3∑
i=1

[cos (k · ai)σx + sin (k · ai)σy] . (5.9)

From now on, we will simply write
∑

i and the summation will always run from 1 to
3, unless stated otherwise.

The energy spectrum of this Hamiltonian is

ε(k) = ±t
√∑

ij

e−ik(ai−aj), (5.10)

or

ε(k) = ±t

√√√√3 + 2 cos
(√

3kx

)
+ 4 cos

(√
3

2
kx

)
cos

(
3

2
ky

)
(5.11)
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and is shown in figure 5.2. We can see that the spectrum consists of two bands
that touch for ε(k) = 0. This happens at the two corners of the Brillouin zone,
K = (4π/3

√
3) and K′ = (−4π/3

√
3), that are known as the valleys of graphene.

Close to these points the spectrum is linear and the Hamiltonian can be approximated
by a Dirac Hamiltonian. For this reason, they are also called Dirac points.

In this simple tight-binding model for graphene, the two sublattices are treated
as equivalent, so that they can be exchanged. This means that the Hamiltonian
has spatial inversion symmetry and, on top of that, it also possesses time reversal
symmetry. Then, according to the discussion in section 5.1, we expect the Berry
curvature to vanish across the Brillouin zone, apart from the points that the two
bands meet, where it will diverge giving rise to monopoles with opposite “charge”,
similar to the example of a spin in a magnetic field.

5.3 Graphene with a mass term

In an attempt to get a non-trivial Berry curvature, we will take the model one level
of complexity higher by breaking the spatial inversion symmetry. This was done by
Semenoff [23] by including opposite “mass” terms for the two sublattices, or, in other
words, coupling a mass term to the third Pauli matrix. The resulting Hamiltonian is

H(k) = t
∑
i

[cos (k · ai)σx + sin (k · ai)σy] +Mσz. (5.12)

or explicitly

H(k) =

 M t
∑
i

e−ik·ai

t
∑
i

eik·ai −M

 . (5.13)

This Hamiltonian has energy spectrum

ε±(k) = ±
√
M2 + t2

∑
ij

e−ik·(ai−aj) (5.14)

which can be seen in figures 5.3a and 5.3b. The bands now do not touch and the gap
between the acquires its minimum value 2M at the Dirac points.

The eigenstates of the Hamiltonian are

|ψ±(k)〉 =
1√
2N±

M ±
√
M2 + t2

∑
ij

e−ik·(ai−aj)

t
∑
i

eik·ai

 (5.15)

where ± refers to the two bands and N± is a factor coming from the normalization of
the eigenstates and is defined as

N2
± =

M
2
±
√
M2 + t2

∑
ij

e−ik·(ai−aj)

2

− M2

4
. (5.16)
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(a)
(b)

(c)
(d)

Figure 5.3: Plots for graphene with a mass term: (a) spectrum, (b) spectrum for
ky = 0 and different values of M/t, (c) Berry curvature of the lower band and (d)
Berry curvature of the lower band for ky = 0 and different values of M/t.

Details about the diagonalization procedure can be found in Appendix B.1.
We will now assume that the Fermi energy lies in the gap of the spectrum, so that

the system is an insulator, and compute the Berry curvature for the lower band. The
Berry connection is given by

A−k = i〈ψ−(k)|∇k|ψ−(k)〉 (5.17)

which, for our model, results in the following two components

A−kx = −
√

3t2

2N2
−

sin

(√
3

2
kx

)
sin

(
3

2
ky

)
(5.18)

and

A−ky =
t2

2N2
−

[
cos
(√

3kx

)
− cos

(√
3

2
kx

)
cos

(
3

2
ky

)]
. (5.19)

The Berry curvature is then a vector pointing in the direction perpendicular to the
two-dimensional Brillouin zone

Ω− = Ω−kxky =
∂A−ky
∂kx

−
∂A−kx
∂ky

, (5.20)
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which in our model is

Ω−(k) =

√
3Mt2 sin

(√
3

2
kx

) [
cos
(√

3
2
kx

)
− cos

(
3
2
ky
)]

2
{
M2 + 3t2 + 2t2

[
cos
(√

3kx
)

+ 2 cos
(√

3
2
kx

)
cos
(

3
2
ky
)]}3/2

(5.21)

and can be seen in figure 5.3c. We can observe that the Berry curvature is highly
concentrated around the Dirac points and spreads out as the energy gap becomes
larger, which is depicted in figures 5.3b and 5.3d. This is a direct result of eq. (1.53).

It is also worth noticing that the Berry curvatures around the two Dirac points have
opposite signs, due to the remaining time-reversal symmetry. This raises suspicions
about the total Hall current. Indeed, as explained in section 4.4, the Hall conductivity
of an insulator is given by integrating the Berry curvature of the lower band over the
Brillouin zone, which in this case

σxy = e2

∫
BZ

d2k

(2π)2
Ω−(k) = 0. (5.22)

As a result, we cannot observe an anomalous Hall effect in this model, when it is an
insulator. This was expected as, following the discussion in section 5.1, the Berry
curvature in a system with time-reversal invariance is an odd function. Then it follows
that is should vanish upon integration over the Brillouin zone.

However, if we force the Fermi energy to cross the upper band, the system becomes
a metal and its behaviour changes. The Hall conductivity will then be given by eq.
(4.35). Since it vanishes in the lower band, only the second term will contribute,
namely

σxy = e2

∫
BZ

d2k

(2π)2
Ω+(k)f, (5.23)

where Ω+(k) is the Berry curvature of the upper band and f is the non-equilibrium
distribution function. Ω+(k) will also change sign between the two Dirac points, but
since is it weighted by the non-equilibrium distribution function, the overall integral
will not vanish and a Hall current will be present. We will not do such a calculation
though.

5.4 Haldane model

We saw that breaking spatial inversion symmetry in graphene is not enough to induce
a Hall current when the Fermi energy lies in the band gap. The next step would be
to also break time-reversal symmetry which was done by Haldane [2]. It was done by
introducing a complex second-nearest neighbour hopping between sites of the same
sublattice. This breaks time-reversal invariance because hopping from one site to
another has amplitude t, but hopping back has amplitude t∗. We can choose it so that
if the hopping has a clockwise direction it will be t2e

iφ and t2e
−iφ for counter-clockwise.

Each lattice site has six second-nearest neighbours, however, we will parametrize the
Hamiltonian using only three of those, the ones that have a hopping with a clockwise
direction. They are defined by the vectors b1 = a2−a3, b2 = a3−a1 and b3 = a1−a2,
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~a1

~a3~a2

~b1

~b3

~b2

−~b1

−~b2

−~b3

Figure 5.4: Honeycomb lattice structure of graphene, consisting of two sublattices A
(blue) and B (red). ~ai (light blue) signify the nearest neighbours. ~bi (solid pink) are

the second-nearest neighbours with hopping t2e
iφ, while −~bi (dashed pink) those with

t2e
−iφ.

or b1 = (−
√

3, 0), b2 = (
√

3/2,−3/2), b3 = (
√

3/2, 3/2), and can be seen in figure 5.4
as the pink solid vectors. With all that into account, the Hamiltonian is

H(k) =

2t2
∑
i

cos (φ+ k · bi) +M t1
∑
i

e−ik·ai

t1
∑
i

eik·ai 2t2
∑
i

cos (φ− k · bi)−M

 (5.24)

or

H(k) = 2t2 cosφ
∑
i

cos (k · bi)1 + t1
∑
i

[cos (k · ai)σx + sin (k · ai)σy]

+

[
M − 2t2 sinφ

∑
i

sin (k · bi)

]
σz.

(5.25)

The spectrum of this Hamiltonian is

ε±(k) = 2t2 cosφ
∑
i

cos (k · bi)±

√√√√∆2(k) + t21

(
3 + 2

∑
i

cos (k · bi)

)
, (5.26)

where
∆(k) = M − 2t2 sinφ

∑
i

sin (k · bi) . (5.27)

This new term ∆(k) plays the role that the mass used to play in the previous model,
in the sense that it measures the gap between the bands. The gap can still only close
at the Dirac points when ∆(k) = 0. At those points

∆(K) = M − 3
√

3 t2 sinφ (5.28)
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and
∆(K′) = M + 3

√
3 t2 sinφ. (5.29)

This means that the gap can only close for

M = ±3
√

3 t2 sinφ. (5.30)

In figure 5.5a we can see the spectrum for different values of the parameters. In the
region where |M/t2| > 3

√
3| sinφ|, it shows a similar behaviour to the model with

time-reversal symmetry. However, when |M/t2| < 3
√

3| sinφ| the gap on one of the
Dirac points opens up significantly.

The eigenstates of the Hamiltonian can be expressed as

|ψ±(k)〉 =
1√
2N±

∆(k)±

√
∆2(k) + t21

(
3 + 2

∑
i

cos (k · bi)
)

t1
∑
i

eik·ai

 , (5.31)

where

N2
± =

∆(k)

2
±
√

∆2(k) + t2
∑
ij

e−ik·(ai−aj)

2

− ∆2(k)

4
. (5.32)

Details of this derivation can be found in Appendix B.2. In the following, we will
study the case when there is a clear gap in the spectrum and the bands never overlap,
which is true for |t2/t1| < 1/3. We will also assume that the Fermi energy lies in the
gap between the bands, so we will be concerned with the properties of the lower band.
For that, we can calculate the Berry curvature as

Ω−(k) = i

〈
∂ψ−(k)

∂kx

∣∣∣∣∂ψ−(k)

∂ky

〉
− i
〈
∂ψ−(k)

∂ky

∣∣∣∣∂ψ−(k)

∂kx

〉
(5.33)

and the result and can be seen in figures 5.5d and 5.5b for a few different values of the
parameters. When |M/t2| > 3

√
3| sinφ|, the situation is similar to the previous model

of graphene with time-reversal symmetry. The Berry curvature is concentrated around
the two Dirac points with opposite sign for each one, and vanishes upon integration
over the Brillouin zone. In contrast, when |M/t2| < 3

√
3| sinφ|, the Berry curvature

possesses a unique positive or negative sign across the Brillouin zone. It is also worth
mentioning that it is highly concentrated around one of the Dirac points, where the gap
is still small, and quite spread out around the other, where the gap is larger. Integrating
over the Brillouin zone, we get the Chern number in the following situations

C =
1

2π

∫
BZ

d2k Ω−(k) =


−1, |M/t2| < 3

√
3| sinφ|, −π < φ < 0

0, |M/t2| > 3
√

3| sinφ|
+1, |M/t2| < 3

√
3| sinφ|, 0 < φ < π

(5.34)

that can be summed up in a phase diagram in figure 5.5c. As a result, an anomalous
Hall effect can be observed for parameters in the domain |M/t2| < 3

√
3| sinφ|, with
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(a)

(b)

(c) (d)

Figure 5.5: Plots for Haldane’s model for graphene: (a) spectrum and (b) Berry
curvature of the lower band for ky = 0 and different values of the parameters, (c)
phase diagram and (d) 3D plot of the Berry curvature of the lower band in the region
of the phase diagram where C = +1.
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Hall conductivity

σxy =


− e

2

2π
, −π < φ < 0

+
e2

2π
, 0 < φ < π.

(5.35)



Chapter 6

Open problems

In the previous chapters we have studied how the Berry phase effects in momentum
space enter the Boltzmann equation and their implications on electronic transport.
In this chapter, possible extensions to this problem will be presented, that in one
way or another remain unresolved. The common feature of these problems is that
they combine the Berry phase with other phenomena, proving that interplay between
different phenomena is not a trivial task in physics. First, we will add disorder in
a multi-band system, then a magnetic field, and finally we will attempt to study a
system that exhibits a Berry phase in both momentum and real space.

6.1 Disordered multi-band systems

As a first extension to the problems already studied, we will attempt to add disorder to
a multi-band system and derive the Boltzmann equation. When we apply an electric
field, the Berry curvature will enter the Boltzmann equation of a multi-band system,
resulting in an anomalous velocity and a Hall current. Whenever there is a current in
a disordered system, electrons scatter with impurities, which tend to relax the system
towards its equilibrium state. Therefore, we would like to examine if there is any
interplay between the Berry phase and disorder.

Our starting point is the the quantum Boltzmann equation with collisions[
f,G−1

0

]?
= ΣK −

(
ΣR ? f − f ? ΣA

)
(6.1)

where all quantities involved in this equation are matrices. Similar to section 4.1, we
will act on the Boltzmann equation with the unitary transformation that diagonalizes
the Hamiltonian

U †
[
f,G−1

0

]?
U = U †ΣKU − U †

(
ΣR ? f − f ? ΣA

)
U. (6.2)

Acting on the Green’s function U †G−1
0 U = g−1

0 makes it diagonal. When averaging
over disorder Σ(x, p) =

∫
ddq/(2π)dG0(x, q), so as a result, the self-energies U †ΣU = σ

also become diagonal. However, the distribution function U †fU = f̃ does not. In the

49
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following we will rename f̃ back to f and rewrite the Boltzmann equation as

U †
[
UfU †, Ug−1

0 U †
]?
U = σK − U †

( (
UσRU †

)
?
(
UfU †

)
−
(
UfU †

)
?
(
UσAU †

) )
U.

(6.3)

Now the gradient expansion can be performed up to first order, resulting in[
f,
(
g−1

0 − ReσR
)]

+
i

2

{
∂xf, ∂p

(
g−1

0 − ReσR
)
− i
[
Ap, g

−1
0 − ReσR

]}
− i

2

{
∂pf − i [Ap, f ] , ∂x

(
g−1

0 − ReσR
)}

= σK −
(
σRf − fσA

)
,

(6.4)

where Ap is the Berry connection defined as Ap = iU †∂pU . We notice that the berry
connection appears only in the kinetic term, where the Green’s function has become
renormalized by a factor ReσR.

As explained in section 4.1, we are interested in the diagonal elements of the
Boltzmann equation. But first, we have to solve the off-diagonals for the off-diagonal
terms of the distribution function fij. It is sufficient to only look at the zero-th order
terms, namely

fij
(
g−1

0 − ReσR
)
jj
−
(
g−1

0 − ReσR
)
ii
fij = −

(
σRiifij − fijσAjj

)
(6.5)

or
fij

((
g−1

0 − ReσR
)
jj
−
(
g−1

0 − ReσR
)
ii

)
= fij

(
σAjj − σRii

)
. (6.6)

For i 6= j, this is solved by fij = 0. Substituting this into the diagonals of the
Boltzmann equation, we are left with

∂xf∂p
(
g−1

0 − ReσR
)
− ∂pf∂x

(
g−1

0 − ReσR
)

= −iσK − 2f ImσR, (6.7)

which is the same as of r a single-band system with disorder and the Berry phase has
been decoupled.

In order to include the Berry phase, we will perform minimal coupling in real space,
as in section 4.3, given by

xµ → ξµ = xµ − Aµp . (6.8)

Therefore, derivatives present in the Boltzmann equation will transform as

∂

∂xµ
→ ∂

∂ξµ
(6.9)

∂

∂pµ
→ ∂

∂pµ
−
∂Aνp
∂pµ

∂

∂ξν
. (6.10)

When this transformation is applied to the Boltzmann equation, it affects the kinetic
term resulting in

∂f

∂ξµ

(
∂

∂pµ
(
g−1

0 − ReσR
)
− Ωµν

∂

∂ξν
(
g−1

0 − ReσR
))

− ∂f

∂pµ
∂

∂ξµ
(
g−1

0 − ReσR
)

= −iσK − 2f ImσR.

(6.11)
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The Berry curvature has appeared as in the case without disorder, with the difference
that the Green’s function is renormalized by the self-energies.

Let us look at the collision integral now. As explained previously, the disorder
averaged self-energy in second order of perturbation theory is

σ(t, r, E,k) =

∫
ddq

(2π)d
g0(t, r, E,q) (6.12)

for the retarded, advanced or Keldysh components. Now, there are two possibilities.
The first one is that the above remains unchanged and we can continue to express
the collision integral in the same way as for the single-band case. This would mean
that the Berry phase and disorder are two independent effects that do not affect each
other. The other possibility is that, upon performing the minimal coupling,

∫
ddq

will transform. Potentially, the right transformation could create terms involving the
Berry curvature in the collision integral. That would mean that the Berry phase and
disorder are not independent, but there is an interplay between them. However, the
question remains open and we do not know yet if there is any interplay between the
two phenomena.

6.2 A multi-band system in a magnetic field

We have seen that the Berry curvature can act in a similar manner to a magnetic
field, to the point that it can cause a Hall effect. The question that naturally arises is
whether the Berry curvature and the magnetic field behave independently, each one
creating a Hall current that are simply added for the combined effect, or if there is
an interplay between them, each one of them affecting the system’s response to the
other. Both phenomena are formulated by a gauge field. The question can then be
translated as whether the two gauge fields couple to each other or not.

As we have seen in section 4.3, we can include the Berry phase effects present in
a multi-band system into the Boltzmann equation via minimal coupling in position
space, while a magnetic field enters the Boltzmann equation via minimal coupling in
momentum space, as seen in section 3.2. Reasonably, the first thought of including
both effects would be to perform both substitutions at the same time

xµ → ξµ = xµ − AµΠ (6.13)

pµ → Πµ = pµ + eAµe , (6.14)

where AΠ in the Berry connection and Ae the electromagnetic gauge field. It is im-
portant to notice that the gauge fields now depend on the new variables, namely
AµΠ = AµΠ(Πν) and Aµe = Aµe (ξν). This leads to the following transformation for the
derivatives

∂

∂xµ
→ ∂

∂ξµ
+ e

∂Aνe
∂ξµ

∂

∂Πν
(6.15)

∂

∂pµ
→ ∂

∂Πµ
− ∂AνΠ
∂Πµ

∂

∂ξν
(6.16)
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Our starting point is again the diagonal elements of the quantum Boltzmann equa-
tion to first order in the gradient expansion

∂xf∂pg
−1
0 − ∂pf∂xg−1

0 = 0. (6.17)

Applying the above transformations we get(
∂f

∂ξµ
+ e

∂f

∂Πν

∂Aνe
∂ξµ

)(
∂g−1

0

∂Πµ
− ∂AλΠ
∂Πµ

∂g−1
0

∂ξλ

)
−
(
∂f

∂Πµ
− ∂f

∂ξν
∂AνΠ
∂Πµ

)(
∂g−1

0

∂ξµ
+ e

∂Aλe
∂ξµ

∂g−1
0

∂Πλ

)
= 0.

(6.18)

We can rename some repeated indices and rearrange the terms to acquire a more
convenient form

∂f

∂ξµ

(
∂g−1

0

∂Πµ
− ∂AνΠ
∂Πµ

∂g−1
0

∂ξν
+
∂AµΠ
∂Πν

∂g−1
0

∂ξν
+ e

∂AµΠ
∂Πλ

∂Aνe
∂ξλ

∂g−1
0

∂Πν

)
− ∂f

∂Πµ

(
∂g−1

0

∂ξµ
+ e

∂Aνe
∂ξµ

∂g−1
0

∂Πν
− e∂A

µ
e

∂ξν
∂g−1

0

∂Πν
+ e

∂Aµe
∂ξλ

∂AνΠ
∂Πλ

∂g−1
0

∂ξν

)
= 0,

(6.19)

where we can identify the electromagnetic field strength and the Berry curvature and
end up with

∂f

∂ξµ

(
∂g−1

0

∂Πµ
− Ωµν

∂g−1
0

∂ξν
+ e

∂AµΠ
∂Πλ

∂Aνe
∂ξλ

∂g−1
0

∂Πν

)
− ∂f

∂Πµ

(
∂g−1

0

∂ξµ
+ eFµν

∂g−1
0

∂Πν
+ e

∂Aµe
∂ξλ

∂AνΠ
∂Πλ

∂g−1
0

∂ξν

)
= 0.

(6.20)

We observe that the electromagnetic field strength and the Berry curvature enter
the Boltzmann equation independently and give rise to the Lorentz force and the
anomalous velocity respectively. However, two new terms enter the equation, namely

e
∂AµΠ
∂Πλ

∂Aνe
∂ξλ

∂g−1
0

∂Πν
(6.21)

and

e
∂Aµe
∂ξλ

∂AνΠ
∂Πλ

∂g−1
0

∂ξν
(6.22)

These terms seem to couple the two fields together, however, they are not gauge
invariant. This causes a problem because, eventually, we would like to associate terms
of the Boltzmann equation with physical observables.

The problem has been treated phenomenologically and the result is a set of two
coupled equations of motion. Intuitively, an interplay of the two effects is expected,
since the Berry phase is caused by a non-trivial band structure and the magnetic
field changes the system’s band structure. A modified minimal coupling that includes
extra terms that couple the two gauge fields was proposed by Chang and Niu [24].
However, within our formulation, it has only managed to complicate the problem
and create even more gauge-dependent terms. An alternative treatment involving the
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Boltzmann equation has been done by Son and Yamamoto [25]. It is based on the
fact that, when both the Berry curvature and a magnetic field are involved, the phase
space is modified resulting to a modification in Liouville’s theorem. The result is a
Boltzmann equation that couples the Berry curvature with the magnetic field and is
gauge invariant. However, it is still not clear how our approach could be modified to
recreate these results.

6.3 Berry curvature in momentum and in real space

Surprisingly, some complications that are present in the previous problem could be
resolved in a seemingly more complicated problem. That is, to replace the magnetic
field with a Berry curvature in real space. Again, there are two gauge fields invloved,
but the extra complication is due to the fact that now both of them depend on both
variables of the phase space. On the other hand, this problem is simpler with regards
to the nature of the two phenomena. Both gauge fields originate from diagonalizing
the Hamiltonian and can be even viewed as components of the same field. They both
stem from intrinsic properties of the system, while the magnetic field is an external
field that acts on the system.

In order for a system to have a Berry curvature both in momentum and in real
space, it has to be described by a Hamiltonian with a non-trivial matrix structure
both in momentum and in real space. A Hamiltonian like that breaks translational
invariance. An example can be a simple two band system that also contains a spin
texture. The spin texture can be formulated by the local magnetization coupled to
the Pauli matrices. We can also allow it to evolve in time, so that the Hamiltonian is

H(t, r,k) = h0(k)1 + h(k) · σ + M(t, r) · σ (6.23)

In general, a Hamiltonian like that is diagonalized by a unitary matrix U(x, p)
that depends on both coordinates. Usually, the Hamiltonians that we are interested
in do not contain an explicit energy dependence, but for notational convenience we
will use the 4-momentum p instead of k. From the unitary matrix U(x, p) two types
of Berry connections can be defined, i.e. Ap(x, p) = iU †∂pU and Ax(x, p) = iU †∂xU ,
that depend on both variables of phase space.

Our starting point is again the collisionless limit of the quantum Boltzmann equa-
tion in the Wigner representation [

f,G−1
0

]?
= 0. (6.24)

As in the case of only one Berry phase, we will apply the unitary transformation U(x, p)
and perform the gradient expansion up to first order for non-commuting functions

U †
[
UfU †, Ug−1

0 U †
]
U +

i

2
U †
{
∂x
(
UfU †

)
, ∂p
(
Ug−1

0 U †
)}
U

− i
2
U †
{
∂p
(
UfU †

)
, ∂x
(
Ug−1

0 U †
)}
U = 0,

(6.25)
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where g−1
0 is diagonal. The difference now is that both derivatives of U survive,

resulting in the two Berry connections in the Boltzmann equation

[
f, g−1

0

]
+
i

2

{
∂xf − i [Ax, f ] , ∂pg

−1
0 − i

[
Ap, g

−1
0

]}
− i

2

{
∂pf − i [Ap, f ] , ∂xg

−1
0 − i

[
Ax, g

−1
0

]}
= 0.

(6.26)

In order for Berry connections to be properly defined, we are interested in the diago-
nal elements of the Boltzmann equation that describe evolution within a band. The
decoupling of the matrix equation is done exactly in the same way as for the case in
chapter 4. The off-diagonal elements are solved by fij = 0 and substituting this into
the diagonals, we are left with

∂xf∂pg
−1
0 − ∂pf∂xg−1

0 = 0, (6.27)

where the Berry connections have decoupled form the equation.

The Berry connections can be reincluded in the Boltzmann equation via a simul-
taneous minimal coupling in both coordinates, namely

xµ → ξµ = xµ − AµΠ (6.28)

pµ → Πµ = pµ + Aµξ . (6.29)

This is similar to the case studied in the previous section, where Aξ has replaced the
electromagnetic gauge field. The main difference is that now AΠ = AΠ(ξ,Π) and
Aξ = Aξ(ξ,Π). Because of this, the derivatives present in the Boltzmann equation will
transform as

∂

∂xµ
→ ∂

∂ξµ
− ∂AνΠ

∂ξµ
∂

∂ξν
+
∂Aνξ
∂ξµ

∂

∂Πν
(6.30)

∂

∂pµ
→ ∂

∂Πµ
+
∂Aνξ
∂Πµ

∂

∂Πν
− ∂AνΠ
∂Πµ

∂

∂ξν
. (6.31)

Applying the transformation to the Boltzmann equation we get

(
∂f

∂ξµ
− ∂f

∂ξν
∂AνΠ
∂ξµ

+
∂f

∂Πν

∂Aνξ
∂ξµ

)(
∂g−1

0

∂Πµ
+
∂Aλξ
∂Πµ

∂g−1
0

∂Πλ
− ∂AλΠ
∂Πµ

∂g−1
0

∂ξλ

)

−
(
∂f

∂Πµ
+

∂f

∂Πν

∂Aνξ
∂Πµ

− ∂f

∂ξν
∂AνΠ
∂Πµ

)(
∂g−1

0

∂ξµ
− ∂AλΠ

∂ξµ
∂g−1

0

∂ξλ
+
∂Aλξ
∂ξµ

∂g−1
0

∂Πλ

)
= 0.

(6.32)
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We can rearranging and renaming some repeated indices

∂f

∂ξµ

(
∂g−1

0

∂Πµ
+
∂Aνξ
∂Πµ

∂g−1
0

∂Πν
− ∂AνΠ
∂Πµ

∂g−1
0

∂ξν

)
− ∂f

∂ξµ
∂AµΠ
∂ξν

(
∂g−1

0

∂Πν
+
∂Aλξ
∂Πν

∂g−1
0

∂Πλ
− ∂AλΠ
∂Πν

∂g−1
0

∂ξλ

)

+
∂f

∂Πµ

∂Aµξ
∂ξν

(
∂g−1

0

∂Πν
+
∂Aλξ
∂Πν

∂g−1
0

∂Πλ
− ∂AλΠ
∂Πν

∂g−1
0

∂ξλ

)

− ∂f

∂Πµ

(
∂g−1

0

∂ξµ
− ∂AνΠ

∂ξµ
∂g−1

0

∂ξν
+
∂Aνξ
∂ξµ

∂g−1
0

∂Πν

)
− ∂f

∂Πµ

∂Aµξ
∂Πν

(
∂g−1

0

∂ξν
− ∂AλΠ

∂ξν
∂g−1

0

∂ξλ
+
∂Aλξ
∂ξν

∂g−1
0

∂Πλ

)

+
∂f

∂ξµ
∂AµΠ
∂Πν

(
∂g−1

0

∂ξν
− ∂AλΠ

∂ξν
∂g−1

0

∂ξλ
+
∂Aλξ
∂ξν

∂g−1
0

∂Πλ

)
= 0

(6.33)

and regroup some terms to get

∂f

∂ξµ

{
∂g−1

0

∂Πµ
−
(
∂AνΠ
∂Πµ

− ∂AµΠ
∂Πν

− ∂AµΠ
∂ξλ

∂AνΠ
∂Πλ

+
∂AµΠ
∂Πλ

∂AνΠ
∂ξλ

)
∂g−1

0

∂ξν

+

(
∂Aνξ
∂Πµ

− ∂AµΠ
∂ξν

− ∂AµΠ
∂ξλ

∂Aνξ
∂Πλ

+
∂AµΠ
∂Πλ

∂Aνξ
∂ξλ

)
∂g−1

0

∂Πν

}
− ∂f

∂Πµ

{
∂g−1

0

∂ξµ
+

(
∂Aνξ
∂ξµ
−
∂Aµξ
∂ξν
−
∂Aµξ
∂ξλ

∂Aνξ
∂Πλ

+
∂Aµξ
∂Πλ

∂Aνξ
∂ξλ

)
∂g−1

0

∂Πν

−
(
∂AνΠ
∂ξµ

−
∂Aµξ
∂Πν

−
∂Aµξ
∂ξλ

∂AνΠ
∂Πλ

+
∂Aµξ
∂Πλ

∂AλΠ
∂ξν

)
∂g−1

0

∂ξν

}
= 0.

(6.34)

We can recognize the quantities in the parentheses and treat them like generalized
berry curvatures defined as

Ωµν
ΠΠ = ∂µΠA

ν
Π − ∂νΠA

µ
Π − {A

µ
Π, A

ν
Π} (6.35)

Ωµν
Πξ = ∂µΠA

ν
ξ − ∂νξA

µ
Π −

{
AµΠ, A

ν
ξ

}
(6.36)

Ωµν
ξξ = ∂µξA

ν
ξ − ∂νξA

µ
ξ −

{
Aµξ , A

ν
ξ

}
(6.37)

Ωµν
ξΠ = ∂µξA

ν
Π − ∂νΠA

µ
ξ −

{
Aµξ , A

ν
Π

}
, (6.38)

where { , } denotes the Poisson bracket and rewrite the Boltzmann equation in a
compact way

∂f

∂ξµ

(
∂g−1

0

∂Πµ
− Ωµν

ΠΠ

∂g−1
0

∂ξν
+ Ωµν

Πξ

∂g−1
0

∂Πν

)
− ∂f

∂Πµ

(
∂g−1

0

∂ξµ
+ Ωµν

ξξ

∂g−1
0

∂Πν
− Ωµν

ξΠ

∂g−1
0

∂ξν

)
= 0.

(6.39)
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The first thing to observe is that there are four types of Berry curvature involved,
one in momentum space, one in real space, and two that mix the real and momen-
tum space. Even more importantly, the Berry curvatures now contain an extra term
consisting of a Poisson bracket that is not present in the usual definition of the Berry
curvature. However, this is reminiscent of a non-abelian Berry curvature, which con-
tains a commutator. A commutator becoming a Poisson bracket can be justified in
the context of the Wigner transformation being a semi-classical approximation. As
explained in section 1.3, a non-abelian Berry curvature arises when there are degen-
eracies in the system. In the type of systems we are studying though, it is unclear
where the non-abelian nature stems from.

A more important problem is that a non-abelian Berry curvature, containing either
a commutator or a Poisson bracket, is not gauge invariant. This is in contradiction with
results from a phenomenological derivation as in [4] and further research is required to
find out where this contradiction originates from and which result is the correct one. In
the case that a system like this is indeed described by non-abelian berry curvatures, we
have to take a step back and ask whether the Boltzmann equation has to necessarily be
gauge invariant. What is definitely true is that the Berry curvature cannot be directly
measured. What can be measured is the current or conductivity caused by it. These
have the possibility to be gauge invariant but it is not clear yet. Even if indeed the
conductivity is gauge invariant and we allow for a gauge dependent Berry curvature,
there are still problems concerning the distribution function. Can a gauge dependent
Boltzmann equation have a gauge invariant solution for the distribution function?
The distribution function is related to observable quantities like the definition of the
current in metal for instance. This means that it has to either be gauge invariant, or
its gauge dependence should cancel when entering formulas for observables. These are
all questions that are yet to be resolved and require more research.



Conclusion

In this thesis, we have studied the transport properties of systems with a Berry phase
using the Boltzmann equation.

The Boltzmann equation describes a system’s behaviour out of equilibrium, so,
apart from its phenomenological derivation, we have shown that it can also be derived
from the Keldysh formalism. Then, the kinetic term is expressed with respect to the
system’s Green’s function and the collision integral with respect to self-energies. To
this a Wigner transformation can be applied that transforms two point functions to
functions in phase space and results in a semi-classical expansion. Finally, taking
particles on-shell, the classical Boltzmann equation can be rederived. This can be
applied to single band systems that include effects like magnetic fields and disorder.

In multi-band systems Berry phases appear and the Boltzmann equation becomes a
matrix. We have shown that after diagonalizing it, the Berry connection can enter via
a minimal coupling in real space. The main result of this treatment is the anomalous
velocity, a velocity perpendicular to the electric field. This can cause an anomalous
Hall effect, a Hall effect without a magnetic field, where the Berry curvature plays the
role of the magnetic field. The Hall conductivity in this case is quantized, given by
Chern numbers, and it is non-zero for systems that break time-reversal symmetry. A
famous example of a system with this property is Haldane’s model for graphene.

Finally, we made an attempt to include various effects in multi-band systems and
investigate their interplay with the Berry phase. The Berry phase and disorder are
two opposing effects that should affect each other. Whether the Berry phase enters the
collision integral is still an open question that is mostly stuck by technical difficulties.
The Berry phase and a magnetic field are two effects with very similar results, namely
each one creates a Hall current. Instead of just being add up, we expect each phe-
nomenon will affect the system’s response to the other. However, introducing the two
effects with two simultaneous minimal couplings, has resulted in a gauge dependent
result. The problem has been treated with different approaches and right now the most
promising direction to follow would be to modify the minimal coupling by introducing
a coupling between the two corresponding gauge fields. For a system with a Berry
phase in both real and momentum space, as for instance in a multi-band system with
a spin texture, a non-abelian Berry curvature has been derived, which contradicts the
existing literature. There is again a problem with gauge invariance and in this case we
have to check at which quantities in fact correspond to observables. All this enhances
the idea that studying the interplay between different phenomena is in general a non
trivial task in physics.
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Appendix A

Derivation of the Moyal product

Let us consider a two-point function C(x1, x2) that is given by a product of two other
two-point functions while integrating over the intermediate variable

C(x1, x2) =

∫
dx3 A(x1, x3)B(x3, x2). (A.1)

We are interested in finding its Wigner transformation C(x, p). We should start by
replacing A(x1, x3) and B(x3, x2) by their inverse Wigner transformations given by eq.
(1.18). Then

C(x1, x2) =

∫
dx3

∑
p1p2

eip1(x1−x3)A

(
x1 + x3

2
, p1

)
eip2(x3−x2)B

(
x3 + x2

2
, p2

)
. (A.2)

Now the Wigner transformation of C can be performed by shifting the coordinates to
the center of mass and relative ones x = (x1 + x2)/2 and x′ = x1 − x2, and Fourier
transforming x′, which results in

C(x, p) =

∫
dx′ e−ipx

′
∫

dx3

∑
p1p2

eip1(x+x′/2−x3)+ip2(x3−x+x′/2)

A

(
x+ x′/2 + x3

2
, p1

)
B

(
x3 + x+ x′/2

2
, p2

)
.

(A.3)

Eventually, the goal is to perform all integrals and sums and express everything in
terms of x and p. As a first step, we perform a change of the coordinates and momenta
that are integrated or summed over by defining new ones

xa,b = x3 − x±
x′

2
(A.4)

and
pa,b = p1,2 − p. (A.5)

Then, the exponent of the previous expression simplifies significantly

p1

(
x+

x′

2
− x3

)
+ p2

(
x3 − x+

x′

2

)
− px′

= (pa + p)

(
x+

x′

2
− x3

)
+ (pb + p)

(
x3 − x+

x′

2

)
− px′

= pb xa − pa xb

(A.6)
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and we end up with

C(x, p) =

∫∫
dxadxb

∑
p1p2

ei(pbxa−paxb)A
(
x+

xa
2
, p+ pa

)
B
(
x+

xb
2
, p+ pb

)
. (A.7)

The next step is to expand the functions A and B into separate Taylor series in
the momenta pa and pb

C(x, p) =

∫∫
dxadxb

∑
n

∑
pa

1

n!
∂npA

(
x+

xa
2
, p
)
e−ipaxb pna

×
∑
m

∑
pb

1

m!
∂mp B

(
x+

xb
2
, p
)
e+ipbxb pmb .

(A.8)

To proceed, a crucial observation has to be made, that is the n-th power of the mo-
mentum combined with an exponential can be in fact rewritten as the n-th derivative
of a delta function ∑

p

e±ipxpn = (∓)nδ(n)(x). (A.9)

This way, the sums over the momenta can be performed, leading to

C(x, p) =

∫∫
dxadxb

∑
n

1

n!
∂npA

(
x+

xa
2
, p
)

(i)nδ(n)(xb)

×
∑
m

1

m!
∂mp B

(
x+

xb
2
, p
)

(−i)mδ(m)(xa).

(A.10)

In order to evaluate the integrals over the coordinates, we perform partial integra-
tion n and m times in the two integrals that have decoupled

C(x, p) =
∑
nm

1

n!m!
(−i)n(i)m

∫
dxa ∂

m
xa∂

n
p A

(
x+

xa
2
, p
)
δ(xa)

×
∫

dxb ∂
n
xb
∂mp B

(
x+

xb
2
, p
)
δ(xb).

(A.11)

One last shift has to be performed before calculating the integrals, namely

x̃a,b = x+
xa,b
2
, (A.12)

while taking advantage of the property of the delta function δ(ax) = δ(x)/a, resulting
in

C(x, p) =
∑
nm

1

n!m!
(−i)n(i)m

∫
dx̃a

(
1

2

)m
∂mx̃a∂

n
p A (x̃a, p) δ(x̃a − x)

×
∫

dx̃b

(
1

2

)n
∂nx̃b∂

m
p B (x̃b, p) δ(x̃b − x).

(A.13)

The integrals can now be performed by use of the delta functions and the result is

C(x, p) =
∑
nm

1

n!m!

(
− i

2

)n(
i

2

)m
∂mx ∂

n
pA(x, p) ∂nx∂

m
p B(x, p). (A.14)
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This can be rearranged a bit, noting that the derivatives only act on either A(x, p)
and B(x, p) and not on everything that is on their left or right

C(x, p) = A(x, p)
∑
m

1

m!

(
i

2

)m←−
∂ m
x

−→
∂ m
p

∑
n

1

n!

(
− i

2

)n←−
∂ n
p

−→
∂ n
xB(x, p). (A.15)

We can now recognize the Taylor expansions of two exponentials, which reproduce the
final expression that we were after

C(x, p) = A(x, p) e
i
2(
←−
∂ x
−→
∂ p−

←−
∂ p
−→
∂ x)B(x, p). (A.16)

This is a product between two functions in phase space and is called the Moyal product,
symbolically written as C = A ? B.
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Appendix B

Diagonalization of graphene
Hamiltonians

In this Appendix detailed calculations related to chapter 5 are presented. Specifically,
the diagonalization procedure of Hamiltonians of the tight-binding model with real
hopping and a mass term and the Haldane model is described to get the corresponding
spectra and eigenstates.

B.1 Graphene with real hopping and mass term

In this section we will diagonalize the tight binding Hamiltonian for graphene with
real hopping and a mass term, i.e.

H(k) =

 M t
∑
i

e−ik·ai

t
∑
i

eik·ai −M

 . (B.1)

The spectrum can be found by solving∣∣∣∣∣∣
M − λ t

∑
i

e−ik·ai

t
∑
i

eik·ai −M − λ

∣∣∣∣∣∣ = 0

− (M − λ) (M + λ)− t2
∑
ij

e−ik·(ai−aj) = 0

λ2 −M2 − t2
∑
ij

e−ik·(ai−aj) = 0

which results in the two band spectrum

ε±(k) = ±
√
M2 + t2

∑
ij

e−ik·(ai−aj) . (B.2)

The eigenstates of the Hamiltonian |ψ−〉 and |ψ+〉 should satisfy the eigenvalue
equation

H(k)|ψ±〉 = ε±(k)|ψ±〉. (B.3)
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To facilitate the calculation we will express the eigenstates as |ψ±〉 = (u±, v±)T . Then
the eigenvalue equation becomes M t

∑
i

e−ik·ai

t
∑
i

eik·ai −M

(u±
v±

)
= ±

√
M2 + t2

∑
ij

e−ik·(ai−aj)
(
u±
v±

)
. (B.4)

Taking the second of the two equations defined in the above we get

t
∑
i

eik·ai u± −Mv± = ±
√
M2 + t2

∑
ij

e−ik·(ai−aj) v± (B.5)

and after rearranging and squaring

t2
∑
ij

e−ik·(ai−aj)|u±|2 =2M2 + t2
∑
ij

e−ik·(ai−aj) ± 2M

√
M2 + t2

∑
ij

e−ik·(ai−aj)

 |v±|2.
(B.6)

The eigenstates should be normalized, meaning

〈ψ±|ψ±〉 = 1⇒ |u±|2 + |v±|2 = 1 (B.7)

Using this, we have

2

M2 + t2
∑
ij

e−ik·(ai−aj) ±M
√
M2 + t2

∑
ij

e−ik·(ai−aj)

 |v±|2 = t2
∑
ij

e−ik·(ai−aj)

(B.8)
We can define the quantity inside the bracket as

N2
± =

M
2
±
√
M2 + t2

∑
ij

e−ik·(ai−aj)

2

− M2

4
(B.9)

and solve for

|v±|2 =
t2

2N2
±

∑
ij

e−ik·(ai−aj). (B.10)

Then it follows from the normalization condition that

|u±|2 =
1

2N2
±

M ±√M2 + t2
∑
ij

e−ik·(ai−aj)

2

(B.11)

Since the eigenstates are not uniquely defined, we can choose u± to be real and v± to
acquire a phase, resulting in the following eigenstates

|ψ±(k)〉 =
1√
2N±

M ±
√
M2 + t2

∑
ij

e−ik·(ai−aj)

t
∑
i

eik·ai

 (B.12)
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B.2 Haldane model

In this section we will provide with the steps to diagonalizing the Hamiltonian for the
Haldane model, namely

H(k) =

2t2
∑
i

cos (φ+ k · bi) +M t1
∑
i

e−ik·ai

t1
∑
i

eik·ai 2t2
∑
i

cos (φ− k · bi)−M

 . (B.13)

The first step to diagonalizing this Hamiltonian is to find the eigenvalues by solving∣∣∣∣∣∣
2t2
∑
i

cos (φ+ k · bi) +M − λ t1
∑
i

e−ik·ai

t1
∑
i

eik·ai 2t2
∑
i

cos (φ− k · bi)−M − λ

∣∣∣∣∣∣ = 0, (B.14)

(
2t2
∑
i

cos (φ+ k · bi) +M − λ

)(
2t2
∑
i

cos (φ− k · bi)−M − λ

)
− t21

∑
ij

e−ik·(ai−aj) = 0.

(B.15)

From the definition of bi = εijk(aj − ak), we have that∑
ij

e−ik·(ai−aj) = 3 +
∑
i

(
e−ik·bi + e−ik·bi

)
= 3 + 2

∑
i

cos (k · bi) , (B.16)

which leads to

λ2 − 2λt2
∑
i

[cos (φ+ k · bi) + cos (φ− k · bi)]

−M2 − 2Mt2
∑
i

[cos (φ+ k · bi)− cos (φ− k · bi)]

+ 4t22
∑
ij

cos (φ+ k · bi) cos (φ− k · bj)− t21

(
3 + 2

∑
i

cos (k · bi)

)
= 0.

(B.17)

Completing the square for the first two terms(
λ− t2

∑
i

[cos (φ+ k · bi) + cos (φ− k · bi)]

)2

− t22

(∑
i

[cos (φ+ k · bi) + cos (φ− k · bi)]

)2

−M2

− 2Mt2
∑
i

[cos (φ+ k · bi)− cos (φ− k · bi)]

+ 4t22
∑
ij

cos (φ+ k · bi) cos (φ− k · bj)− t21

(
3 + 2

∑
i

cos (k · bi)

)
= 0

(B.18)



66 APPENDIX B. DIAGONALIZATION OF GRAPHENE HAMILTONIANS

and rearranging a bit(
λ− t2

∑
i

[cos (φ+ k · bi) + cos (φ− k · bi)]

)2

−M2

− 2Mt2
∑
i

[cos (φ+ k · bi)− cos (φ− k · bi)]

− t22

(∑
i

[cos (φ+ k · bi)− cos (φ− k · bi)]

)2

− t21

(
3 + 2

∑
i

cos (k · bi)

)
= 0,

(B.19)

we get a more convenient form of the initial equation(
λ− t2

∑
i

[cos (φ+ k · bi) + cos (φ− k · bi)]

)2

−

(
M + t2

∑
i

[cos (φ+ k · bi)− cos (φ− k · bi)]

)2

− t21

(
3 + 2

∑
i

cos (k · bi)

)
= 0.

(B.20)

Finally, using trigonometric identities we can rewrite∑
i

[cos (φ+ k · bi) + cos (φ− k · bi)] = 2 cosφ
∑
i

cos (k · bi) (B.21)

and ∑
i

(cos (φ+ k · bi)− cos (φ− k · bi)) = −2 sinφ
∑
i

sin (k · bi) , (B.22)

to eventually get the energy spectrum

ε(k) = 2t2 cosφ
∑
i

cos (k · bi)

±


(
M − 2t2 sinφ

∑
i

sin (k · bi)

)2

+t21

(
3 + 2

∑
i

cos (k · bi)

)}1/2

.

(B.23)

For the eigenstates we have to solve the eigenvalue equation

H(k)|ψ±〉 = ε±(k)|ψ±〉. (B.24)

If we express the eigenstates as ψ±(k) = (u±, v±)T , we can write it as2t2
∑
i

cos (φ+ k · bi) +M t1
∑
i

e−ik·ai

t1
∑
i

eik·ai 2t2
∑
i

cos (φ− k · bi)−M

(u±
v±

)
= ε(k)

(
u±
v±

)
.

(B.25)
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Since the eigenstates are not uniquely defined, we can use any of the two equations
defined in the above, say the lower one

t1
∑
i

eik·aiu± +

(
2t2
∑
i

cos (φ− k · bi)−M

)
v± =

[
2t2 cosφ

∑
i

cos (k · bi)

±


(
M − 2t2 sinφ

∑
i

sin (k · bi)

)2

+ t21

(
3 + 2

∑
i

cos (k · bi)

)
1/2
 v± .

(B.26)

Using trigonometric identities we can rewrite∑
i

cos (φ− k · bi) = cosφ
∑
i

cos (k · bi) + sinφ
∑
i

sin (k · bi) (B.27)

which results in

t1
∑
i

eik·aiu± =

[
M − 2t2 sinφ

∑
i

sin (k · bi)

±


(
M − 2t2 sinφ

∑
i

sin (k · bi)

)2

+ t21

(
3 + 2

∑
i

cos (k · bi)

)
1/2
 v± . (B.28)

We can now square this equation

t21
∑
ij

eik·(ai−aj)|u±|2 =

2

(
M − 2t2 sinφ

∑
i

sin (k · bi)

)2

+ t21

(
3 + 2

∑
i

cos (k · bi)

)
± 2

(
M − 2t2 sinφ

∑
i

sin (k · bi)

)

×


(
M − 2t2 sinφ

∑
i

sin (k · bi)

)2

+ t21

[
3 + 2

∑
i

cos (k · bi)

]
1/2
 |v±|2

(B.29)

and take advantage of the normalization of the eigenstates, i.e. |u±|2 + |v±|2 = 1. This
results in an equation containing only one of the components of the eigenstates

t21
∑
ij

eik·(ai−aj) = 2

(M − 2t2 sinφ
∑
i

sin (k · bi)

)2

+ t21

(
3 + 2

∑
i

cos (k · bi)

)
±

(
M − 2t2 sinφ

∑
i

sin (k · bi)

)

×


(
M − 2t2 sinφ

∑
i

sin (k · bi)

)2

+ t21

[
3 + 2

∑
i

cos (k · bi)

]
1/2
 |v±|2.

(B.30)
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Similar to the previous model, we can define the factor

N2
± =

∆(k)

2
±
√

∆2(k) + t2
∑
ij

e−ik·(ai−aj)

2

− ∆2(k)

4
, (B.31)

where
∆(k) = M − 2t2 sinφ

∑
i

sin (k · bi) . (B.32)

Then

|v±|2 =
t21

2N2
±

∑
ij

eik·(ai−aj), (B.33)

and from the normalization

|u±|2 =
1

2N2
±

∆2(k)±

√√√√∆(k) + t21

(
3 + 2

∑
i

cos (k · bi)

)2

. (B.34)

Since the eigenstates are not uniquely defined, u± can be chosen to be real and v± to
acquire a phase. Then, a solution for the eigenstates is

|ψ±(k)〉 =

(
u±(k)
v±(k)

)
, (B.35)

where

u±(k) =
1√
2N±

∆2(k)±

√√√√∆(k) + t21

(
3 + 2

∑
i

cos (k · bi)

) (B.36)

and

v±(k) =
t1√
2N±

∑
i

eik·ai . (B.37)
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