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Natural language processing (NLP), the area of study concerned with how com-
puters can interpret and handle natural language, has gained interest in the last
few years. Based on a preliminary study, we identified that within the field of re-
quirements engineering (RE), NLP is widely applied and has the potential for much
benefit in the industry. However, no clear overview is available on what tools in
the field use NLP. Therefore, this research aims to establish the current state of re-
search on how NLP is currently being used in RE, specifically within the phases of re-
quirements elicitation (collecting requirements from stakeholders and other sources)
and requirements analysis (further processing these requirements for understanding
them better).

The main research method used in the thesis is the Systematic Literature Review
(SLR). An SLR involves collecting a large amount of literature according to a pre-
established protocol, selecting relevant papers from this collection, assessing their
quality, and finally extracting data from this final list of literature. From this data, we
established purposes of the tools that are available in the field, as well as categories
of tasks that employ NLP techniques. We also performed statistical analysis using
Jaccard Indices to see if any patterns of co-occurrence between RE (sub-)phases, tool
purposes and NLP tasks could be discovered.

We conclude by explaining that though NLP is in the lift within the field, it is far
from mature. NLP tasks are predominantly used to analyze the requirements; how-
ever, requirements documentation has the potential for more use of NLP techniques.
Moreover, we ask researchers in the field to establish a common terminology, and to
explicitly state used NLP techniques in their papers.
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Chapter 1

Introduction and background

1.1 Introduction

Natural language is defined by the Cambridge Dictionary as "language that has de-
veloped in the usual way as a method of communicating between people, rather
than language that has been created, for example for computers." ! It is the language
that we learn in order to interpret the spoken and written word, and to speak and
write ourselves. For us, this usually comes natural as we learn to speak and write in
our youth. However, for a computer, that is a different issue:

When a person sees or hears a sentence, he makes full use of his knowledge and intel-
ligence to understand it. This includes not only grammar, but also his knowledge about
words, the context of the sentence, and most important, his understanding of the subject
matter. To model this language understanding process in a computer, we need a program
which combines grammar, semantics, and reasoning in an intimate way, concentrating on
their interaction.

- Terry Winograd, 1972

Researchers argue that computers are far away still from being able to fully un-
derstand natural language (Cambria and White, 2014), but there are some tasks in-
volving natural language that computers can already successfully carry out, like
part-of-speech tagging and rudimentary machine translation (Petrov, Das, and Mc-
Donald, 2011; Nadeau and Sekine, 2007). The generation and interpretation of nat-
ural language by computers is also known as Natural Language Processing, or NLP
in short (Chowdhury, 2003).

The beginning of NLP can be traced back to the end of the 1940’s (Hutchins,
2005). Ever since, it is a subject with interest from multiple fields, including medicine
(Spyns, 1996; Nadkarni, Ohno-Machado, and Chapman, 2011; Friedman and Hripc-
sak, 1999), biology (Ananiadou and Mcnaught, 2006; Cohen and Hunter, 2004; Yan-
dell and Majoros, 2002), and jurisprudence (Aletras et al., 2016; Lame, 2005; Talib
et al., 2017). Over the past few years, the interest in NLP is picking up after a few
years of stability (see Figure 1.1).

In this thesis, we study Natural Language Processing of a software engineering dis-
cipline in which natural language is predominant: Requirements Engineering (Pohl,
2010). Requirements Engineering, or RE in short, is the discipline that encompasses
the techniques and tools used to gather, organize and use requirements in software
systems (Nuseibeh and Easterbrook, 2000). There are multiple models that describe
the RE process, all with their own terms for the different phases (Aurum and Wohlin,

Thttps:/ /dictionary.cambridge.org /dictionary/english /natural-language
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Note Note

FIGURE 1.1: Interest in Natural Language Processing since 2004. Via
Google Trends (December 20th, 2018).

2005); for this research, the model by Kotonya and Sommerville (1998) will be used.
The scope of this research will be limited to requirements elicitation (Zowghi and
Coulin, 2005) and requirements analysis (Maciaszek, 2007), which are both phases
in which requirements are prepared for use in software systems. While elicitation
is concerned with extracting requirements from a multitude of sources, including
stakeholders, analysis encompasses further processing of these extracted require-
ments.

The current manuscript presents a research project to investigate the current role
of NLP in requirements engineering. We focus on the requirements elicitation and
analysis phases, and establish the following main research question:

What is the current state of research on Natural Language Processing within
Requirements Elicitation and Requirements Analysis?

This thesis takes a systematic approach to answering the questions posed above.
By conducting a Systematic Literature Review (Kitchenham, 2004), we aim to give
an overview of the domain and patterns in this domain.

The next two sections of this chapter provide a background on the concepts NLP
and RE, as well as a justification for this research. Furthermore, this thesis contains
8 more chapters. Chapter 2 provides the research method and used research sub-
questions. Chapter 3 contains a definition of NLP, as well as a classification and
description of tasks contained within NLP. Chapters 4 and 5 define requirements
elicitation and requirements analysis, respectively, and connect common activities
to these two domains. A description of how the research was performed is featured
in Chapter 6. Chapter 7 features a list of tools and tool-supported approaches that
employ NLP within the domain. A categorization of NLP tasks and tool purposes
can be found in Chapter 8. Chapter 9 explores patterns of co-occurrence of the NLP
tasks. Finally, Chapter 10 features a discussion of the research challenges and threats
to validity encountered, and conclusions are drawn in Chapter 11.
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1.2 Background

1.21 NLP

One of the first allusions to NLP is the Turing Test (Turing, 1950), an experiment
wherein a human has to interact with another, unknown party. Unbeknownst be-
forehand to the human, however, this unknown party is actually a computer system.
If the human does not understand by the end of the interaction that the other party
is a computer, the computer passes the test. However, for such a level of interaction,
the computer has to correctly interpret spoken or written word by the human party,
and generate correct responses. These interpretation and generation tasks are both
tasks that fall under NLP.

The first successful example of machine translation, and thus of NLDP, is also known
as the Georgetown-IBM experiment (Dostert, 1955). In this experiment, more than
60 Russian sentences (transposed from the Cyrilic script into the Roman script) were
input into a system co-developed by IBM and the University of Georgetown. Fol-
lowing 6 translation rules, these sentences were then translated to English sentences,
with very few errors. According to Hutchins (2004), this would spur the interest and
funding of machine translation by governments.

One result of the boost in interest in NLP was the founding of the Automatic Lan-
guage Processing Advisory Committee, or ALPAC, in 1964 (Hutchins, 2003). In 1966,
the ALPAC released a report on the field of machine translation, which was at that
time the predominant field in NLP research (Pierce et al., 1966). In this report, they
stated that at that time, human translation was of higher quality and speed and at
a lower cost than machine translation. Therefore, there was no direct need for more
research in this field. The direct influence of this is that funding, as well as interest
in the scientific field of machine translation, was drastically decreased in the years
after 1966. Of course, there was still some research going on, but not at the same
level as pre-1966.

At the same time, new linguistic models were introduced, which lead to develop-
ments within other fields of NLP. One example of this is syntactic labeling (Chom-
sky, 1967), which bears strong similarities to part-of-speech tagging, discussed in
Chapter 3. There was also some success with the use of Controlled Natural Lan-
guages: languages with restricted vocabulary and grammar. A renowned applica-
tion of Controlled Natural Language is SHIRDLU (Winograd, 1971), an Al system
that moved different shaped objects in a virtual world based on instructions pro-
vided by humans.

However, it wasn’t until 1980 that NLP research would pick up. A known division
in NLP is the division between symbolic and statistic (Manning and Schiitze, 1999).
Symbolic approaches are approaches were words are tokenized, e.g. labeled by their
function in the sentence. As such, a well-known implementation of this is Part-of-
Speech tagging. Statistic approaches, on the other hand, rely on probability theories
applied to the co-occurrence of certain text fragments. An example is is the use of
Bayesian Classifiers for word sense disambiguation.

Nowadays, NLP is a well-researched subject, with numerous applications. One
of the manifest examples is Siri, an automated assistant incorporated in Apple’s
iPhone, that can perform mobile tasks (such as calling contacts or sending text mes-
sages) and give responses based on the user’s text or speech input. This involves a
plethora of NLP techniques, among which are speech recognition, word sense dis-
ambiguation, natural language generation and text-to-speech. A trend within NLP
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is deep learning (Socher, Bengio, and Manning, 2012): the use of neural networks
in NLP, which have as an advantage that little human intervention is needed in the
training of models that NLP techniques use.

Tasks involving NLP are not as simple as would seem on first hand, as proven by
the ALPAC report. This is explained by Cambria and White (2014):

"Today, most of the existing approaches are still based on the syntactic representation of
text, a method that relies mainly on word co-occurrence frequencies. Such algorithms are
limited by the fact that they can process only the information that they can ‘see’. As human
text processors, we do not have such limitations as every word we see activates a cascade of
semantically related concepts, relevant episodes, and sensory experiences, all of which enable
the completion of complex NLP tasks such as word sense disambiguation, textual entailment,
and semantic role labeling — in a quick and effortless way.”

What this quote illustrates is the importance of context in natural language. As per-
sons speak to each other, they have prior knowledge of the subject of conversation,
the meaning of the words in the conversation and their conversation partner; more-
over, contextual information during the conversation can be provided, like the tone
on which a statement is given or special emphasis on some words. As an exemplary
sentence, take "My mom will kill me if she found out". In a literal interpretation,
someone’s mother will kill that person it the mother finds out something. It is at
that point unclear what would drive the mother to kill her son/daughter. However,
more often than not, "kill" is in this context an exaggeration for "give a stern lecture",
probably for something that the son/daughter did. So long as a computer is unable
to interpret sentences in a different context depending on the subject, it is clear that
NLP has a long way to go.

Cambria and White (2014) also discuss how they envision NLP to become more

NLP System Performance s BestPaih

1950 2000 2050 2100  Time

FIGURE 1.2: Model of NLP curves, as proposed by Cambria and
White (2014).

advanced over the years. This is shown in Figure 1.2. Currently, NLP has just pro-
gressed from the Syntactics Curve to the Semantics Curve. What is meant by that is
that while NLP used to rely on word-based techniques (Part-of-Speech tagging and
stemming), now more semantic information is used (lemmatization, Semantic Role
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Labeling). In 50 years, NLP research has progressed to the level of the Pragmatics
Curve, "which will enable NLP to be more adaptive and, hence, open-domain, context-aware,
and intent-driven. Intent, in particular, will be key for tasks such as sentiment analysis - a
concept that generally has a negative connotation, e.g., small seat, might turn out to be posi-
tive, e.g., if the intent is for an infant to be safely seated in it.” At the end of the Pragmatics
Curve, when computers can fully understand and reply to human speech, NLP will
have made the transition to Natural Language Understanding.

1.2.2 Requirements Engineering

A clear definition of RE is proposed by Zave (1997):

"Requirements engineering is the branch of software engineering concerned with the
real-world goals for functions of and constraints on software systems. It is also concerned
with the relationship of these factors to precise specifications of software behavior, and to their
evolution over time and across software families.”

- Zave (1997)

The essence of this definition is the mapping of functions and constraints to the
system itself. Commonly, requirements are split into two categories: functional re-
quirements and non-functional requirements, also known as quality requirements
(Chung and Prado Leite, 2009). Functional requirements regard the software sys-
tem’s functionality; an example would be for an e-mail system to save draft e-mails,
to be completed and sent at a later point in time. A quality requirement is used to
note qualitative properties of a system, like flexibility, speed, throughput, user expe-
rience or even use of color. An example in the e-mail system would be for an e-mail
sent by the system to arrive at the destination a maximum of 2 seconds after clicking
the send” button.

A figure of the phases of Requirements Engineering, made by Kotonya and Som-
merville (1998), is shown in Figure 1.3. As one can see, there are the following
phases:

1. Requirements elicitation: the process of extracting requirements for the sys-
tem from stakeholders.

2. Requirements analysis: further processing the requirements extracted in the
elicitation phase. Modelling, e.g. creating models of the requirements, is usu-
ally a sub-task of this phase.

3. Requirements negotiation: Deciding which requirements will be implemented
in the system, and which will not.

4. Requirements documentation: Giving an overview of which requirements are
to be implemented in the software system, and which have already been im-
plemented.

5. Requirements validation: Ensuring that the documented requirements are
complete, consistent, and satisfy the stakeholders’ needs (Bilal et al., 2016).

As noted, this thesis will solely cover the phases of requirements elicitation and
requirements analysis. However, some of the phases above occur as sub-phases of
elicitation or analysis.



Chapter 1. Introduction and background 6

Requirements
validation

Requirements
documentation

Requirements
analysis and
negotiation

Requirements
elicitation

User needs Regquirements
domain document
information, » Agreed
existing requirements
system System
information, specification
regulations,
standards, ete.

FIGURE 1.3: The Linear Requirements Engineering Process Model
(Kotonya and Sommerville, 1998).

1.3 Justification of need and scientific challenge

A wide array of NLP tools and techniques for RE is already available and have sci-
entific articles written on them. Examples are:

e Li, Dewar, and Pooley (2005): Using Part-of-Speech tagging to link natural
language to object-oriented concepts;

e Casagrande et al. (2014a): Using a parse tree to extract goals from scientific
publications;

e Mich and Garigliano (2002): Using semantic analysis for requirements docu-
ment analysis;

e Ibrahim and Ahmad (2010a): Using rule-based analysis to extract class dia-
grams from requirements.

These tools can prove very beneficial for any business that wants to support their
elicitation and analysis processes with some automation. However, though there are
conferences and journals for NLP, like NLPIC 2 JJNLC 3 and EMNLP ¢, knowledge
of NLP techniques applied to practice is spread throughout many fields, including
medicine, computer science, and (computational) linguistics. Therefore, getting a
holistic overview of the entire NLP field for one specific domain, especially when
taking developments of other domains into account, is a challenge. By systemati-
cally gathering relevant papers and classifying them, an overview of these tools and
techniques can be given in a comprehensible and reproducible way, allowing busi-
nesses to decide for implementing techniques that are most useful to them.

After having conducted a preliminary study, searches were done for other sys-
tematic literature reviews of NLP within requirements engineering. One was found:

Zhttps:/ /10times.com /nlpic
Shttp:/ /airccse.org /journal /ijnlc/
4http:/ /emnlp2018.org/
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Nazir et al. (2017). This systematic literature review also gathers several papers
about NLP in RE and categorizes them according to a classification that they es-
tablished themselves. However, this paper has several issues:

e It does not go in-depth into neither requirements analysis nor requirements
elicitation;

e The paper does not provide research perspectives within the field, which could
be incorporated into future research within the field of RE;

e The protocol is not given, making it difficult to reproduce the results that they
gathered.

Therefore, we conclude that the study by Nazir et al. (2017) does not sufficiently rep-
resent a comprehensive literature review of the field.

Another article relevant to this SLR is Meth, Brhel, and Maedche (2013), an SLR that
covers automated requirements elicitation. However, not all requirements elicitation
tools within the domain of this thesis are intended for automation of requirements
elicitation. Moreover, though most tools in this article involve the analysis of re-
quirements documents, not all of them involve NLP. Lastly, the intent of this thesis
is to also incorporate requirements analysis.

Though there are articles available that review NLP research and provide future re-
search directions (Cambria and White, 2014; Demner-Fushman, Chapman, and Mc-
Donald, 2009; Jones, 1994), these articles research the theory of NLP in general. Their
results can spur NLP technique development in general. However, by researching
the use of NLP within the current field of RE, research directions can be provided
that would not be uncovered should one look at RE from an NLP perspective.



Chapter 2

Research method

2.1 Research questions

In Chapter 1, the main research question for this thesis has been presented:

What is the current state of research on Natural Language Processing within
Requirements Elicitation and Requirements Analysis?

This research question cannot be answered directly, as it comprises several fac-
tors that have to be taken account. That is why the main research question is sup-
ported by several research sub-questions, which will cover those factors. The re-
search sub-questions are as follows:

RQ1: What is Natural Language Processing, and which tasks does NLP encompass?

The purpose of RQ1 is to determine what exactly is understood as NLP for this
thesis by using a definition from established literature. However, solely a definition
does not suffice; by linking tasks to NLP, it becomes clear for the reader what it is
exactly that NLP comprises.

RQ2: What is the definition of requirements elicitation, and what activities does it en-
compass?

RQ3: What is the definition of requirements analysis, and what activities does it encom-
pass?

Research questions 2 and 3 serve to establish the exact scope of requirements elic-
itation and requirements analysis, respectively. They start by defining their respec-
tive concepts and placing them in the broader spectrum of requirements engineering
in general. Next, they link activities to the concepts, where it is made sure that there
is a clear distinction between the two.

RQ4: What tools and tool-supported approaches within requirements elicitation and re-
quirements analysis employ NLP?

This question serves to give the reader a clear picture of which tools and tool-
supported approaches that employ NLP are available to use for elicitation and anal-
ysis. Note: this only discusses tools and tool-supported that have been published
in a peer-reviewed scientific article that is gathered from a magazine, journal, work-
shop or conference; commercial tools not covered by any scientific medium will not
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TABLE 2.1: Research tasks that make up the research method of this

thesis.
Task Resea;ch Method Input Output
question
- . Proceedings of RE conferences in - . .
Preliminary study ~ All Literature study the years 2010-2017 Preliminary list of literature
NLP research RQ1 Literature study Unstructured literature about NLP  Definition + Tasks of NLP
Elicitation research  RQ2 Literature study Unstfuctured llt'eFatlfre about Defu?ltlon and ZTCFIVIFIES of
requirements elicitation requirements elicitation
Analysis research  RQ3 Literature study Unst_ructured hteratqre about Deflr'utlon and act1v1't1es of
requirements analysis requirements analysis
Listing of tools and List of tools within requirements
g RQ4 Systematic literature review Preliminary study, libraries, queries elicitation and analysis that employ
techniques
NLP
Classification RQ5 Iterative coding in NVivo List of NLP tools and techniques Classification of RE phases, tool
purposes and NLP tasks
. - . List and classification of RE phases, Patterns of co-occurrence within
Data synthesis RQ6 Statistical analysis tool purposes and NLP tasks the domain

be featured.

RQ5: How can Natural Language Processing tasks within requirements elicitation and
requirements analysis be categorized?

The purpose of this question is to introduce a categorization of the employed
NLP tasks in the list of results. This categorization is done on three levels: the RE
phase that the article has a tool in, the main purpose of the tool presented in the arti-
cle, and the NLP tasks that the tool employs. How the categorization is constructed
is discussed in the next section.

RQ6: What patterns of co-occurrence for NLP within requirements elicitation and re-
quirements analysis can be uncovered?

The final research question serves to uncover patterns in the dataset of the cat-
egorized articles. This is done by looking at co-occurring instances of NLP tasks
that occur in the articles, the RE phase that the article is positioned in, and the main
purpose of the tool presented in the article.

2.2 Research method

To answer the research sub-questions, research must be conducted. There are sev-
eral research tasks to be conducted, of which the most research tasks are literature
research. For an overview of which research task answers which research question,
see Table 2.1. All tasks will be discussed in the subsections below.

221 Preliminary study

The first research task to be conducted was a preliminary study to the literature
surrounding NLP in requirements elicitation and requirements analysis. This pre-
liminary study was originally intended as a structured literature search for Auto-
mated Reasoning techniques and tools within the domain of requirements engineer-
ing. However, based on the result of this preliminary study, the scope was adjusted
to NLP within requirements analysis and elicitation.

The aim for this study was to get a relevant first list of literature, from which a start
could be made on the list of techniques and tools that would eventually be gathered.
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The sources for this literature were the Proceedings of the IEEE International Re-
quirements Engineering Conference . Of these conferences, the proceedings of the
18th up to and including the 25th edition were used (2010-2017). These conferences
discuss tools, techniques, frameworks and methods for requirements engineering,
and as such, these conferences were a good starting point literature-wise.

Each of these articles was listed into a Google Drive sheet with the year of the con-
ference, the title of the article, the author(s), index terms and abstract. If index terms
were not available in the article itself, index terms would be used from the abstract
page of the article on the website of the conference; these index terms would also be
marked in bold, to draw attention that they were not from the article itself.
Consequently, each article was tagged to four categories: AR / NLP / Al / etc., Tool
/ Technique / Framework / Approach etc.; Relevant to elicitation; and Relevant to
analysis. The tagging was based off the title, abstract and keywords; as the tagging
was done manually, reading each article in detail would be too much work for the
500+ articles in the proceedings. We decided to exclude those articles that could not
be categorized using title, abstract, or index terms; the article had to mainly discuss
the category, and such information would always be featured in these elements.

In the first category, the article was tagged if it involved Automated Reasoning, NLP,
Artificial Intelligence or similar techniques, like mining and machine learning. The
second category of tagging was meant for if the article proposed or presented a tech-
nique, tool, approach, method, or something similar like a framework or an exten-
sion of any of these; this was almost always clearly stated in the abstract of the arti-
cle, and as such could be tagged with ease. The third and fourth categories marked
if the article was significantly relevant to requirements elicitation and/or require-
ments analysis, respectively. For good measure, an extra field was also included
which marked the main relevant phases of Requirements Engineering.

As a final step for the eventual initial scope, selection was carried out. Every paper
had to at least include NLP, and be relevant to requirements elicitation and/or anal-
ysis. If either one missed, the article was ruled out. The category for tools etc. was
more for overview than for actual selection.

The selection process resulted in 38 papers: these can be seen in Appendix A.
Moreover, a full list of all articles researched is featured in Appendix B.

2.2.2 Literature studies of NLP, elicitation and analysis

The next task for the research method was the research into the concepts of NLP,
requirements elicitation and requirements, congruent with RQ1, RQ2 and RQ3. The
main issue here is that no predefined source of literature was available like in the
preliminary study. As such, the search for literature regarding these concepts was
less structured.

As such, an alternative approach was used. For all three concepts, a primary paper
was looked up. Important to this paper was that it covered the concept in particular,
which means that no other concepts in the paper were discussed in as much detail
as the concept of interest. This was possible for two of the three concepts:

¢ Natural language processing (Chowdhury, 2003) for NLP;

e Requirements elicitation: A survey of techniques, approaches, and tools
(Zowghi and Coulin, 2005) for requirements elicitation.

Thttps:/ /www.computer.org /csdl/proceedings/re/index.html
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For requirements analysis, a definition was made by taking four phases of require-
ments engineering and combining them: requirements modelling, requirements clas-
sification, requirements verification, and requirements prioritization. Why these
phases were chosen was justified using relevant literature. The sources that cited
any of the above stated literature could be used for further literature search, as well
as the sources of the literature. Moreover, Google Scholar was used to look up any
extra needed literature.

2.2.3 Systematic Literature Review

The answers to RQ1, RQ2 and RQ3 were found in an unstructured way. However,
this was not an option for RQ4, as RQ4 involves getting a comprehensive list of NLP
techniques and tools. This means that the search for literature needed to be con-
ducted in a structured way, lest articles were accidentally left out giving a distorted
image of the current field. Therefore, the research method for RQ4 is a systematic
literature review (Kitchenham, 2004).

A Systematic Literature Review, or SLR in short, is an approach for finding all rel-
evant literature to a particular area of study. Using it, one can (1) summarize all
relevant data, (2) identify research gaps and (3) provide a framework wherein new
studies can be placed. Of these three results, result 1 corresponds with RQ4 and (par-
tially) RQ5, while result 2 was used for RQ6. Moreover, the output of RQ4 serves as
an input for RQ5, and together they serve as an input for RQ6.

An SLR has to have a protocol in order to ensure that it is carried out correctly. This
protocol is further discussed in Chapter 6. In this same chapter, the execution of the
SLR is also further elaborated upon.

2.24 [Iterative coding

Having acquired a full list of relevant literature through the SLR, the next step was
to create a categorization. This categorization was done on three levels: the require-
ments engineering phase(s) that the tool, technique or tool-supported approach was
relevant to; the main purpose(s) of the tool, technique or tool-supported approach;
and lastly, the NLP tasks that were employed within the tool. This categorization is
the answer to RQ5.

This categorization was established with an approach that we will refer to from now
on as ‘iterative coding.” The tool used for this step is NVivo, which is qualitative
data analysis software. In this software, it is possible to import .pdf files, select text
within that file and drag it to a ‘code’, e.g. a category that the selected text fits in.
Thus, text was selected and dragged to multiple sub-categories within the categories
RE Phase, Tool Purpose and NLP Task.

However, as the categorization was not always correct, and some categories were
later aggregated and further improved, there were multiple rounds of coding, with
in between a round of validation. This validation was done by the student in coop-
eration with the first supervisor, dr. Fabiano Dalpiaz, because of his more extensive
domain knowledge. Therefore, we coin this research method as iterative coding,
with ‘iterative” referring to the cycle of coding and validation. Further details are
given in Chapter 6.
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2.2.5 Data synthesis

This research task is part of the SLR as well. However, a distinction must be made
between this research task and the iterative coding. Where iterative coding does not
involve statistical analysis of any kind, the data synthesis does, as it is aimed at find-
ing patterns of co-occurrence, as stated in RQ6. Further detail on the used methods
will be given in Chapter 6.
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Chapter 3

Natural Language Processing

RQ1: What is Natural Language Processing, and which tasks encompass this concept?

3.1 A definition of NLP

Natural Language Processing is defined as follows by Chowdhury (2003):

"Natural Language Processing (NLP) is an area of research and application that explores
how computers can be used to understand and manipulate natural language text or speech to
do useful things. NLP researchers aim to gather knowledge on how human beings understand
and use language so that appropriate tools and techniques can be developed to make computer
systems understand and manipulate natural languages to perform the desired tasks.”

- Chowdhury (2003)

Before being able to write any NLP program, there needs to be understanding as

to how we as humans write, talk, listen and read in order to program this on a com-
puter. The language that we use for these tasks is named natural language, hence
Natural Language Processing. NLP lies at the intersection of computer science and
linguistics, the study of natural language.
A related concept to Natural Language Processing is Natural Language Understand-
ing (NLU): getting a computer to understand a text, e.g. the meaning and sentiment
of the text. Liddy (2001) notes the difference between NLP and NLU: though their
tasks overlap significantly and the goal of NLP is eventually NLU, the techniques
have not progressed so far yet that computers can make inferences about the texts,
which is key to NLU. This is also illustrated by the quote from Winograd (1972) in
Chapter 1.

Three related concepts to NLP are computational linguistics, information re-

trieval and text mining. Computational linguistics lies at the intersection of com-
puter science and linguistics, the study of language; in essence, it is the study of
language using techniques coming from computer science (Hausser, 1999). NLP is a
subset of computational linguistics, as computational linguistics isn’t solely focused
on processing natural language.
Information retrieval is the extraction of information related to the question that the
extractor wants to address, from a source of data (Baeza-Yates and Ribeiro, 2011).
This source can take different forms: visual, audio, but also textual data. Through
NLP, the extractor has the means to extract the information that s/he wants from
textual data. Text mining is very similar to textual information retrieval: text mining
is the activity of extracting information from text corpora (Berry and Castellanos,
2004). Again, this can be achieved using NLP techniques.
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These related concepts have many intersections with the field of NLP. As such, dur-
ing the conduction of the SLR, the decision was made to include literature from these
fields as well. This decision is reflected in the search strategy, seen in Chapter 6.

3.2 NLP tasks

A multitude of tasks fall under the domain of NLP. Though no complete overview
of these tasks currently exists in a single article, using a multitude of sources can
give an overview of the most notable tasks. In the subsections below, the most im-
portant NLP tasks will be listed. The tasks have been categorized according to three
categories: Syntactic NLP, Semantic NLP and Pragmatic NLP. This categorization is
based on the NLP curves that Cambria and White (2014) describe. Further explana-
tion per category is also included.

3.2.1 Syntactic NLP

Syntactic NLP concerns the tasks that are syntax-based: as such, these tasks do not
concern themselves with the context that the sentence is in, but rather looks at the
individual words and their functions, and performs manipulations on these. Tasks
of this category are currently the most established of the three categories, as these
tasks are also the simplest.

Part-of-Speech tagging

Part-of-Speech tagging (PoS tagging) is the activity wherein each word in a sentence
is labeled ("tagged") with its syntactic role (Collobert et al., 2011). Syntactic roles
include nouns, verbs, adjectives etc.; see the footnote 1 for an exemplary list for the
Penn Treebank project, a PoS project (Marcus, Marcinkiewicz, and Santorini, 1993).
A small list of these tags has also been featured in Table 3.1. PoS tagging is a pre-
cursor activity to other NLP activities (Brill, 2000); it does not truly extract meaning
from the words themselves. That does not, however, indicate that it is not an essen-
tial task; due to it being a preprocessing task, other NLP tasks depend on a correct
execution of PoS tagging (Martinez, 2012).

Morphological segmentation

Morphological segmentation is the activity of segmenting words into morphemes
(Demberg, 2007). Morphemes are atomic parts of words with their own meaning,
that cannot be split up further. Example: "breaking" can be split up into "break" and
"ing". In this case, the word "break" is a free morpheme, as can be used as a word
on its own. "ing", however, is a bound morpheme, and needs to be combined with
other morphemes to gain meaning. The study of morphemes is called morphology,
hence the name morphological segmentation.

Word segmentation

Word segmentation is similar to morphological segmentation; however, the purpose
of word segmentation is to split compound words: words made up of multiple
words (Sproat et al., 1996). While this task is little used in the English language,
it is much more relevant in languages such as Chinese and Dutch (Quené, 1992), as

Thttps:/ /www.ling.upenn.edu/courses /Fall_2003/1ing001/penn_treebank_pos.html
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TABLE 3.1: An exemplary list of possible tags in Part-of-Speech tag-
ging, used by the Penn Treebank project (Marcus, Marcinkiewicz, and
Santorini, 1993).

Tag  Description

IN Preposition or subordinating conjunction
DT Determiner

JI Adjective

MD  Modal

NN  Noun, singular or mass
NNS  Noun, plural

PRP  Personal pronoun
PRP$ Possessive pronoun

RB Adverb

VB Verb, base form

VBD  Verb, past tense

words in these languages regularly consist of multiple words. An example: "garbage
truck"” is segmented by a whitespace, and thus word segmentation is not needed.
However, in Dutch, this word translates to "vuilniswagen", which can be separated
into "vuilnis" (garbage) and "wagen" (truck). Thus, NLP applications for the Dutch
language would do good to implement word segmentation.

3.2.2 Semantic NLP

Whereas syntactic NLP looks at the functions of words and their place in the sen-
tence, semantic NLP is about the meaning of the words and the sentence in general.
As such, the tasks listed are more specialized than syntactic tasks. Syntactic tasks
are often used as input for these tasks.

Named Entity Recognition

Named Entity Recognition (NER) is tasked with extracting named entities from sen-
tences (Mohit, 2014). A named entity is a specific instance of a person, location,
place in time, object, company etc. For example, in the sentence "Jan bought a Toy-
ota Corolla in Amsterdam back in 2006", named entities are "Jan" (a person), "Toyota
Corolla" (an object), "Amsterdam" (a location) and "2006" (a place in time). NER is
tasked with finding and categorizing these named entities, as these usually hold the
most important information in the sentence.

Semantic Role Labeling

Semantic Role Labeling (SRL) is a way of representing the different roles in a sen-
tence, so that these roles are clear to a computer even when the sentence is repre-
sented in a different way (Jurafsky and Martin, 2014). An example would be the
following two sentences: "Jan slaps Piet" and "Piet is slapped by Jan". Humans
recognize that these sentences have the same meaning; however, computers inter-
pret the second sentence differently than the first. SRL is used to remedy this phe-
nomenon by assigning roles to the subjects, objects and verbs, so that these roles are
interpreted consistently even in other forms of writing the sentence.
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Word sense disambiguation

Ambiguity is a natural phenomenon for words in sentences. Words in a sentence
can have multiple meanings, depending on the context. An examples is "leaves":
is it the plural of "leaf", or the third person singular form of "to leave"? Though
most humans can derive the meaning of the word from the context, this is another
matter for computers. Word sense disambiguation is the task that concerns itself
with exactly this issue and tries to solve it for automated systems (Mihalcea, 2011).

Sentiment analysis

From a text containing an opinion about a subject, one can often interpret that opin-
ion as being positive or negative. The automatized approach of this is known as sen-
timent analysis (Nasukawa and Yi, 2003). A computer will read a text and analyze
all words in it. If it detects that there are more words with a negative connotation
than with a positive one, the text will be marked “negative’. A common application
area for sentiment analysis is Twitter; Pak and Paroubek (2010), for example, used
the platform for building a sentiment classifier, that can automatically detect if a
sentence in a document is positive, negative or neutral.

Machine translation

Though the oldest implemented form of NLP (see also the section ‘Background” in
Chapter 1), fully automated correct machine translation is, as of 2018, still a well-
researched subject. Machine translation is the automated translation of one language
to another. This isn’t as simple as translating the separate words from the one to the
other language and putting them in the same order, as different languages have dif-
ferent grammar structures, and computers cannot perform common sense reasoning
(Arnold, 2003). Current research within machine translation often revolves around
neural machine translation (Bahdanau, Cho, and Bengio, 2014): the use of neural
networks (Schalkoff, 1997) to translate text corpora, rather than do it per sentence.

3.2.3 Pragmatic NLP

The final NLP category discussed by Cambria and White (2014) is pragmatic NLP.
The issue with pragmatic NLP is that for the previous two categories, the computer
did not necessarily need to understand what the text was about. However, for prag-
matic NLP tasks, this is imperative. This is best explained by Cambria and White
(2014):

"Semantics, however, is just one layer up in the scale that separates NLP from natural
language understanding. In order to achieve the ability to accurately and sensibly process
information, computational models will also need to be able to project semantics and sentics
in time, compare them in a parallel and dynamic way, according to different contexts and
with respect to different actors and their intentions (Howard and Cambria, 2013). This will
mean jumping from the Semantics Curve to the Pragmatics Curve, which will enable NLP
to be more adaptive and, hence, open-domain, context-aware, and intent-driven.”

Question answering

Question answering is the interpretation of a natural language question and answer-
ing it correctly (Hirschman and Gaizauskas, 2001). Now, for simple questions, this
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would probably fall under semantic NLP, like when asking: "what is the product of
2 and 4?" However, other, more difficult questions demand a correct interpretation,
and establishing as well as correctly formulating the answer will be much more dif-
ficult, which would be the case with a question like "What was Napoleon’s rationale
behind invading Russia?" Not to mention that such questions can only be answered
with a knowledge base like the internet or an encyclopedia. As such, difficult ques-
tions would fall under pragmatic NLP.

Automatic summarization

Automatic summarization involves automatically extracting the key information
from a text (Hahn and Mani, 2000). A distinction can be made between extraction
and abstraction methods: extraction methods weight sentences based on relevance
and put them together as the summary, while abstraction methods try to extract the
meaning of the text, and enrich it with other material. Abstraction methods make
more use of other NLP techniques than extraction methods to achieve their goal of a
richer summarization.

3.3 NLP categorizations

In the previous subsection, a categorization was used based on syntactic, semantic
and pragmatic NLP, as proposed by Cambria and White (2014). However, other
categorizations can also be identified for NLP tools and techniques.

A variation of the categorization posed above is a model by Bates (1995). Here, it is
suggested that a generic NLP system consists of five components:

1. A parser that conducts syntactic analysis;
2. A semantic processor for representing the "meaning" of the text itself;

3. A pragmatic & discourse processor that also represents meaning, however in this
case the context is also used;

4. A reasoner, that reasons how the response should take form;
5. An action and response generator, creating the output of the NLP system.

In this case, the first three components are more or less congruent with the three
categories of the NLP curves in the previous section. The reasoner uses the input of
the previous components and creates a response from it. This response is context-
specific and adapts to the original input. The reasoner might not always be needed,
but is useful with ambiguous requests. Finally, the response planned by the reasoner
is generated by the action and response generator and propagated to the user of the
system. A figure of this model can be seen in Figure 3.1.

These two categorizations are alike because they are both based on subfields of
linguistics (Briscoe, 2011):

e Phonetics: The study of sounds that humans can make;
e Phonology: The study of how human sounds can be used in language;
e Morphology: The study of how words are organized, and what they mean;

e Lexicon: The vocabulary of a person or language;
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FIGURE 3.1: A pipeline model for a generic NLP system, illustrated
by Bates (1995).

e Syntax: The study of how words can/should be put together to form sen-
tences;

e Semantics: The study of the meaning of words and sentences;
e Pragmatics: The study of how language is used in a particular context.

NLP tools are often not categorized, and when they are, it is usually either according
to the structure of the toolkit that implements them (Bird and Loper, 2004; Manning
et al., 2014) or according to their linguistic task.

3.3.1 Categorizations of NLP within requirements engineering

For the field of RE, two categorizations have also been found. The first type of cate-
gorization, proposed by Berry et al. (2012), has 4 categories for tools:

1. Detection of defects and deviations from good practices for requirements doc-
uments;

2. Generation of models from descriptions in natural language;

3. Creation of traceability links between requirement descriptions, or between
requirements and artifacts;

4. Identification of key abstractions, in order to get a quick understanding of the
field (similar to automatic summarization tools).

The second categorization is proposed by Nazir et al. (2017), and uses phases of
RE wherein the tools are used instead:

e Classification: Classification of requirements into categories, for example into
functional and quality requirements;

e Prioritization: Giving a priority to certain requirements over others;
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Ambiguity removal: Removing ambiguity from formulated requirements;

Requirements assessment: Analyzing the impact of a requirement to the sys-
tem;

Requirements elicitation: Gathering requirements from users and stakehold-
ers;

Requirements analysis: Performing analysis on the gathered requirements.
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Chapter 4

Requirements elicitation

RQ2: What is the definition of requirements elicitation, and what activities does it encom-
pass?

4.1 A definition of requirements elicitation

Several definitions of requirements elicitation have been proposed by multiple au-
thors:

e Zowghi and Coulin (2005): “The process of seeking, uncovering, acquiring, and
elaborating requirements for computer based systems.”

e Hickey and Davis (2004): “Learning, uncovering, extracting, surfacing, or discov-
ering needs of customers, users, and other potential stakeholders.”

e Paetsch, Eberlein, and Maurer (2003): "Requirements elicitation tries to discover
requirements and identify system boundaries by consulting stakeholders (e.g., clients,
developers, users). System boundaries define the context of the system. Understand-
ing the application domain, business needs, system constraints, stakeholders and the
problem itself is essential to gain an understanding of the system to be developed.”

e Holtzblatt and Beyer (1995): "Requirements definition / requirements gathering
/ requirements elicitation / requirements engineering—all phrases for “figuring out
what to build.” "

Though all these definitions describe requirements elicitation in a different way,

the essence is that requirements elicitation the phase is wherein the needs of the
stakeholders for the software system are gathered and the scope of the software sys-
tem is defined. These needs, the requirements, can then be further processed in
other steps. In the model by Kotonya and Sommerville (1998) (see Figure 1.3), re-
quirements elicitation is portrayed as the first phase of the process. It requires an
understanding of the stakeholders and the domain in order to effectively extract
requirements from both. Requirements elicitation is also known as requirements
definition, requirements acquisition or requirements gathering, but elicitation is the
most commonly used term.
Requirements elicitation is important. In a case study conducted by Martin et al.
(2002) at two software companies, requirements elicitation was the sole RE phase
that was always explicitly executed. Kujala et al. (2005) emphasizes that user in-
volvement in system development, which is carried out primarily during the re-
quirements elicitation phase, is essential to project success. Bano and Zowghi (2013)
also noted this phenomenon. Another testimony of the importance of requirements
elicitation is stated by Burnay, Jureta, and Faulkner (2014):
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"Elicitation is important, because misunderstanding stakeholders, or in some other way
missing important information, can result in the specification of the wrong system - one
that fails to satisfy requirements, and/or is inconsistent with the conditions in its operating
environment (e.g., it does not comply with applicable legislation).”

4.2 Requirements elicitation process

Users, customers, &
other stakeholders

Unsolved problems

v

L Candidate requirements
Elicitation d >

Elicitation
technique

Elicitation
technique
selection

Problem & domain Known requirements

knowledge

A

Problem & Project situation
domain solution

Problem &
solution domain

Project domain

FIGURE 4.1: The Unified Requirements Elicitation Model, proposed
by Hickey and Davis (2004).

A model for the process of requirements elicitation has been created by Hickey
and Davis (2004); See Figure 4.1. In the model, there are two activities that are exe-
cuted: elicitation and elicitation technique selection. The arrows represent flows of
knowledge, and the annotations of these flows is the specific knowledge that flows.
The rectangles represent the sources of the knowledge. A formal description is given
in the article, but this thesis will describe informally how elicitation is conducted us-
ing this model.

1. The first step is to understand the known requirements, and what require-
ments are still missing. These known requirement can be based off earlier elic-
itation sessions, or implemented in a previous release, should the system be
extended instead of created.

2. Following this, a requirements analyst must understand the characteristics of
the project domain, so the domain in which the software system is built/extended.
Examples are inherent characteristics of the company or project, characteristics
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of the users/customers, developer characteristics (in relation to their experi-
ence with the project domain and the problem/solution domain), resources
and time available, and characteristics of the elicitation analysts themselves.

3. Next, the problem domain’s characteristics need to be understood. These char-
acteristics are the understanding of the problem (for which a software system
is built or extended) and its complexity, and if there are any existing systems.

4. In the same step, the solution domain’s characteristics are analyzed: what type
of software system is expected to be created or what kind of extension should
be built, and what the development method is (in-house, Commercial Off-The-
Shelf, outsourcing).

5. Based off the understanding of the project domain and the problem & solu-
tion domain, as well as known requirements, the elicitation technique can be
chosen. Available elicitation techniques will be discussed in the next section.

6. Meanwhile, users, customers and other stakeholders need to be gathered for
the elicitation session(s), so that they can express their unsolved problems.

7. When the stakeholders are gathered and the elicitation technique is chosen,
this elicitation technique can be performed with the stakeholders to gather
candidate requirements. Knowledge of the project domain and the problem
domain can be used by analysts in the elicitation sessions. The candidate re-
quirements can then be used in the next step within the RE process: require-
ments analysis.

An addition to this model would be the activity of stakeholder identification:

identifying all parties that have a stake in the development of the software system
(Sharp, Finkelstein, and Galal, 1999). Consequently, analysis (Bryson, 2004) can be
carried out so that the understanding of their needs is improved, which also fortifies
the elicitation. Stakeholders can also be prioritized (Parent and Deephouse, 2007);
however, this is more relevant for the phase of requirements prioritization than for
requirements elicitation.
The process of requirements engineering is also broken down by Zowghi and Coulin
(2005). This process is mostly the same as the model from Hickey and Davis (2004),
though with an extra activity for identifying the sources of the requirements. More-
over, they have an explicit step for analyzing the stakeholders, whereas in the model
of Hickey and Davis (2004), this is a suggestion given implicitly.

4.3 Elicitation techniques

There are many techniques available for requirement analysts to elicit requirements
from stakeholders. Zhang (2007) gives the most complete overview of these tech-
niques, including a categorization. Thus, this article will be used as source for this
section. The four categories listed will each feature a description, as well as the tech-
niques that belong to each category.

4.3.1 Conversational methods

Techniques of this category focus on analysts and stakeholders in direct conversa-
tion with each other to determine what requirements exist for the software system in
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development. How this conversation takes form differs per technique. These tech-
niques are carried out to determine key product features. The following techniques
are listed:

o Interview: The analyst asks the stakeholders questions about desired require-
ments, and the stakeholder answers them. Interviews can be structured (pre-
determined set of questions), unstructured (no questions available beforehand,
these are shaped during the interview) and semi-structured (some questions
available beforehand, but elaboration and asking different questions is possi-
ble). Surveys and questionnaires can also be seen as a form of interview.

e Focus group: A session focusing on determining the key features of the soft-
ware system.

e Brainstorming: A session focused on generating as much ideas for the system
as possible. Innovation is key in this sessions, and that is why the focus is on
ideas and not necessarily on features.

4.3.2 Observational methods

In this category, the stakeholders are observed by the analyst while hey are doing
their work or a specific task. An advantage of this is that communicating require-
ments that are hard to express in speech, also known as tacit requirements (Stone
and Sawyer, 2006), are easier to observe in a natural setting than elicited during an
interview. The following techniques belong to this category:

e Etnographic study: An analyst spends a period of time at a company, and ana-
lyzes the culture and practices of that company in order to elicit requirements.

e Protocol analysis: A stakeholder performs a task, and thinks out loud about
issues that s/he encounters during the execution. This task is good for mod-
elling workflows.

4.3.3 Analytic methods

In an analytic technique, elicitation is conducted directly from documentation that
the company has on hand (for example, about legacy systems or legislation), or
extracting the knowledge from experts within the company about the system or
the purpose it fulfills. These methods are often complementary to conversational
and/or observational methods.

e Requirements reuse: Extracting requirements from the documentation of older
/ legacy systems and listing these for reuse in the new system.

e Content analysis: Extracting useful and relevant information from documen-
tation that the company has on hand. This is more focused on the company
itself and the market than specifically on the systems, which are covered by
the requirements reuse technique.

e Laddering: An expert is asked by an analyst about the values to be seen in
other systems. By follow-up questions, the analyst tries to determine conse-
quences and attributes of these values (Reynolds and Gutman, 1988).
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e Card sorting: The experts is given cards that represent functions or attributes
of the system, and is asked to sort them into groups. These groups can repre-
sent functions in the system, but also priority categories.

e Repertory grid: A grid is given within a certain topic, with elements (repre-
sentations of the topic) on one axis and attributes on the other axis. The expert
is asked to value each attribute for each element (Niu and Easterbrook, 2007).

4.3.4 Synthetic methods

It is often not enough to use just one technique for the elicitation phase, because of
different perspectives of different stakeholders and the form that the requirements
take. As such, there are also techniques that combine elements of the previous cat-
egories, as well as other techniques not discussed in this chapter. The following
techniques are provided:

e Scenarios: Describing a sequence of actions that must be executed to attain a
goal within the system.

e Prototyping: Building a prototype (early first version) of the system, and per-
forming an evaluation on it. This is often done to elicit extra requirements,
after the first set have already been implemented; this first set is used to build
the prototype.

e JAD/RAD sessions: Abbreviations for Joint/Rapid Application Design. In
these sessions, all stakeholders are involved to discuss the main problems of
the software system and their solutions. The difference with brainstorming
is that these are better structured, and the main goals of the system are often
already established (Zowghi and Coulin, 2005).

e Contextual inquiry: Observing the stakeholder in their work setting and ask-
ing questions about a focused subject, leading to requirements for that subject
(Raven and Flanders, 1996).

All these techniques have their advantages and disadvantages. For example,
contextual methods, contextual inquiry and an ethnographic study are very labor-
intensive for the analyst, while creating a prototype is expensive and takes a long
time. Research into the effectiveness of some of these methods has also been per-
formed (Davis et al., 2006; Dieste and Juristo, 2011). Luckily, there has also been
plenty of research to elicitation technique selection (Hickey and Davis, 2003; Car-
rizo, Dieste, and Juristo, 2014; Kausar et al., 2010; Hickey and Davis, 2007); follow-
ing the guidelines in these articles should prove to help selecting the best elicitation
technique for each situation.

4.4 Requirements documentation

After the requirements have been elicited from stakeholders or other sources, they
need to be written down in order to be further processed. The phase that encom-
passes this task is defined as requirements documentation (Engel et al., 1993), also
known as requirements authoring. The artifact that is produced by this phase is most
often known as the Software Requirements Specification (SRS): a list of all current
requirements elicited. This artifact, consequently, is then used as the input for the
requirements analysis phase.
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Requirements in the SRS can be formatted in numerous ways. One of the most well-
known requirement formats within agile software development is the user story
(Cohn, 2004). The format is as follows:

as a <role>, I want to <goal>, [so that <reason>].

User stories split requirements into three parts: the role, the goal and the rea-
son. The role describes for which role in the system the user story applies. That is
because different stakeholders and users have different needs and permissions, and
sometimes user stories are also assigned to roles that are not necessarily acted out
by human users of the system. For example, in a Computer-Aided Design (CAD)
system, it does not make sense for executive management to edit some of the prod-
uct models; however, they might be interested in generating a report that includes
images of these models.

The goal answers what it exactly is that the role is trying to achieve. The aforemen-
tioned difference between functional and non-functional requirements can also be
implemented here: the goal might describe a function that the system needs to be
able to execute, but also how the function must be executed. Taking the previous
example from the CAD system, a functional goal might be linking specific designs
to specific manufacturing belts, and a non-functional requirement might be that the
manufacturing belts must start manufacturing within 5 seconds of receiving the de-
sign for a new product.

The last part of a user story is the reason. This is an optional clause that describes
why the role wants to achieve the goal. As it is optional, not every user story has it
added nor needs it; however, it is good form to add when the goal itself can lead to
ambiguity or unclarity. Exemplifying this with the CAD system, a designer might
want to import images to the model. Now, without context, this might not make
sense. However, the reason is that the product designers deliver the textures for the
product via PNG-format, and when imported, it can be wrapped around the prod-
uct design.

Applied to the CAD system, a user story might look like this:

As a QA manager, I want to edit materials in the manufacturing process, So that I can
make prototypes of multiple versions with multiple materials to select the most robust ver-
sion.

Tools available for requirements documentation are often tools that support the writ-
ing of the requirements in a specific format. Sateli, Angius, and Witte (2013b) is a
good example of a tool for requirements documentation. This tool supports collab-
orative requirements documentation, including lightweight text analysis to support
the authoring itself. Another example is Silveira et al. (2005); however, this tool does
not feature integrated text analysis. What is often integrated in requirements doc-
umentation tools is requirements traceability: linkage between a requirement and
the part of the system that it is implemented on. However, traceability will not be
further discussed as it is not in the scope of the SLR.
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Chapter 5

Requirements analysis

RQ3: What is the definition of requirements analysis, and what activities does it encompass?

5.1 A definition of requirements analysis

Defining requirements analysis is not an easy task, because of the lack of agreement
in literature. In Figure 1.3, requirements analysis and negotiation is clearly por-
trayed as the second phase of the RE process; however, no clear definition could be
extracted from the model. A second view is given by Maciaszek (2007): “Business
analysis (or requirements analysis) is the activity of determining and specifying customers’
requirements.” This definition is ambiguous, as determining requirements is also a
goal of the requirements elicitation phase, discussed in Chapter 4. Elicitation, how-
ever, is not noted in the book; thus, it makes sense that the author combines the two.
Unfortunately, this does not support our view of requirements analysis.

Another definition is given by Byrd, Cossick, and Zmud (1992): “Requirements anal-
ysis (RA) involves end users and systems analysts interacting in an effort to recognize and
specify the data and information needed to develop an information system.” Again, this def-
inition seems to incorporate requirements elicitation into the process, by mentioning
the interaction between end users and systems analysts. In our opinion, the analysis
phase does not involve further interaction with the stakeholders, as this has already
been done during the elicitation phase.

Hay (2003) notes requirements analysis as seven processes:

1. Define scope;

2. Plan the analysis;

3. Gather information;

4. Describe the enterprise;

5. Take inventory of current systems;

6. Define what is required of a new system;
7. Plan the transition.

Again, this is a process for the entire RE process rather than analysis in specific.
Elicitation is captured in the ‘Gather information” process, and the requirements are
defined in the sixth process.

A final definition we would like to discuss is from Grady (2010): “System require-
ments analysis is a structured, or organized, methodology for identifying an appropriate set
of resources to satisfy a system need and the requirements for those resources that provide a
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sound basis for the design or selection of those resources. It acts as a transformation between
the customer’s system need and the design concept energized by the organized application
of engineering talent. The basic process decomposes a statement of customer need through
a systematic exposition of what the system must do to satisfy that need. The need is the
ultimate system requirement from which all other requirements and the designs flow.” The
transformation of the customer’s need is, in our opinion, central to requirements
analysis; the input from the elicitation phase must be transformed to a set of require-
ments that the software developers can incorporate. Also, a structured methodology
is in our belief important to a correct execution of the RE process. However, this def-
inition does not entail what exactly that methodology is. A second issue is with the
"ultimate-system requirement from which all other requirements and the designs
flow": this is, in our opinion an unclear statement.

Looking through the four definitions, there is little consensus over the scope of
requirements analysis: where exactly does it begin, what is the input, and what out-
put does it generate? Moreover, the exact activities during this phase are mostly
vague or are focused on too broad a scope. One could even argue that multiple of
these definitions mostly encompass RE in general, instead of being specific on how
elicited requirements can be further processed. For the purpose of this thesis, elici-
tation has already been defined as a separate phase; in our opinion, this made more
sense than to combine the two phases. However, the confusion is understandable;
in job offers, the title ‘requirements analyst” and ‘requirements engineer” are often
interchangeable, with the former having slightly more hits on Indeed, a job platform
(244 vs. 196 as of December 20, 2018).

Thus, we propose to use our own definition of requirements analysis, based off
four sub-phases in requirements engineering: requirements modeling, requirements
classification, requirements verification and requirements prioritization. These four
phases all analyze the output of the elicitation phase, and further manipulate it in
order to get a final list of requirements that can be used for the system design. Thus,
we believe that these four phases are appropriate for a conjoining into requirements
analysis. A description of each phase will be featured in the next section of this chap-
ter.

Therefore, for the purpose of this thesis, we propose the following definition for re-
quirements analysis:

Requirements analysis is the analysis of stakeholders” needs for a software system, and
further processing these needs so that they can be used for a final list of requirements for
the software system. This phase involves but is not limited to classifying the requirements,
modeling the requirements, performing verification of the requirements, and prioritizing the
requirements.

5.2 Activities during the analysis phase

5.2.1 Requirements classification

A well-known activity performed on requirements after they have been elicited is to
categorize them according to pre-determined categories. This activity is known as
requirements classification (Ko et al., 2007a). A well-known scheme that has already
been discussed in Chapter 1 is making a distinction between functional and non-
functional/quality requirements. This specific categorization is often done early on
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in the RE process; however, there are also other types of classification that are per-
formed as an analysis task on the Software Requirements Specification.

A distinction is between manual classification and automated classification. Though
both serve the same purpose, manual classification is done by requirement engi-
neers whereas automated classification is performed by an algorithm. In both cases,
prior knowledge is employed to correctly classify the requirements. In the case of
manual classification, this is the expert knowledge of the requirements engineers.
Automated requirements classification makes use of training data (pre-classified re-
quirements that are similar to the requirements that are about to be classified) in or-
der to classify the test data (the requirements to be classified) as correct as possible.
Both have their fallacies: manual classification depends on the expert’s knowledge,
and automated classification depends on the training data and the algorithm to be
sound. However, a trend is visible in the RE industry towards automated require-
ments classification, as it is far less time-consuming.

Aside from the classification functional / non-functional, there are several other
schemes that can be discussed. The first is discussed by Hughes, Rankin, and Sen-
nett (1994). In this taxonomy, a distinction is made between concerns and frames.
Concerns describe what concerns the users have regarding the functionality or prop-
erties of the system. An example would be a functional concern, usability concerns,
cost concerns and security concerns. Frames are specific technical views that abstract
the system to make a system model. Examples would be an organization frame
that models the different departments of the organization where the system is being
made for, or an information structure frame that describes how the information used
in the system is structured and related to other information.

A second taxonomy is the BABOK taxonomy (Brennan, 2009). This taxonomy makes
use of functional and non-functional requirements, as well as transitional require-
ments: how the system should go from one state to the other. Moreover, it makes
use of several other requirement types:

e Solution requirements: supercategory of the functional, non-functional and
transitional requirements. Describes the requirements that the "solution", e.g.
the system in development, should incorporate.

e Stakeholder requirements: supercategory of the solution requirements. Ex-
presses the needs of the stakeholders and users of the system.

e Business requirements: the goals of the business itself. Supercategory of the
stakeholder requirements.

As implied by the use of supercategories, this taxonomy is hierarchical: the higher
up, the more abstract the requirements become.

A last example taxonomy to be discussed in this subcategory is a taxonomy of non-
functional requirements, discussed by Cleland-Huang et al. (2007a). This article de-
scribes an NFR classifier that further decomposes the non-functional requirements.
The categories are: Availability, Legal, Look-and-Feel, Maintainability, Operational,
Performance, Scalability, Security and Usability. These categories were determined
by mining non-functional requirements beforehand and using these as a training set.

Requirements clustering

Automated classification is also known as supervised learning. The algorithm "learns"
where to classify data based on the "supervision" of the training data. However,
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there is also unsupervised learning, also known as clustering (Duan, 2008). The dif-
ference is that clustering algorithms do not make use of a training set; instead, they
cluster the items in the data set based on similarity to each other. This helps in iden-
tifying similar data items, but post-processing will have to be performed in order to
see why those clusters are created by the algorithm.

Both requirements classification and requirements clustering are often based on word
similarity between the requirements. However, Abad et al. (2017) suggests some pre-
processing of the requirements beforehand for both classification and clustering, as
the data might have words that are not relevant or words that are of the same verb,
but are not alike (like forms of to be: am, are, is, was, ...). Thus, NLP techniques like
tokenization, stemming, lemmatization and/or stop word removal are very appli-
cable in this case.

5.2.2 Requirements modelling

Requirements modeling is the activity wherein the stakeholders’ needs are repre-
sented into a model (Santos Soares, Vrancken, and Verbraeck, 2011). This model
is an abstraction of the requirement or set of requirements. Modeling is a way of
documenting the requirements; however, it is not the same as the requirements doc-
umentation phase, as that phase is conducted before the analysis phase.

Modeling requirements is a way of bridging the gap between the user’s needs and
the final requirements (Kujala, Kauppinen, and Rekola, 2001). The user’s needs that
are extracted during the elicitation phase are not yet ready to be used as require-
ments for the documentation. Modeling is useful for a correct format and a structur-
ing of the requirements. It can be used to represent the goals of the system and what
requirements contribute to this; this is also known as goal modeling.

An advantage of modeling requirements is to give several perspectives on the re-
quirements. Depending on the modeling techniques used, one can, for example, get
a data-centric model, an information-centric model, a goal-centric model, or a user-
centric model. Creating models with these viewpoints and checking them against
one another can help in the uncovering of errors, for example an incorrect data flow
from the system to the user.

Modeling approaches can be categorized in several ways, but the categorization
that we will use is based on the Handbook for Requirements Modeling, published by
the International Requirements Engineering Board (Handbook of Requirements Model-
ing IREB Standard). In this handbook, five views on requirements and requirements
engineering are proposed:

e Context view: Modeling the context of the system, so other systems that it in-
teracts with, the company for which it is developed and users and stakeholders
of the eventual system. Context diagrams are used for this purpose.

¢ Information-structure view: Modeling the static and structural aspects of the
functionality of the system. This could be information needed in the system, or
data processed by it. Diagrams often used in this view are class-responsibility-
collaborator cards (Wilkinson, 1998) or entity-relationship diagrams (Chen,
1988).

e Dynamic view: Modeling the dynamic aspects of the functionality, for exam-
ple how a user executes an action or how data flows. There are five sub-views
for the dynamic view:
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— Use case view: Models what actions users must carry out to reach a goal in
the system; see Figure 5.1 for an example of a use case diagram.

— Data-Flow-oriented view: Models the functions of the system, and data de-
pendencies between these functions and actors in the system. Data flow
diagrams are often used.

— Control-Flow-oriented view: Models the processes/activities within the sys-
tem, and the flow between them. Activity diagrams are typically used, as
well as Business Process Modeling Notation models (Chinosi and Trom-
betta, 2012).

— Scenario view: Models the interaction between the actors and the system;
often used to make use cases more specific. Scenarios can be used, as well
as message sequence charts and UML sequence diagrams.

— State-oriented view: Models the states that the system is in, depending on
the events happening within the system. Good models for this purpose
are finite automata and UML state machine diagrams.

e Quality view: modeling the non-functional requirements/quality requirements.
Quality requirements are often annotated in other models instead of having
their own models.

e Constraints view: Models the constraints. Constraints are boundaries of the
system: they are things that the system should not do, or limits on require-
ments that can be expressed numerically (for example, a max speed of 128mB/s
for a router). Constraints are often textualized, but class and component dia-
grams can be used for organizational and technical constraints as well.

The views arguably most relevant to NLP are the constraints view, the quality view,
the context view, the use case view and the scenario view; these views depict the
requirements mostly in a textual way.

A distinction can also be made between informal, semi-formal and formal models.
Informal models are often graphic models, and use natural language in it. They are
good for a visual description of the system and its components and requirements.
However, no statistical analysis can be performed. Formal models are often in text,
and are made as such that statistical analysis is possible and encouraged. However,
they are hard to understand for those unfamiliar with the syntax of the model. Semi-
formal is a hybrid of these two: it is understandable, but limited statistical analysis
can be performed as well.

5.2.3 Requirements verification

The next sub-phase is one of checking if the requirements are actually correct and
qualitatively sound. Checking if the requirements are correct is a sub-phase is known
as requirements verification (Fanmuy, Fraga, and Llorens, 2012). In this phase, the
requirements listed are checked manually or mechanically to see if they are clear,
correct and unambiguous, so that they can be further used for the design of the sys-
tem. Requirements are also further refined where needed.

Important to note is the difference between requirements verification and require-
ments validation. Simply put, as by Boehm (1984), validation is "doing the right
thing" and verification is "doing the thing right". Validation is done during the phase
that the requirements are implemented, as at that point the requirements are checked
to see if they are implemented. Verification, on the other hand, is centered around
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FIGURE 5.1: A use case model, in this case of a user of a system ob-
taining entrance to an event.

the requirements themselves and if they are comprehensible for the analysts. They
are checked for spelling and grammatical errors, ambiguity and the like. Complete-
ness is also an important factor in the verification process.

Sakthivel (1991) lists the most common requirement errors. These are:

e Incomplete: When there are parts missing in the specification of the require-
ment;

e Inconsistent: When specifications of requirements are not aligned/are con-
flicting;
e Infeasible: When the system is not capable of implementing the requirement;

e Untestable: When specifications are ambiguous or imprecise;

e Redundant: When multiple requirements are to implement the exact same
functionality or quality;

e Incorrect: When wrong, non-performable or inefficient processes are being
used, when two processes generate the same output, when precedence rela-
tionships in processes are wrong, when system properties are violated or pro-
cesses are timed incorrectly.
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The purpose of requirements verification is to check for these issues, and for refine-
ment to remedy them.

Sakthivel (1991) also gives an overview of which techniques were in use at that time
for requirements verification. However, almost 30 years later, it is unclear if some of
these techniques are still applicable and recent. Fanmuy, Fraga, and Llorens (2012)
notes that limited use of NLP within the verification phase is taking place, something
that this research explores further.

5.2.4 Requirements prioritization

The last sub-phase of requirements analysis to be discussed is requirements prior-
itization. Prioritization involves ranking the requirements in order of preference
(Berander and Andrews, 2005). This ranking can be done on the basis of multi-
ple variables; examples are time, budget, ease of implementation and preference by
stakeholders. Requirements prioritization is sometimes referred to as requirements
negotiation; however, nowadays prioritization is used more commonly.
Prioritization is very important (Lehtola, Kauppinen, and Kujala, 2004). Most no-
tably, it guides the release planning, as each release has a set of requirements to be
implemented. Developers will have to choose between several options due to time
constraints; this is most notable in agile scrum programming, where the developers
work with short development cycles of a few weeks. It is the task of the developers
to balance time, budget, critical stakeholders and such in order to get the best set of
requirements per release. This is what requirements prioritization strives for.
Requirements prioritization is a well-researched subject, with a plethora of tech-
niques available; an overview is given by Achimugu et al. (2014). Three notable
techniques will be discussed here. The first is the Analytic Hierarchy Process (AHP)
(Saaty, 2008). This method is illustrated with a fictitious example in Figure 5.2.

In AHP, the decision makers need to agree for the best option for a goal. In the

Choose web
Goal browser to integrate
Criteri Stability Speed Extendability
riteria (0.350) (0.450) (0.200)
_ Chrome Opera Firefox
Alternatives (0.850) (0.815) (0.830)

FIGURE 5.2: A fictitious example of Analytic Hierarchic Processing.

case of the example, the requirement is that a web browser needs to be integrated.
But which web browser? Three are proposed: Google Chrome, Opera and Mozilla
Firefox. These are evaluated on three criteria: stability, speed and extendability with
plug-ins. Each of these criteria are weighted, with speed being the most important
and extendability the least important. The decision makers then score the alterna-
tives based on the criteria. An average is taken for each criterium for each alterna-
tive, which gives an overall score if each is again averaged per alternative in total.
The alternative that scores best is then proposed as the best implementation.
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The second technique is the MoSCoW technique (Hatton, 2008). MoSCoW is an in-
formal method that prioritizes requirements into four categories:

e Must have: requirements that must definitively be included;

e Should have: requirements that have high priority, but can be excluded if time
/ resources are lacking;

o Could have: requirements that have a lower priority, but should be included if
there is enough time and resources after the previous categories have already
been included;

e Won't have: requirements that should definitively be excluded.

Similar to MoSCoW is the requirements triage technique (Laurent, Cleland-Huang,
and Duan, 2007); this technique has the categories “should definitely be included’
and ‘should definitely be excluded’; all other requirements are put in the category
“would be nice to have’.

The final technique to be discussed is the Binary Search Tree; see Fig 5.3 for an exam-
ple. Back to the web browsers example. Listed are requirements that a web browser

Functionality
Speed <
Reputation

Provided with regular updates
Extendability<

Customization

Stability

FIGURE 5.3: A fictitious example of a Binary Search Tree.

should have. One starts with the first criteria: this is the root level. Each requirement
is first compared to the root. If the requirement is more important than the root, it is
placed above it; if it is less important, it is placed below it. The same process is re-
peated for each direct child of the root, until it cannot be further compared, at which
point it gets its own place. As such, the order of priority in the example is:

1. Functionality;
Speed;
Reputation;

Stability;

S N T

Provided with regular updates;
6. Extendability;

7. Customization.
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Chapter 6

Research execution

This chapter gives an overview of how the Systematic Literature Review was con-
ducted. The protocol is provided, and described per phase and sub-phase. More-
over, issues encountered are also discussed along with their solutions, as well as
adjustments and deviations from the template protocol.

6.1 Protocol for the SLR

Asnoted in Chapter 2, a Systematic Literature Review needs to have a pre-established
protocol in order to ensure a correct execution of the research. This protocol, along

with the responsibilities assigned to numerous parties within the research itself, are

shown in Table 6.1. The protocol is further discussed in the next sections, where

deviations from the standard protocol from Kitchenham (2004) are also justified.

6.2 Planning phase

This phase was concerned with planning the SLR. This includes identifying the need
for an SLR, developing the protocol and reviewing it.

6.2.1 Identify need

The need for the SLR was identified through the feasibility study discussed in Chap-
ter 2, as well as unstructured literature search afterwards. First, the feasibility study
showed a plethora of NLP being used within the domain of RE. Next, through the
literature search, it was revealed that though some literature was available for an
overview of the domain, its quality was questionable or the overview wasn’t fully
applicable to the domain of this research. For more details, please refer to Chapter 1.

6.2.2 Develop protocol

Since there was a clear need for the SLR, the protocol was established next. As noted
previously, this protocol has been based on guidelines from Kitchenham (2004);
however, some modifications were made to better suit our needs and the structure of
the data. Some of these modifications were made beforehand, however some were
made during the research, when encountering issues not anticipated beforehand.
Though this is not standard procedure for a protocol for an SLR, we believe that the
validity of the research has not been compromised as the general protocol of this SLR
is more or less congruent with the standard protocol. We will discuss these changes
in their respective sections within this chapter.
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TABLE 6.1: Procotol for the SLR, including responsibilities. D] stands

for Duc Janssens, the student; FD stands for dr. Fabiano Dalpiaz,

the first supervisor; MR stands for Dr. Marcela Ruiz Carmona, the

second supervisor; and AV stands for dr. Andreas Vogelsang, of the
Technische Universitat Berlin.

Phase Phase description Responsible
D] FD MR AV
1 Planning phase
1.1 Identify need X
1.2 Develop Protocol
1.2.1 Establish research questions X X
122 Review protocol and <« x  x «
research proposal
2 Conducting phase
21 Research identification
211 Generate search strategy X X
212 Document search X
22 Study selection
221 Establish selection criteria X X
Selection process X X
23 Quality assessment
' and data extraction
231 Establish quality criteria X X
2.3.2 Establish categories for extraction X X
233 Extract data X
234 Validate and adjust (iterative coding) x  x
2.4 Data synthesis
241 Descriptive analysis X
24.2 Quantitative analysis X X
2.5 Review X X
3 Reporting phase
3.1 Report X
3.2 Review and adjust X X X
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Establish research questions

Before beginning the research itself, the research questions were formulated in order
to give a scope and direction to the SLR. These research questions are presented in
Chapter 2. One thing to note is that research questions 1 through 5 have remained
the same over the research, with only slight adjustments in the wording; however,
RQ6 had at one point been a research question about NLP in other domains outside
of IT (biology, chemistry, medicine etc.). During the study selection, it had been de-
cided to scrap this research question in favor of other research questions. However,
during the data synthesis, a different RQ6 was introduced as a research question that
concerns patterns of which NLP tasks co-occur with other NLP tasks, RE phases and
main tool purposes.

Review protocol and research proposal

After establishing the research questions and basing the rest of the protocol on them,
the protocol was turned into a research proposal. This proposal also included the
answers to RQ1, RQ2 and RQ3, so that the main concepts in the research were
clear. This research proposal and protocol were then reviewed by both Dr. Fabi-
ano Dalpiaz and dr. Marcela Ruiz, and readjusted by the student where needed.
This research proposal was then greenlit. A shortened version of the proposal was
also sent to dr. Andreas Vogelsang of the Technische Universitdt Berlin, whom pro-
vided some very useful advice for the SLR, such as scrapping a research question
that demanded for a second SLR, and better formulating the research problem in
order to convey that an SLR was needed as opposed to a Systematic Mapping Study
(Petersen et al., 2008).

6.3 Conducting phase

This section discusses the execution of the conducting phase of the SLR, as well as
some issues that have been encountered, how they have been resolved, and what
deviations from the standard protocol have been made.

6.3.1 Research identification

This sub-phase concerns the initial search of literature: how it was conducted and
what issues have been encountered. Two activities concern this phase: generating
the search strategy, and performing the actual search. These are discussed below.

Generating the search strategy

Two inputs were needed before the literature search could be conducted: the li-
braries to be searched, and the search query to be used. Four digital libraries were
used for the literature search:

o IEEE Xplore;
e SpringerLink;
e Elsevier, via ScienceDirect.com;

e Wiley Online Library.
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These libraries were chosen as they are the most prevalent in the field of RE and
NLP, with the most relevant journals, magazines and conference proceedings.

Next, the query was formulated. The following query to collect relevant literature
within the selected libraries:

("requirements engineering” OR "requirements analysis” OR "requirements elicita-
tion” OR "requirements gathering” OR "requirements modelling” OR "requirements veri-
fication” OR "requirements prioritization”)

AND

(NLP OR "natural language processing” OR "computational linguistics” OR "text
mining” OR "information retrieval ")

The OR denotes that one of the arguments between the same parentheses must

occur, but multiple may also occur. The AND denotes that a combination of a top
argument and a bottom argument must occur in order for it to be included in the
preliminary list. Lastly, all arguments (except for NLP, which is one word) are be-
tween quotes, as exactly those word combinations had to occur in order for it to be
included. Without quotes, the combination of those words in any order and any
place within the article could be included, which would greatly increase the number
of irrelevant results leading to a much higher workload.
The arguments “computational linguistics’, “text mining” and “information retrieval’
have been added due to their intersection with NLP; this has been discussed in
Chapter 3. One missing argument is ‘requirements classification’; that is because
the category had been added to the scope after executing the search, when several
results showed that requirements classification was also important to the phase of
requirements analysis. The original scope, and thus the original query, did not in-
clude this category.

Document search

When the search strategy had been established, it was time to conduct the actual
search. The queries were entered into the libraries and lists with articles and meta-
data were gained. However, some adjustments to the queries had to be made:

e In the SpringerLink library, the AND had to be replaced by an ampersand (&)
and the OR by a verical bar (1);

e In the ScienceDirect library, a maximum of 10 arguments was allowed; there-
fore, the query had to be split into 4 subqueries separating NLP & Natural
language processing, text mining, computational linguistics and information
retrieval. The lists of results were later merged.

Moreover, depending on the library, some filters were used in order to reduce some
irrelevant results:

e In the SpringerLink library, the Content type was set to Articles and Conference
Papers, the Discipline was set to Computer Science and the Language was set to
English;

e in the ScienceDirect library, only research articles were included in the search.

e in the Wiley Online library, the Subject was filtered to Computer Science.
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TABLE 6.2: Number of results per library from the queries.

Library # of results
IEEE Xplore 275
SpringerLink 1,139
Wiley Online Library 178
ScienceDirect 647
Total 2,239

The number of results per library can be found in Table 6.2. This list is excluding
duplicates within libraries and overlaps between them.

6.3.2 Study selection

Having obtained the lists of articles from each library, the most time-consuming sub-
phase was next: the study selection. In this sub-phase, articles were selected based
on their relevance. Two activities encompass this sub-phase: Establishing the selec-
tion criteria, and the selection process itself.

Establish selection criteria

The selection criteria were established for a quick check per article, and not necessar-
ily to review the entire article for data extraction. The selection criteria were based
on the predetermined scope, as well as a criterion that the article had to present a
novel tool, technique, approach, framework, method, process, model or something
similar to this. An overview of the selection criteria is shown in Table 6.3.
Important to note with selection criterion Cr1 is that a model of the phases and their
sub-phases was established based on the results of RQ2 and RQ3, to which each ar-
ticle was tested to see if it would fit in the scope. This model, including a legend, can
be seen in Figure 6.1.

TABLE 6.3: Selection criteria for the study selection.

Identifier Description

The scope of the article must fall into the pre-established scope of requirements

Crl elicitation, requirements analysis or one of the sub-phases: requirements documentation,
classification, modelling / formalization, prioritization or verification.

Cr2 The article must include at least 1 NLP task.

Cr3 The article must present a new tool, technique, approach, method, framework, process,

model or something similar.

Selection process

The selection process was done by using a spreadsheet of the article list per library,
making four spreadsheets in total, in conjunction with the articles themselves. Four
columns were added to each spreadsheet: one to denote if a new tool, technique etc.
was presented, one to denote which main RE phases the article fell in, and one to
denote if any NLP was involved. If the article failed any of the three criteria, the
article was out of scope.

The spreadsheets contained the article name, authors, year of publication, abstract,
keywords, and source (both the library and a link to the article page). An assessment
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of the article could often be made based on the title, abstract and keywords: most
often, these gave away if the article fell in the scope of the predetermined RE phases
or if anything new was presented. However, if this could not be determined from
the title, keywords or abstract, the article itself was scanned through to determine
this. The article was also scanned to see whether any NLP tasks were employed.

In most cases, it was easy to determine whether an article was in scope or not. The
criteria were lenient on purpose, so that the risk of not including a relevant article
was small. Included articles that were not relevant after all could be removed later
on. However, quite a number of articles were not relevant at all, but were included
because one of the search arguments was part of the references or related works.
This caused the workload to be higher than anticipated.

Should the student have issues with judging an article’s relevance, the article was
discussed together with dr. Fabiano Dalpiaz, and a consensus was reached. Dr. Fabi-
ano Dalpiaz also validated a subset of the results, so that the student could readjust
some of the judgments. This eventually lead to a cut-down of 2239 articles to 275
articles. These articles were downloaded and further processed using NVivo, which
will be described in the next subsection.

6.3.3 Quality assessment and data extraction

This sub-phase concerned checking the articles for quality, and extracting data from
the articles. Normally, these two steps would be separated. However, as we used the
same tool for both the quality assessment and the data extraction, these two phases
have been aggregated into one.

The tool used for this sub-phase is NVivo. NVivo is a software package for qual-
itative data analysis; it can be used both for analysis of text and multimedia. We
used it to analyze the textual data in the articles. The articles were imported into the
tool, and relevant text in the articles was selected and "coded": dragged to a prede-
termined category. When selecting that category, one can view all the selected text.
Of this category, one can then create word clouds, cluster the text or extract it for
further processing, for example as a training set for classification. A screenshot of
NVivo can be seen in Figure 6.2.

Establish quality criteria

Quality criteria are criteria that examine and evaluate the overall quality of the re-
search in the article. These do not concern establishing if the article fits in the scope,
but if the research in the article is apt enough to be included in the final data set. An
overview of the criteria used in this research can be seen in Table 6.4.

The quality criteria presented were created in consensus with dr. Fabiano Dalpiaz.
Notable is some of the phrasing, for what makes something "clearly identified or de-
rived"? With this is meant that the article needs to state somewhere the (sub-)phase,
research gap, tool purpose or NLP task. The reason is that it can then be extracted
using NVivo. Though preferred, it is not necessary that the article outright states
this: for example, an article does not have to state it’s phase as “requirements mod-
elling’; it can also be coded if it states “extracting UML sequence diagrams from re-
quirements’. An important note here is that though derivation could be done for the
research gap, RE phase and tool purpose, this has not been done for NLP tasks be-
cause of the avoidance of implicit tasks. This will be further explained in Chapter 10.



Chapter 6. Research execution 41

&
phosd
S QukkAcces
e
Ve
Noder

© Nodes

@ Relstonships
@ Relationship Types.

© caes
# Notes
A search
5 s

Output

Cee Bglore Sre
* Q| S5= =5

poe | coun 3 «
| Nodes [ scarch Proe || &iDuan & Cleland-Huang.

+ Neme Fies References - The approach, which is described in more detail in P 11 edunEATETS: ~

the following sections of this paper. has been used to
identify ~ candidate  cross-cutting concems in the
Sentiment Analsis 2 4 PublicHlealth Watch system [12],
Speling checking 4 4 A simple variant of the hicrarchical clustering scheme
10 20 1.2 Computing similarity scores [11] was used to form clusters as follows:
L.Initially each requirement is assigned to an individual
cluster so that if there are N requirements, there are N
clusters.
2.Identify the pair of lusters that are most similar to each
other and merge them together.

15

tence spliting 2% 2

1.3 Clustering Requirements

Our existing probabilistic network model [4],
previously developed to support automated traceability
B 7 was utilized to demonstrate and evaluate the conceptual
ideas discussed in this paper. The model, computes the
similarity between two artifacts based on the distribution

Early Aspecis at ICSE: Workshop in Aspect-Oriented @
2 2 hitectur COMPUTER
07695-2957-7/07 $20.00 © 2007 IEEE SOCIETY

3 36
2 20
0 2
2 2
6 - Qualtyanalysis and-or 0 31
PT.6.4 - Ambiguity detectio 27 B

PLs

e the employee of

B ) 3. Calculate the similarity between the new cluster and
cach of the existing clust

4.Repeat steps 2-3 until the average cluster size is greater
than 7. (This stopping condition was based on our early
observations, however it is an open research issue to

D) RP.1.A- Requirements docu s 9 find a more sophisticated stopping condition based on
it criteria of the clusters).

5. Any clusters that consist of fewer than 2 members are

E assigned 10 the cluster that they are most similar 0.

1 i 6. Recluster at a finer level of granularity any cluster that

contains greater than 15 requirements and exhibits low

cohesion. (This step is needed because the clustering

algorithm has a tendency to place about 20-30% of the

requirements into a couple of large clusters. This

oceurs as a result of transitive links established between

individual requirements based on a thread of shared

terms, such as {t;} € 1, {t, t}C 1 and {t} €1 even

i attempt s presented  the employes o thet

Ro_1 - Requirements eicitation 27 2

6.2 - Reguirements analysis % 4

FIGURE 6.2: A screenshot of NVivo. The article can be seen as the

largest part of the interface; yellow highlighted text is text that has

been coded to a certain category. The categories are displayed left

of the article, while "coding stripes", stripes that indicate where text
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TABLE 6.4: Quality criteria used during the quality assessment sub-
phase of the SLR.

Identifier

Description

QcC1
QcC2

QC3
QC4
QG5

QCo6

The RE (sub-)phase that the research fits in can be clearly identified or derived.

The research introduces a tool, or the technique, approach, method, process, framework,
model or similar is tool-supported.

The research gap that the tool or tool-supported technique/approach/etc. addresses can be
clearly identified or derived.

The main purpose of the presented tool or tool-supported technique/approach/etc. can be
clearly identified or derived.

The NLP tasks used by the tool or tool-supported technique/approach/etc. can be clearly
identified.

The research features an evaluation of the tool or tool-supported technique/approach/etc.
in some way, for example a case study or empirical evaluation.
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TABLE 6.5: Coding categories established in NVivo.

Name Description Quality criterion
Abstract Marks the abstract of the article, if present.
Keywords Marks the keywords of the article, if present.
RE phase Marks the RE phase(s) or sub-phase(s). QC1
Research gap Marks the research gap that the article aims to solve. QCs3
Purpose of tool Marks the main purpose(s) of the tool. QC4
NLP task Marks the NLP task(s). QC5
Marks if the technique, approach, algorithm, framework,
Actionability process, model, method or similar is actionable, e.g. tool- QC2

supported. Tools are automatically actionable.

Marks the evaluation of the tool or tool-supported technique/
approach/etc.

Marks that what is presented is a tool, technique, algorithm,
approach, framework, process, model, method or similar.

Evaluation QCeé

Tool/technique/ etc.

Establish categories for extraction

All coding categories were established beforehand; sub-categories will be discussed
in the subsection ‘Validate and adjust’. Some of these were established for the qual-
ity assessment, and several were established for the data extraction. The abstract
and keywords were also extracted. An overview of the categories can be seen in
Table 6.5.

The category ‘NLP task” wasn’t originally included; when the categories were es-
tablished, it started out as ‘NLP purpose’, marking what purpose the NLP serves.
Examples of categories were ‘Ambiguity detection’, ‘Classification’, ‘Requirements
extraction” and ‘Semantic preprocessing’. However, during the data extraction, it
became clear that subcategories for this category were ambiguous, and differences
in coding were hard to resolve. For example, if Named Entity Recognition is used to
extract a company’s name, is NER in that case semantic analysis or semantic prepro-
cessing? Thus, it was chosen to solely code the NLP tasks referred to in the articles.

Extract data

When the categories were established, the coding could begin. This meant marking
text and coding, e.g. dragging, it to the predetermined categories. Though also a
long process, it didn’t take as long as the study selection. Meanwhile, articles that
failed to meet any of the quality criteria were removed from the list in NVivo. This
further cut down the number of articles from 275 to 144. These 144 articles are what
the final article list consists of, answering RQ4. The full list is available in Appendix
C; please refer to Chapter 7 for more details on the list. Moreover, the list of articles
removed from scope during the quality assessment is featured in Appendix D.

Validate and adjust (iterative coding)

This sub-phase has already been discussed in Chapter 2, but as a reminder, it in-
volved validating the categories, creating sub-categories, coding the text in the super-
categories to the different sub-categories, validating the sub-categories and adjusting
them where needed. This process was done for two categories: the purpose of the
tool and the NLP task. For the RE phase, no iterative coding took place as the phases
and sub-phases were determined beforehand. Therefore, no articles fell outside of
this scope, as these had already been removed during the study selection.
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This phase was mainly relevant to the NLP tasks. That is because there are quite
numerous different NLP tasks used; therefore, some aggregation was involved to
reduce this number. Moreover, some tasks that seemed different, turned out to be
the same. An example is that one article used the term “shallow semantic parsing’.
After looking up what itis, it turned out that it’s a synonym for Semantic Role Label-
ing, and the article was coded to that category. Instances like this led to a reduction
of the NLP tasks from 64 to 24, which is the final list of NLP tasks in this research.
Less cycles were involved in determining the sub-categories for the Tool Purpose.
Most of the tool purpose categories are more or less congruent with the RE phase
categories; however, a distinction is still made between the RE phase and the tool
purpose as they are not always the same. An explanation for this phenomenon is
provided in Chapter 8.

When a consensus was eventually reached, the final (sub-)categories were estab-
lished from the data extraction, as well as a matrix of which article was coded to
which categories. This answered RQ5 and served as an input to RQ6. Though the
textual data is still available, it is unfortunately not further used in this research other
than creating word clouds per (sub-)category. We looked into clustering the text, but
it made too little sense for the results and proved too difficult. However, the data is
still available and could also be used as a training set for automated classification.

6.3.4 Data synthesis

While RQ4 and RQ5 were answered at this point, they also served as the input for
the final research question. In this phase, some simple analysis was used to show
some interesting facts about the dataset. Moreover, crosstabs and Jaccard Indices
were calculated to see any patterns of co-occurrence (RQ6).

Descriptive analysis

Descriptive analysis involves getting descriptive facts about the data set and pre-
senting them in some way. Some of these statistics have been included in Chapter
7 and Chapter 8, where they enrich some of the information shown. These statistics
were calculated using Google Sheets. Google Sheets was also used to create some of
the charts in those chapters.

Quantitative analysis

Quantitative analysis means using statistical tests to see if one can uncover informa-
tion in the data set. That means that one has to be familiar with the data set, the
type of data and how it is distributed, and what exactly one wants to uncover. In
this case, it was binary data: an article was either in a category (1) or not (0). Thus,
a normal distribution is not the case and the data category is nominal. As the intent
was to reveal correlations (thus, statistically significant combinations of categories),
an applicable statistic had to be calculated. At first, the Chi2 value of several cate-
gory combination matrices was calculated, but these results did not make sense as
0/0 was also included in the calculation, something that was to be avoided; thus, we
had to look for an appropriate metric that involves 0/1, 1/0 and 1/1. This metric
was found in the Jaccard Index (Jaccard, 1901).

The Jaccard index can be calculated of any crosstab with 4 cells. A fictitious example
is shown in Figure 6.3. Two questions are posed to 50 people: ‘Do you anticipate
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rain today?” and “Are you carrying an umbrella?” The respondents can only answer
“Yes” or "No’. We want to see if there is any correlation between the responses to the
two questions. The Jaccard Index is thus calculated by taking into account people
that answered “Yes’ to both questions and people that only answered “Yes’ to one
question or the other. The calculation is shown in the figure; ] denotes the Jaccard
Index. The result is a similarity coefficient: how similar the answers to the two ques-
tions are.

However, one might see that the score is lower because of the high number of peo-

A B c ] E
Are you camrying an umbrella?

2 No Yes

2 Do you anticipate rain today? No 6

2 iYas 20

8 =D4/(D4+D3+C4)=22/44=05

7 R1=D4/ (D4 +C4)=22/42 = 0.5238...
8 R2=D4 /(D4 +D3)=22/24 = 0.9166...

FIGURE 6.3: A fictitious example of the Jaccard Index (J) and ratios
(R1 and R2) described in this chapter.

ple not carrying an umbrella. Therefore, ratios have also been calculated for the NLP
tasks. In this particular case, it is calculated by dividing 22 by 22+2, which gives a
score of .9166, much higher than the 0.5 from the Jaccard Index. Calculation of the
ratios is also shown in Figure 6.3; the example just discussed is R2, while the other
ratio, so the ratio between the people that answered “Yes’ to both questions and the
ones that only answered yes to ‘Do you anticipate rain today?” would be R1.

Applied to the research, first crosstab matrices were created to determine how
frequently an NLP task occurred with another NLP task, a certain RE phase or a
certain tool purpose. One was also created for how often a Tool Purpose occurred
with a certain RE phase. This was done by taking the binary list of articles and
what category they appear in, creating a pivot table (in Microsoft Excel) and copying
these individual pivot tables into a larger matrix. Next, the Jaccard Indices were
calculated, but the ratios were only calculated for the NLP tasks, as they would
make no sense for Tool Purposes or RE Phases. Per Jaccard matrix, the distribution
of both these scores was checked (all were normally distributed), and then the mean
(u) was calculated over the entire table, over every row and over every column.
Moreover, the standard deviation (¢) was calculated for these as well. Lastly, the
scores were checked if they were statistically significant for their row, column or
overall. This was done by checking if the score was greater than or the same as
u + 2 x 0. The values were formatted differently based on their significance: bold if
it was significant for the row, underlined if it was significant for the column, and the
cell was marked green if it was significant overall. Of course, combinations of these
could occur. The results of this sub-phase are presented in Chapter 9.

6.3.5 Review

Reviewing the conducting phase was done usually during and after each sub-phase
was conducted. Therefore, the review of the entire conducting phase was not nec-
essary, and therefore not explicitly performed. However, we would like to note that
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because of weekly meetings and overall good communication between the student
and the first supervisor, few large adjustments had to be made. For discussion of
potential limitations of the study and threats to validity, please refer to Chapter 10.

6.4 Reporting phase

6.4.1 Report

This sub-phase involves reporting on the entire process of the SLR. The output of this
sub-phase is the thesis that you're currently reading. Notable is that a first version
of Chapters 1 through 5, albeit with some differences in scope and wording, were
written before the conducting phase was started as a research proposal.

6.4.2 Review and adjust

After the first version of the thesis was handed in and a presentation was given on
the research to other students and staff of the Master Business Informatics (the study
of the student), the thesis was reviewed and adjusted. The review was done by the
student, dr. Fabiano Dalpiaz and dr. Marcela Ruiz Carmona, while the adjustments
were made by the student. A final presentation on the entire research project was
given as a thesis defense.
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Chapter 7

List of Articles using NLP

RQ4: What tools and tool-supported approaches within requirements elicitation and require-
ments analysis employ NLP?

After performing the study selection and quality assessment sub-phases of the
SLR, 144 papers were still included. The full list can be seen in Appendix C. From
all these articles, further data was extracted to answer RQ5 and RQ6. The rest of
this chapter will feature examples of articles in the list per phase, as well as some
descriptive statistics of the data set in general.

7.1 Examples of articles per phase

Elicitation

An example of the intersection of NLP and requirements elicitation is the work by
Peng et al. (2017). In this study, the researchers collected reviews of mobile applica-
tions, and used classification techniques in combination with NLP pre-processing to
identify reviews with feature requests. The reviews are then clustered, and syntactic
parsing is used to extract feature requests from these clustered reviews. These fea-
ture requests can then be fed back to the developers, whom can decide to act upon
them or not.

Documentation

An example of requirements documentation is the work by Daramola, Sindre, and
Moser (2012), which supports this process via ontologies and boilerplates. An on-
tology can best be described as a knowledge base; it gives a set of concepts relevant
to the domain, and terms and knowledge related to these concepts. A boilerplate
is a template: for example, boilerplate code is code in programming that is used
throughout the software with few alterations. One could see the user story template
(discussed in Chapter 4) as a boilerplate. The article combines these to support the
user of the tool with writing requirements according to a predefined format that the
user can choose. This also uses rule-based analysis, on which we will go into further
detail in the next chapter.

Analysis

The work of Jurkiewicz and Nawrocki (2015) reports on the analysis of use cases.
As a reminder, use cases are often made based on the elicited requirements. These
use cases encompass events that happen in the interaction between user and system.
The automated identification of these events is what the researchers try to achieve.
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They do this by using a combination of sentence splitting, lemmatization, syntactic
parsing, Part-of-Speech tagging, and rule-based analysis.

Modelling

The work by Lucassen et al. (2017) is an example of requirements modelling, as a
model is derived from the requirements. The researchers visualize requirements’ re-
lations to each other. This is, again, done by using clustering techniques. For this, the
semantic similarity score between words in the set of requirements is calculated, and
the requirements are clustered based on this score. These clusters are then shown as
a visualization of the inter-relatedness of the requirements.

Classification

Ott (2013) presents a classification approach for Software Requirements Specifica-
tions at Mercedes-Benz. This classification also helps in extracting requirements
from relevant documents. As Mercedes-Benz is a German car manifacturer, the doc-
uments are first pre-processed using 2 different approaches: one is k-gram indexing
(splitting the word in different groups of k consecutive letters), while the other is
word segmentation (splitting compound words in separate words). Classification
based on k-gram indexing worked best.

Verification

One of the facets of requirements is checking for requirements completeness. One
of the approaches supporting this is the work by Ferrari et al. (2014b). First, they
identify 2 metrics that measure the completeness of an SRS. They then implement
these metrics in a tool that can improve it. The NLP tasks used are Part-of-Speech
tagging and stop word removal; the text is then classified and the completeness is
improved based on the classified requirements.

Prioritization

One of only 2 articles that use NLP in requirements prioritization is Duan et al.
(2009). This article attempts to attain automated requirements prioritization using
clustering techniques. As discussed in Chapter 5, clustering is grouping articles
without any prior data, usually by measuring word similarity. The NLP techniques
involved in this article are stop word removal and stemming, which will both be
discussed in Chapter 8.

7.2 Descriptive statistics

A distribution of articles over the years can be seen in Figure 7.1. This chart shows
that there is a positive trend in usage of NLP within requirements elicitation and
analysis, especially after 2012. Important to note is that the article search was con-
ducted about halfway 2018, and therefore, the number of articles in 2018 is slightly
lower 1. However, since there are also years that did not have any articles on NLP in
requirements elicitation or analysis (1994, 1998, 2001 and 2002), the upwards trend

LAt the time of the study search, the 26th edition of the IEEE International Requirements Engineer-
ing Conference (2018), one of the major sources for papers in the scope, had not yet taken place
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is not to be denied.
Figure 7.2 shows the distribution of the phases wherein the articles are applicable,

Prioritization
1.2% Elicitation

16.5%

Verification
25.0%

Documentation

Classification
6 Analysis

Modelling
226%

FIGURE 7.2: Distribution of the RE phases of the articles.

as based on Figure 6.1. The phases have been color-coded, to show the phases and
their sub-phases’ distribution. Taking into account the percentages also shown, it
can be seen that far more articles fall into the scope of requirements analysis than
requirements elicitation: 78 percent compared to 22 percent. From this, we can con-
clude that NLP within our scope is mostly centered around requirements analysis
tasks. The largest sub-phase is requirements verification with exactly 25% of the as-
signed categories belonging to it. During the research, this became clear early on;
there is a plethora of tools available for refining the requirements further, something
that will also be illustrated in the next chapter. Another large sub-phase is mod-
elling, with 22.6%.
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Important to note is that if all scores of the phases (within the pie chart) are added
up, one might notice that this adds up to 164, which is larger than the total number
of articles at 144. That is because numerous articles are coded to multiple phases or
sub-phases. This is done because the tool presented is used for overlapping phases.
This was a deliberate choice: If one article could only be coded to one phase, one
would have to assign priority to what phase is more important. This would only in-
troduce more subjectivity into the study. Moreover, information could be lost if such
a policy were to be enforced. Therefore, all three categories can overlap (though ad-
mittedly, this makes the most sense in the ‘NLP task’ category).
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FIGURE 7.3: RE phases, stacked per year to absolute numbers.
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FIGURE 7.4: RE phases, stacked per year to percentages of the total of
that year.

The results of combining the previous two graphs can be seen in 7.3 for abso-
lute numbers, and to 7.4 for percentages of the totals of that year. In figure 7.3, one
can see that the absolute numbers of requirements elicitation tools have remained
around the same number for the last 12 years, while the number of requirements
analysis tools vary. This is also illustrated in 7.4, where there is no stable trend visi-
ble in the ratio requirements elicitation to requirements analysis over the last years.

Figure 7.5 shows the distribution of libraries that the articles in the SLR are sourced
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FIGURE 7.5: Distribution of libraries that the articles in the SLR are
sourced from.

from. The most prevalent is SpringerLink, with over half of the articles; however,
the search of Wiley resulted in only one paper: Ben Abdessalem Karaa et al. (2015).
In Figure 7.6, one can see what type of venue the papers are sourced from. By far

Workshop
9.7%
Journal
33.3%
Conference
56.9%

FIGURE 7.6: Distributon of paper type: conference paper, journal ar-
ticle or workshop paper.

the most prevalent type is the paper that comes from proceedings of conferences; the
‘International Requirements Engineering Conference’ (RE) 2 and the ‘International
Working Conference on Requirements Engineering: Foundations for Software Qual-
ity” (REFSQ) ® were the most frequently occurring conferences, with scores of 13 and
10 respectively. If the distribution is stacked per year, like in Figure 7.7, one can see
a trend: the papers are less published in conference proceedings, and more in jour-
nals. This is an indication that NLP within requirements elicitation and analysis is
maturing. We hope to see the trend of increasing publishing of NLP-related articles

2h’ctp: / /requirements-engineering.org/
Shttps:/ /refsq.org/2019/welcome/
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FIGURE 7.7: Distribution of type of papers, stacked per year to ratios.

in RE-related journals continuing over the coming years.
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Chapter 8

A categorization of NLP within
requirements elicitation and
analysis

RQ5: How can Natural Language Processing tasks within requirements elicitation and re-
quirements analysis be categorized?

Through the process of iterative coding, numerous categories for NLP within the

domain of this research have been established. These are defined and exemplified in
this chapter. Moreover, the same is done for the RE phases that the tools employing
NLP can be categorized in, as well as the main purposes of those tools. Full lists of
which article features which RE (sub-)phase(s), tool purpose(s) and NLP task(s) can
be found in Appendices F, G and H respectively.
Important to note is the discrepancy between the main tool purpose and the RE
phase. Though it mostly overlaps, there are some cases where the phase of the tool
is not the same as the purpose of the tool. This can be because of multiple main tool
purposes or phases, or that the tool purpose is better applied in another phase. An
example is Duan et al. (2015): though the purpose of the tool is clustering, which falls
under the category PT_01 - Classification, the end goal of this clustering is elicitation,
and such the RE phase that the article is coded under is requirements elicitation.

8.1 RE Phase

This section features a formal definition of the RE phases discussed in Chapters 2 and
3. These categories were not established by iterative coding, but were established by
the literature study beforehand. To see how these phases are connected, please refer
to Figure 6.1.

8.1.1 RP_1 - Requirements elicitation

Definition: The requirements engineering phase wherein requirements for the soft-
ware system are elicited from stakeholders and other sources.

Number of articles: 27

Examples: The classification of non-functional requirements by Cleland-Huang et
al. (2007b); the approach for eliciting missing requirements by Gorse et al. (2004);
the ontology-supported method for elicitation byShibaoka, Kaiya, and Saeki (2007).
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8.1.2 RP_1.A - Requirements documentation

Definition: A sub-phase of requirements elicitation wherein the Software Require-
ments Specification (SRS) is written.

Number of articles: 9

Examples: The use of ontologies and boilerplates for writing an SRS by Daramola,
Sindre, and Moser (2012); the approach for rapid quality checks of an SRS ("smells")
by Femmer et al. (2017); the approach for collaborative requirements documentation
Sateli, Angius, and Witte (2013a).

8.1.3 RP_2 - Requirements analysis

Definition: The analysis of stakeholders’ needs for a software system, and further
processing these needs so that they can be used for a final list of requirements for
the software system.

Number of articles: 34

Examples: The use of machine learning to analyze requirements by Garzoli et al.
(2013); an approach for the estimation of user stories complexity using Bayesian
Networks by Lopez-Martinez et al. (2017); an approach for quality assurance during
software development by Ninaus et al. (2014).

8.1.4 RP_2.A - Requirements modelling

Definition: A Sub-phase of requirements analysis wherein models are created from
the requirements in the SRS. This sub-phase also includes formalization of the re-
quirements.

Number of articles: 37

Examples: The generation of UML class diagrams from requirements by Alkhader,
Hudaib, and Hammo (2006); the extraction of conceptual models from user stories
by Lucassen et al. (2017); the generation of activity and sequence diagrams from
requirements by Sharma, Gulia, and Biswas (2014).

8.1.5 RP_2.B - Requirements classification

Definition: A sub-phase of requirements analysis wherein requirements are classi-
fied according to a predefined scheme using automated techniques. This sub-phase
also includes requirements clustering and requirements mining.

Number of articles: 14

Examples: The classification of requirements in a Controlled Natural Language (CNL)
by Minhas et al. (2011); the mining of incoherent requirements in an SRS by Saint-
Dizier (2018); the classification of requirements based on neural networks by Winkler
and Vogelsang (2017).

8.1.6 RP_2.C- Requirements verification

Definition: A sub-phase of requirements analysis wherein requirements are vali-
dated and improved based on their completeness, correctness, ambiguity and over-
all quality.

Number of articles: 41

Examples: Interaction of tool and user to refine requirements by Boddu et al. (2004);
a tool that gives sources of ambiguity in an SRS by Gleich, Creighton, and Kof (2010);
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a method for the verification of non-functional requirements based on the Require-
ments Frame model by Matsumoto, Shirai, and Ohnishi (2017).

8.1.7 RP_2.D - Requirements prioritization

Definition: A sub-phase of requirements analysis wherein requirements are ranked
based on their priority.

Number of articles: 2

Examples: An approach for the automation of requirements prioritization and triage
by Duan et al. (2009); a tool-supported method using NLP and satisfiability modulo
theories solvers for prioritization by McZara et al. (2015).

8.2 Purpose of tool

This section defines the purposes of the tools presented in the articles. These were
formed during the iterative coding process. A tool can have multiple purposes, and
as such, there is some overlap. Moreover, this category largely overlaps with the
RE phase; however, as discussed in the introduction of this chapter, there are some
differences.

8.2.1 PT 1 - Classification

Definition: Tools that use automated techniques to classify input according to a
predefined scheme. Also includes clustering: classifying input without using a pre-
defined scheme.

Number of articles: 25

Examples: The use of clustering to increase automation of identifying early aspects
by Duan et al. (2015); an approach for classifying user reviews in mobile app stores
by Jha and Mahmoud (2018); the extraction of feature requests from app reviews
using a classification algorithm by Peng et al. (2017).

8.2.2 PT_2 - Elicitation of requirements

Definition: Tools that support elicitation or documentation of requirements.

Number of articles: 30

Examples: The use of topic modelling for generating creative requirements by Bhowmik
et al. (2015); a tool-supported method for structuring an SRS by Kiyavitskaya and
Zannone (2008); a method for identifying requirements in an SRS with the quality
characteristics of the ISE/IEC 9126-1 guideline by Terawaki (2011).

8.2.3 PT_3 - Model analysis

Definition: Tools that support the analysis of models, so that requirements can be
extracted or improved.

Number of articles: 20

Examples: An approach for identifying ambiguity in user stories using semantic
similarity by Dalpiaz, van der Schalk, and Lucassen (2018); the automated identi-
fication of events in use cases by Jurkiewicz and Nawrocki (2015); the automated
identification of transactions in use cases by Ochodek and Nawrocki (2008).
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8.2.4 PT_4 - Model extraction or generation

Definition: Tools that support the extraction of models from other models, or the
generation of models from an SRS.

Number of articles: 30

Examples: The generation of UML models from an SRS by Deeptimahanti and
Sanyal (2009); a tool that supports drawing UML diagrams corresponding with
an SRS by Gulia and Choudhury (2016); an approach that identifies instances of
commonality and variability in product lines in order to create feature models by
Loughran, Sampaio, and Rashid (2006).

8.2.5 PT_5 - Prioritization of requirements

Definition: Tools that support prioritizing requirements.

Number of articles: 2

Examples: An approach for the automation of requirements prioritization and triage
by Duan et al. (2009); a tool-supported method using NLP and satisfiability modulo
theories solvers for prioritization by McZara et al. (2015).

8.2.6 PT_6 - Quality analysis and/or improvement

Definition: Tools that support analyzing and/or improving various quality aspects
of requirements.

Number of articles: 30

Examples: An approach for quality analysis of requirements based on a reusable
domain model Annervaz et al. (2013); a framework that extracts low-level quality
indicators (e.g., number of ambiguous terms, overlapping requirements) from an
SRS by Génova et al. (2013); the usage of ontologies to discover ambiguous, faulty
or inaccurate parts of an SRS by Kérner and Brumm (2009).

8.2.7 PT_6.A - Ambiguity detection and/or resolution

Definition: Tools that support detecting and/or resolving ambiguity in textual re-
quirements.

Number of articles: 27

Examples: A framework that identifies and extracts uncertainty cues by Al-Sabbagh,
Girju, and Diesner (2015); an approach for detecting vague words in a translated SRS
by Cruz et al. (2017a); the identification of term-aliasing (multiple terms referring to
one same entity) in an SRS by Misra and Das (2013).

8.2.8 PT_6.B - Change impact or dependency analysis

Definition: Tools that support change impact analysis or dependency analysis be-
tween requirements.

Number of articles: 5

Examples: Analysis of change impact between requirements by Arora et al. (2015a);
a tool that analyzes requirements and recommends pairs as being interdependent by
Ninaus et al. (2014); a method for identifying a type of dependency between agents
(goal dependency, task dependency, soft-goal dependency or resource dependency)
from requirements by Soni and Gaur (2016).
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8.2.9 PT_6.C - Completeness or conformance checking

Definition: Tools that support requirements completeness checking, or their confor-
mance to a certain template.

Number of articles: 13

Examples: A tool for checking if requirements are conformant to boilerplates by
Arora et al. (2013); an approach for measuring and improving the completeness on
an SRS by Ferrari et al. (2014b); the use of ontologies for checking requirements on
completeness, consistency and ambiguity by Stalhane and Wien (2014).

8.3 NLP tasks

This section describes the different NLP tasks that are executed by the tools pre-
sented by the articles. Classification and clustering, though not NLP tasks in the
strictest sense, have also been included because of the high number of articles that
use these techniques. However, they have only been included if they were used in
conjunction with other NLP tasks; often, this was in the form of pre-processing tasks
like a linguistic filter or lemmatization. Some tasks aggregate multiple tasks; this
will be explicitly stated in the definition.

8.3.1 NT_01 - Anaphora detection and/or resolution

Definition: The detection and/or resolution of anaphora: uses of pronouns to refer
to an antecedent. For example: in the user story ‘as a customer, I want to chat with
customer service so that I can ask them questions with fast feedback’, “them’ is the
pronoun and “customer service’ the antecedent. The pronoun is replaced by the
antecedent if the anaphora is resolved.

Number of articles: 9

Examples: The merging of references in new sentences with previous sentences by
Harmain and Gaizauskas (2003); the resolution of anaphora in an SRS by Park et al.
(2000); the identification of pronouns and replacement with noun phrases by Sinha
et al. (2010a).

8.3.2 NT_02 - Chunking

Definition: Separating a sentence into parts that have a discrete grammatical mean-
ing. Examples of these meanings could be the noun phrase (‘the developers’) or verb
group (‘have to develop’).

Number of articles: 14

Examples: The usage of chunking to identfy noun and verb phrases by Mala and
Uma (2006); identifying noun phrases and verb phrases using chunking by Arora et
al. (2015a); chunking as a pre-processing step for classification by Mezghani, Kang,
and Sedes (2018).

8.3.3 NT 03 - Classification

Definition: Automated categorization of entities based on a predefined scheme.
Number of articles: 29
Examples: Classifying usability and user experience issues by Bakiu and Guzman
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(2017); automated classification of requirements in app stores by Deocadez, Harri-
son, and Rodriguez (2017); classification of keywords based on semantic similarity
by Ko et al. (2007b).

8.3.4 NT_04 - Clustering

Definition: Automated creation of similar categories for entities (clusters), without
using a predefined scheme.

Number of articles: 16

Examples: Clustering requirements based on patterns for the identification of user
preferences by Belsis, Koutoumanos, and Sgouropoulou (2014); clustering main verbs
of use case scenarios by Ko, Kim, and Park (2018); clustering requirements around
themes in order to improve user cohesion of the requirements by Misra, Sengupta,
and Podder (2016).

8.3.5 NT_05 - Discourse analysis

Definition: Umbrella term for NLP-assisted analysis of discourse between two par-
ties.

Number of articles: 1

Examples: The interpretation of separate sentences to represent their meaning by
Harmain and Gaizauskas (2003).

8.3.6 NT_06 - Entity recognition and/or extraction

Definition: Recognition and/or recognition of specific linguistic entities, for exam-

ple subjects, objects or verbs.

Number of articles: 21

Examples: The extraction of potential glossary terms from requirements by Dwarakanath,
Ramnani, and Sengupta (2013a); the extraction from nouns, noun phrases and verbs

by Ibrahim and Ahmad (2010b); the identification of nouns, noun phrases, verbs,
verb phrases, adverbs etc. by Liu, Li, and Kou (2014).

8.3.7 NT 07 - Lemmatization

Definition: Reducing a word to its basic form: the lemma. For example, “gets’, “got’
and “getting’ are all forms of get.

Number of articles: 14

Examples: The usage for lemmatization as word form reduction for a Requirements
Description Language by Asad Nagqvi et al. (2010); usage of lemmatization to im-
prove a classification algorithm’s recall score by Pinquié et al. (2016); lemmatization
as pre-processing for identifying duplicate functionality in use cases by Rago, Mar-
cos, and Diaz-Pace (2016b).

8.3.8 NT_08 - Linguistic filter

Definition: Removing specific categories of words from a text; a common form of a
linguistic filter is stop word removal.

Number of articles: 36

Examples: Removal of common words as pre-processing for prioritization by Duan
etal. (2015); stop word removal as pre-processing for classification by Cleland-Huang
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et al. (2007b); stop word removal as a pre-processing for automated conceptual
model extraction by Robeer et al. (2016a).

8.3.9 NT_09 - Morphological analysis

Definition: Analyzing words based on their morphemes: atomic parts of words that
cannot be split further. Also includes morphological parsing.

Number of articles: 15

Examples: Analysis of morphemes as a part of a tool for conceptual modelling by
Kiyavitskaya et al. (2004); morphological analysis as part of semantic analysis of an
SRS by Rashwan (2012); usage of morphological analysis to identify the singular
form of nouns and verbs by Umber, Bajwa, and Naeem (2011).

8.3.10 NT_10 - Named Entity Recognition (NER)

Definition: Recognition of named entities to belong to a certain category. For ex-
ample, a Named Entity Recognition module would recognize ‘Google” as a brand or
company, depending on the categorization.

Number of articles: 10

Examples: NRE as pre-processing for machine learning-based requirements anal-
ysis by Garzoli et al. (2013); NRE in a chain of NLP tasks that serve as Al-based
requirements improvement by Korner, Landhéufer, and Tichy (2014); NER as pre-
processing for automated summarization in Subha and Palaniswami (2013).

8.3.11 NT_11 - Part-of-Speech (PoS) tagging

Definition: The tagging of words with their respective syntactic roles in a sentence.
Number of articles: 63

Examples: PoS tagging as pre-processing for transforming requirements to sequence
diagrams by Diaz et al. (2005a); PoS tagging as pre-processing for the creation of
conceptual models by Lucassen et al. (2017); PoS tagging as pre-processing for con-
sistency analysis by Misra (2016).

8.3.12 NT_12 - Rule-based analysis

Definition: Analyzing a requirement based on a predefined set of rules or a pattern.
Also includes rule-based mapping, rule-based extraction and pattern matching. Ex-
ample: we have a regex analyzer <J]><NN> | <NN><NN>. This will identify 2-
word compounds with the first word being either an adjective (J]) or a singular noun
(NN) , and the second word being a singular noun. So from the requirement ‘the
spreadsheet should have a green interface’, this regex analyer would return “green
(J]) interface (NN)'.

Number of articles: 49

Examples: Usage of rules to bind words to linguistic concepts by Biébow and Szul-
man (1993); extraction of requirements that match a certain pattern by Li et al. (2015);
using patterns to detect incoherence in requirements by Saint-Dizier (2018).

8.3.13 NT_13 - Semantic Role Labeling (SRL)

Definition: Labeling words or parts of phrases to indicate their semantic role in a
sentence. Also known as shallow semantic parsing. For example, in “The UI should
have a color palette ranging from blue tot purple’, “a color palette ranging from blue
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to purple’ could in this case be labeled as a usability specification.

Number of articles: 11

Examples: Using the FrameNet project to semantically annotate words by Jha and
Mahmoud (2017); Use of SRL to identify predicate-argument structures by Narouei
and Takabi (2015); identifying predicates and arguments using SRL by Rago, Marcos,
and Diaz-Pace (2016b).

8.3.14 NT_14 - Semantic similarity

Definition: Calculating how similar two words or (parts of) phrases are in a seman-
tic way. For example, non-functional requirement’” and ‘quality requirement” are
expected to have a high semantic similarity score.

Number of articles: 22

Examples: Calculating semantic similarities using a dictionary by Asano, Hayashi,
and Saeki (2017); using semantic similarity to link ontologies to each other by Bhat,
Ye, and Jacobsen (2014); using semantic similarity scores to improve SRS complete-
ness by Zachos et al. (2007).

8.3.15 NT_15 - Sentence splitting

Definition: Splitting a text into sentences.

Number of articles: 26

Examples: Splitting requirements into multiple sentences as pre-processing for am-
biguity resolution by Cruz et al. (2017a); sentence splitting as pre-processing for
requirements annotation by Hussain, Ormandjieva, and Kosseim (2012); sentence
splitting as pre-processing for morphological analysis by Terawaki (2011).

8.3.16 NT_16 - Sentiment analysis

Definition: Analysis of the sentiment that a sentence or text conveys. For example,
"I dislike the new look of the interface” would be a negative sentiment.

Number of articles: 3

Examples: Analyzing and scoring sentiment of usability and user experience fea-
tures by Bakiu and Guzman (2017); sentiment analysis of app reviews by Guzman
and Maalej (2014a); sentiment analysis as pre-processing for automated app review
classification by Maalej et al. (2016).

8.3.17 NT_17 - Spelling checking

Definition: Checking if the spelling of words in a certain text is correct.

Number of articles: 4

Examples: Checking loaded requirements on spelling errors by Alkhader, Hudaib,
and Hammo (2006); assessing writing quality based on (among others) spelling
checking bySateli, Angius, and Witte (2013a); replacing misspelled words with cor-
rect forms by Sillaber and Breu (2014).

8.3.18 NT_18 - Stemming

Definition: Reducing a word to a base form: the stem. However, as opposed to
lemmatization, stemming operates without context; so if, for example, ‘better’ would
be both stemmed and lemmatized, stemming would yield no output while lemma-
tization would return “good’.
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Number of articles: 19

Examples: Stemming as pre-processing for analyzing use cases by Bolloju, Schnei-
der, and Sugumaran (2012); stemming words to create keywords of a requirement by
Ninaus et al. (2014); stemming as pre-processing for predicate generation by Veer-
appa and Harrison (2013).

8.3.19 NT_19 - Syntactic parsing

Definition: Recognizing a sentence or text, and assigning a syntactic structure to it.
This task includes both dependency-based and constituency-based parse trees.
Number of articles: 52

Examples: Constituent parse tree as pre-processing for the identification of candi-
date services by Bhat, Ye, and Jacobsen (2014); creating a dependency-based parse
tree to uncover dependencies between words in sentences by Biébow and Szulman
(1993); using syntactic parsing as a way to evaluate well-formedness of a user story
by Lucassen et al. (2015a).

8.3.20 NT 20 - Automated summarization

Definition: Automatically creating a summary from a text.

Number of articles: 1

Examples: Automatic summarization of the requirements in an SRS by Subha and
Palaniswami (2013).

8.3.21 NT 21 - Tokenization

Definition: Splitting a text into tokens: individual units that are usually separate
words.

Number of articles: 35

Examples: Tokenization of sentences as pre-processing for the automatic recommen-
dation of study nodes for HAZOP (Hazard and Operability) analysis by Daramola et
al. (2011); tokenization as pre-processing for the tagging of speech acts by Morales-
Ramirez, Perini, and Ceccato (2015); tokenization of the words in a use case as pre-
processing for the identification of transactions by Ochodek and Nawrocki (2008).

8.3.22 NT_22 - Topic modelling

Definition: Creating a model of related words or concepts about a certain word,
sentence or text.

Number of articles: 3

Examples: Creating a topic model in support of creative requirements authoring by
Bhowmik et al. (2015); topic modelling as an improvement of sentiment analysis by
Guzman and Maalej (2014a); topic modelling to facilitate grouping of requirements
candidates by Li et al. (2015).

8.3.23 NT_23 - Word sense disambiguation

Definition: Linking a word to its context in order to eliminate ambiguity. For ex-
ample, ‘diagram’ has multiple possible implementations, but adding “sequence” or
“activity” makes the meaning clear.

Number of articles: 2

Examples: A Word sense disambiguation module in order to support requirements
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identification by Garzoli et al. (2013); word sense disambiguation supporting service
discovery by Zachos et al. (2007).

8.3.24 NT_24 - Word segmentation

Definition: Splitting compound words into multiple words.

Number of articles: 4

Examples: Word segmentation of Chinese words by Lili et al. (2010); word segmen-
tation of German compound words in order to improve classification by Ott (2013);
Word segmentation of Chinese words by Sun and Peng (2015).

8.4 Descriptive statistics
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FIGURE 8.1: Likelihood per NLP task to occur.

In Figure 8.1, one can see how likely a task is to occur, in percentages. This is
deliberately shown as a stacked chart instead of a pie chart, as it often occurs that
multiple tasks are used within the same article. The tasks with the highest likelihood
are:

1. NT_11 - Part-of-Speech tagging, occurring in 63 or 43.75% of the articles;
2. NT_19 - Syntactic parsing, occurring in 52 or 36.11% of the articles;

3. NT_12 - Rule-based analysis, occurring in 49 or 34.03% of the articles;
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4. NT_08 - Linguistic filter, occurring in 36 or 25% of the articles;
5. NT_21 - Tokenization, occurring in 35 or 24.31% of the articles.

The least-used tasks are NT_05 - discourse analysis and NT_20 - automated summa-
rization, both in 1 article (or 0.69%).
The distribution of the tool purposes can be seen in Figure 8.2. Moreover, the distri-
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FIGURE 8.2: Distribution of tool purposes.
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FIGURE 8.3: Distribution of RE phases, edited to better reflect the
discrepancy with the tool purposes.

bution of the RE phases shown in Chapter 7 was edited to better reflect the overlap
and discrepancy with similar tool purposes; see Figure 8.3. The discrepancy dis-
cussed in the intro of this Chapter is exemplified in the difference between these
models. Not only are more tool purposes tagged than RE phases (182 vs. 164), cate-
gories like RP_1.A - requirements documentation, RP_2 - requirements analysis and
PT_3 - model analysis are broad and subject to interpretation. This will also be dis-
cussed in Chapter 10.
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What also illustrates this discrepancy is comparing the word clouds per coding cat-
egory. A word cloud is a figure of most frequently used words: in this case, the most
frequently used words in a coding category. The sizes of the words indicates their
frequency: the larger the word, the more often it is used.
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As an example, the word clouds of classification as a sub-phase of RE, as a tool

purpose and as an NLP task have been featured in Figures 8.4, 8.5 and 8.6 respec-
tively. These word clouds were created using the coding in NVivo; text in the coding
category was stemmed, and the omni-present word ‘requirements” was removed to
better reflect other important words.
Figure 8.6 also more words that better describe how classification works, e.g. ‘al-
gorithm’, ‘terms’, ‘words” and ‘learning’. Aside from the difference in number of
words between Figure 8.4 and Figure 8.5, as the sub-phase is often described in less
words, there are also differences in wording. Notably, the tool purpose word cloud
uses words that would discuss what a tool would do, like “‘propose’, ‘approach’, ‘pa-
per” and “extract’. The RE sub-phase word cloud is focused on more general words
like “detecting’, ‘clustering’, ‘mining’ and “classification’.
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FIGURE 8.7: Distribution of the top 5 NLP tasks per year.
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FIGURE 8.8: Distribution of the top 5 NLP tasks per year, stacked to
percentages of the overall.

Figures 8.7 and 8.8 show the distribution of the aforementioned top 5 tasks per
year, respectively in absolute numbers and as percentage of the total. What this
especially shows is that the linguistic filter is the task most recently introduced, from
2007 onwards. There seems to be no line in the ratios between them, though two
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major drop-offs of all tasks are visible in 2008 to 2009 and 2016 to 2017. The drop-
off of 2008 to 2009 is consistent with the drop-off of the total number of articles as
seen in Figure 7.1 shown in the previous chapter, the drop-off of 2017 is much larger
relatively. This could be a coincidence, but it could also signal an increase in more
complex NLP tasks being used, as these top 5 tasks are all relatively simple and
established tasks.

To see if the increase of more complex tasks is indeed true, we want to discuss the
NLP tasks on a more abstract scale. To do this, we have categorized the 24 tasks
into 4 groups: Syntactic, Semantic and Pragmatic for true NLP tasks, as suggested
by Cambria and White (2014), as well as a category ‘other” for tasks that are related
to NLP but not NLP tasks in the strictest sense. In Table 8.1, it is shown which tasks
belong to which category.

TABLE 8.1: A categorization of the NLP tasks.

Syntactic Semantic Pragmatic Other
Chunking Entity recognition ~ Anaphora resolution Classification
Linguistic Filter Lemmatization Automated summarization Clustering
Morphological parsing NER Discourse analysis Topic Modelling
PoS tagging Semantic similarity
Rule-based analysis SRL
Sentence splitting Sentiment analysis
Stemming Spelling checking
Syntactig parsing Word sense

disambiguation
Tokenization

Word segmentation

Figure 8.9 shows the total distribution of the tasks within the categorization of
Table 8.1. The Syntactic tasks category is by far the largest, with over 2 out of 3 oc-
curring tasks belonging to this category. Moreover, the ratios per year can be seen in
Figure 8.10. This figure shows that almost every year, syntactic tasks are, ratio-wise
the largest. Though a slight decrease of its share can be observed in the figure, this
is not only thanks to the semantic category, as that share remained relatively stable
over the past years. There is no clear pattern as to which of the categories ‘other” and
‘semantic” are increasing; they mostly balance out each other, while pragmatic tasks
are clearly staying behind. One would expect, based on Cambria and White (2014),
that semantic tasks would be on the rise, but this figure contradicts this prediction.
Perhaps in the coming years, semantic tasks will gain a larger share.
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Chapter 9

Patterns of co-occurrence for NLP

67

within requirements elicitation and
analysis

RQ6: What patterns of co-occurrence for NLP within requirements elicitation and require-
ments analysis can be uncovered?

This chapter discusses patterns of co-occurrence that have been uncovered in the
final data set. These patterns were calculated using Jaccard Indices and ratios, as dis-
cussed in Chapter 6. We will shortly discuss the patterns between the tool purposes
and the (sub-)phases before discussing the patterns between NLP tasks themselves,
the tool purposes and the RE (sub-)phases. Codes in the tables are abbreviated due
to space and readability constraints; Table 9.1 features a quick reference.

TABLE 9.1: A quick reference for codes used in this chapter.

Code Description # Code Description #
NT01 Anaphora detection / resolution 9  NT22 Topic modelling 3
NTO02 Chunking 14 NT23 Word sense disambiguation 2
NTO03 Classification 29 NT24 Word segmentation 4
NT04 Clustering 16

NTO05 Discourse analysis 1 RP1 Requirements elicitation 27
NTO06 Entity recognition / extraction 21 RP1A Requirements documentation 9
NT07 Lemmatization 14 RP2 Requirements analysis 34
NT08 Linguistic filter 36 RP2A Requirements modelling 37
NT09 Morphological parsing 15 RP2B Requirements classification 14
NT10 Named Entity Recognition 10 RP2C Requirements verification 41
NT11 Part-of-Speech Tagging 63 RP2D Requirements prioritization 2
NT12 Rule-based analysis 49

NT13 Semantic Role Labeling 11 PT1 Classification 25
NT14 Semantic Similarity 22 PT2  Elicitation of requirements 30
NT15 Sentence splitting 26 PT3  Model analysis 20
NT16 Sentiment analysis 3 PT4  Model extraction / generation 30
NT17 Spelling checking 4 PT5  Prioritization of requirements 2
NT18 Stemming 19 PT6  Quality analysis / improvement 30
NT19 Syntactic parsing 52 PT6A Ambiguity detection / resolution 27
NT20 Automated summarization 1 PT6B Change impact / dependency analysis 5
NT21 Tokenization 35 PT6C Completeness / conformance checking 13
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TABLE 9.2: Jaccard Indices of the tool purposes intersected with the
RE (sub-)phases.

RP1 RPIA RP2 RP2A RP2B RP2C RP2D v Sig. >
PT1  0.1556 0.0303 0.1346 00164 03929 0.0476 0.0385  0.1165 0.1332 0.3830
PT2  [JOIS000Y 0.0833 0.1228 0.0635 0.1000 0.0290 0.0000  0.1284 0.1691 0.4665
PT3  0.0000 0.0357 0.1489 0.1875 0.0000 0.1296 0.0000  0.0717 0.0811 0.2339
PT4  0.0755 0.0263 0.0492 [J0IS227) 0.0000 0.0597 0.0000  0.1048 0.1865 0.4778
PT5  0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 [#0000N 0.1429 0.3780 0.8988
PT6  0.0000 0.0541 0.1429 00152 0.0476 03922 0.0000  0.0931 0.1408 0.3747
PT6A  0.0000 0.0909 0.0893 0.0492 0.0250 0.3878 0.0000  0.0917 0.1358 0.3634
PT6B  0.0000 0.0000 0.1143 0.0244 0.0000 0.0222 0.0000  0.0230 0.0417 0.1065
PT6C 0.0256 0.1000 0.0444 0.0204 0.0000 0.2000 0.0000  0.0558 0.0722 0.2002

U 0.0841 0.0467 0.0940 0.0999 0.0628 0.1409 0.1154 y_tot 0.0920
o 0.1647 0.0377 0.0520 0.1683 0.1283 0.1539 0.3320 o_tot 0.1672
Sig. > 04134 0.1221 0.1980 0.4365 0.3194 0.4487 0.7793 Sig._tot > 0.4264

9.1 Tool purpose & RE (sub-)phase

Table 9.2 features an overview of the Jaccard Indices of the combination Tool Purpose
(PT) and RE (sub-)phase (RP). As a reminder, bold values are significant in their re-
spective row, underlined values are significant in their column, and cells marked
green are significant overall (p = 0.05). Appendix E features an overview used for
the codes that mark the tool purposes and RE (sub-)phases. Mean (u), standard de-
viation (¢) and minimum significant score (Sig. >) are shown in the bottom rows for
each row, in the rightmost columns for each column, and at the bottom right for the
overall scores (also denoted by _tot).

The first observation that one can make is that only 3 combinations are significant
overall: the combination PT_2 - Elicitation of requirements & RP_1 - Requirements
elicitation, PT_4 - Model extraction/generation & RP_2.A - Requirements modelling,
and PT_5 - Prioritization of requirements & RP_2.D - Requirements prioritization.
One could argue that these three combinations are trivial, as they would make sense
beforehand. However, in that case, one would also expect the combinations PT_1 -
Classification & RP_2.B - Classification to be significant, as well as the combination
PT_3 -Model analysis & RP_2.B - Requirements modelling. However, both these tool
purposes are often used in other RE (sub-)phases, which can be seen if one looks at
the rows of these tool purposes.

However, the data is also slightly distorted by the Jaccard Index of 1 between PT_5
- Prioritization of requirements & RP_2.D - Requirements prioritization. This *1’
is caused by only 2 articles being about requirements prioritization as a phase, and
both of these having the same tool purpose. If this "1’ would not have been included,
it is very likely that more values in the matrix would have been significant overall.
This is also a reason that not only overall significance has been included, but signif-
icance of rows ans columns as well; it counteracts the distortion of the overall tables
by extreme outliers. Other than the combinations that are significant overall, the
only combination that is significant in both its row and its column is PT_1 - Classi-
fication & RP_2.B - Classification. Thus, all values that are significant in their rows
are also significant in their columns.

There are also 3 values significant only in their row: PT_6.B - Change impact/ de-
pendency analysis & RP_2 - Requirements analysis, PT_6 - Quality analysis and/or
improvement & RP_2.C- Requirements verification, and PT_6.A - Ambiguity detec-
tion and/or resolution & RP_2.C - Requirements verification. This leaves two tool
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purposes and one RE (sub-)phase that have no significant co-occurrences overall:
PT_3 - Model analysis, PT_6.C - Completeness or conformance checking and RP_1.A
- Requirements documentation.

What this matrix shows is the discrepancy between the tool purpose and the RE
(sub-)phase, discussed at the start of Chapter 8. The fact that a tool has a certain
purpose can not be automatically linked to a distinct phase. This can be seen by the
fact that apart from PT_5 - Prioritization of requirements, all tool purpose and RE
(sub-)phases have values in multiple cells in their respective rows/columns. There-
fore, combining these two, at least in the context of NLP for RE, is unreliable as tool
purposes can belong to multiple phases.

TABLE 9.3: Jaccard Indices of the NLP tasks intersected with the RE
(sub-)phases.

RP1  RPIA RP2 RP2A RP2B RP2C RP2D o Sig. >
NT01 0.0588 0.0588 0.1026 0.0698 0.0000 0.0417 0.0000  0.0474 0.0373 0.1219
NT02 0.0250 0.0455 0.0213 0.0851 0.0000 0.1458 0.0667  0.0556 0.0491 0.1537
NT03 0.1200 0.0270 0.1667 0.0313 0.1944 0.0938 0.0000  0.0904 0.0744 0.2393
NT04 0.1316 0.0000 0.0870 0.0392 0.1538 0.0556 0.0588  0.0751 0.0534 0.1819
NTO05 0.0000 0.0000 0.0294 0.0270 0.0000 0.0000 0.0000  0.0081 0.0138 0.0356
NT06 0.1163 0.0345 0.1224 0.1600 0.0938 0.0333 0.0000  0.0800 0.0582 0.1965
NTO07 0.0789 0.0455 0.1163 0.0408 0.0370 0.0784 0.0000  0.0567 0.0376 0.1320
NT08 0.1887 0.0000 0.1864 0.0735 0.1111 0.1000 0.0270  0.0981 0.0724 0.2429
NT09 0.0769 0.0909 0.0889 0.0833 0.0357 0.0980 0.0000  0.0677 0.0362 0.1400
NT10 0.0000 0.0556 0.0732 0.0682 0.0000 0.0625 0.0000  0.0371 0.0351 0.1072
NT11 0.1250 0.0435 0.1829 0.0405 00156  0.1194 0.0866 0.2925
NT12 01176 0.1154 0.0247 0.0500 0.0000  0.1200 0.1094 0.3388
NT13 0.0556 0.0000 0.0465 0.0909 0.0417 0.0400 0.0000  0.0392 0.0318 0.1029
NT14 0.0889 0.0333 0.0980 0.0926 0.1613 0.1250 0.0435  0.0918 0.0442 0.1802
NT15 0.1042 0.0606 0.1765 0.1250 0.0256 0.1167 0.0000  0.0869 0.0614 0.2098
NT16 0.0714 0.0000 0.278 0.000 0.0000 0.0000 0.0000  0.0142 0.0273 0.0687
NT17  0.0000 0.0833 0.0270 0.0250 0.0000 0.0227 0.0000  0.0226 0.0296 0.0817
NT18 0.1220 0.0000 0.1778 0.0566 0.1000 0.0714 0.0500  0.0825 0.0571 0.1968
NT19 0.0822 0.0000 0.1467 [JOIS6O2N 0.0154 [JOI2E00Y 0.0000  0.1219 0.1405 0.4028
NT20 0.0000 0.0000 0.0294 0.0000 0.0000 0.0000 0.0000  0.0042 0.0111 0.0264
NT21 01071 0.0233 [JOI2588) 0.1613 0.0000 0.0857 0.0278  0.0942 0.0902 0.2746
NT22 0.0714 0.0000 0.0278 0.0000 0.0000 0.0000 0.0000  0.0142 0.0273 0.0687
NT23 0.0357 0.0000 0.0588 0.000 0.0000 0.0000 0.0000  0.0135 0.0240 0.0615
NT24 0.0333 0.0000 0.0556 0.0250 0.0588 0.0000 0.0000  0.0247 0.0259 0.0765

U 0.0754 0.0299 0.0970 0.0865 0.0466 0.0800 0.0121 y_tot 0.0611
o 0.0500 0.0342 0.0667 0.0890 0.0587 0.0794 0.0214 o_tot 0.0670
Sig. > 0.1754 0.0983 0.2305 0.2644 0.1641 0.2388 0.0549 Sig._tot > 0.1951

9.2 NLP task & RE (sub-)phase

Table 9.3 features an overview of all Jaccard Indices between the NLP tasks and the
RE (sub-)phases. Looking at the matrix, all overall significant values are for tasks
that are in the top 5 most frequently used (NT_11 - Part-of-Speech tagging, NT_12 -
Rule-based analysis, NT_19 - Syntactic parsing and NT_21 - Tokenization). 6 of the
7 tasks are in 2 sub-phases of requirements analysis; moreover, these are the same
3 tasks. The only other overall significant value is the combination of NT_21 - Tok-
enization and RP_2 - Requirements analysis.

There are no values that are both significant for their row and for their column.
Moreover, 4 out of the 7 overall significant values are for neither their row nor their
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column, and the other three are significant solely for their column. Overall, there
are only 4 values significant for their row: NT_16 - Sentiment analysis & RP_1 - Re-
quirements elicitation, NT_22 - Topic modelling & RP_1 - Requirements elicitation,
N_17 - Spelling checking & RP_1.A - Requirements documentation, and NT_20 -
Text summarization & RP_2 - Requirements analysis. These are all tasks with low
occurrences. More values are significant for their respective columns; a possible ex-
planation is that these significance values are calculated over more values, decreas-
ing the influence of outliers and therefore the ¢

TABLE 9.4: Jaccard Indices of the NLP tasks intersected with the tool
purposes.

PT1 PT2 PT3 PT4 PT5 PT6 PT6A PT6B PT6C v Sig. >
NTO1 00625 0.0263 0.0357 0.0833 0.0000 0.0263 0.250 0.0000 0.0000  0.0399 0.0430 0.1259
NT02 0.0263 0.0000 0.0303 0.1000 0.0625 0.1282 0.0250 0.0556 0.0800  0.0564 0.0409 0.1383
NT03 0.1132 0.0652 0.0172 0.0000 0.1569 0.0980 0.0000 0.0500  0.0945 0.1097 0.3138
NTO04 0.0952 0.0588 0.0222 0.0556 0.0455 0.0238 0.0000 0.0000  0.0647 0.0867 0.2381
NT05 0.0000 0.0000 0.0000 0.0333 0.0000 0.0000 0.0000 0.0000 0.0000  0.0037 0.0111 0.0259
NT06 0.1220 [JONISGON 0.0789 0.0851 0.0000 0.0200 0.0213 0.0400 0.0303  0.0648 0.0597 0.1842
NT07 0.0263 0.1000 0.1333 0.0476 0.0000 0.0732 0.1081 0.0000 0.0385  0.0586 0.0480 0.1545
NTos [J0I2200) 0.1579 0.0769 0.1000 0.0263 0.0820 0.0678 0.0789 0.0426  0.0947 0.0598 0.2142
NT09 00256 0.0465 0.0606 0.1250 0.0000 0.1250 0.1053 0.0000 0.0370  0.0583 0.0495 0.1572
NT10 0.0000 0.0811 0.0000 0.0256 0.0000 0.0526 0.0278 0.1538 0.0952  0.0485 0.0529 0.1542
NT11 0.0602 01341 0.1370 0.1772 0.0154 0.1481 00149 01176 01099 0.0645 0.2389
NT12 0.0278 0.0972 0.1129 |[J0I2844) 0.0000 0.0000 0.0877  0.1112 0.0948 0.3007
NT13 00588 0.0250 0.1071 0.0789 0.0000 0.0789 0.0556 0.0000 0.0000  0.0449 0.0402 0.1254
NT14 00930 0.0833 0.1053 0.0833 0.0417 0.0833 0.0889 0.0800 0.0938  0.0836 0.0175 0.1187
NT15 00408 0.0769 0.1500 0.0980 0.0000 0.0980 0.0600 0.0333 0.0833  0.0712 0.0438 0.1589
NT16 0.0370 0.1000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000  0.0152 0.0341 0.0834
NT17 0.0357 0.0303 0.0000 0.0303 0.0000 0.0000 0.0690 0.0000 0.0000  0.0184 0.0246 0.0675
NT18 0.1579 0.0889 0.1471 0.0426 0.0476 0.0889 0.0455 0.0909 0.0667  0.0862 0.0423 0.1708
NT19 00548 0.0789 0.1803 [JOISOEGY 0.0000 0.1714 0.1286 0.0364 0.0484  0.1112 0.0943 0.2997
NT20 0.0000 0.0000 0.0000 0.0000 0.0000 0.0333 0.0370 0.0000 0.0000  0.0078 0.0155 0.0389
NT21 00169 00833 0.1702 0.1607 0.0270 0.0833 0.0690 0.1111 0.0667  0.0876 0.0527 0.1930
NT22 0.0000 0.0645 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000  0.0072 0.0215 0.0502
NT23 0.0000 0.0323 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0714  0.0115 0.0249 0.0613
NT24 00357 00625 0.0435 0.0303 0.0000 0.0000 0.0000 0.0000 0.0000  0.0191 0.0242 0.0676

U 0.0722 0.0735 0.0706 0.0782 0.0115 0.0721 0.0644 0.0290 0.0420 u_tot 0.0570
[ 0.0923 0.0481 0.0610 0.0773 0.0203 0.0643 0.0575 0.0438 0.0389 o_tot 0.0625
Sig. > 0.2568 0.1698 0.1926 0.2328 0.0521 0.2006 0.1794 0.1166 0.1198 Sig._tot > 0.1820

9.3 NLP task & Tool purpose

Table 9.4 features an overview of all Jaccard Indices between the NLP tasks and the
tool purposes. This matrix features more overall significant values than the Jaccard
matrix of NLP task & RE (sub-)phase. This makes sense as more values are featured
in this matrix. Whereas the previous matrix” highest index score was 0.3692, the
highest score in this matrix is 0.3500; this occurs even though the significance score
(the individual score must be greater than or equal to this score in order to be signif-
icant) for this matrix is lower.

The task with the most instances of significance is NT_12 - Rule-based analysis. This
is interesting, as it had no significant scores in the previous Jaccard matrix. Again,
this is a testimony to the discrepancy between tool purpose and RE (sub-)phase.
Moreover, even though PT_2 - elicitation of requirements and RP_1 - requirements
elicitation have a significant Jaccard index as their combination in Table 9.2, they
share no task that is significant in both matrices.
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Other significant values from the Jaccard matrix are the combinations NT_06 - Entity
recognition / extraction & PT_2 - Elicitation of requirements, and NT_08 - Linguis-
tic filter & PT_1 - Classification. Both make sense: during elicitation, it is useful to
extract certain linguistic entities that identify, for example, what the noun of a cus-
tomer wish is so that it can be more easily be formed into a user story; and removing
stop words from a text will reduce the noise in that text, so that the classification
algorithm performs more accurately.

9.4 NLP task & NLP task

Table 9.5 features an overview of all Jaccard Indices between NLP tasks and other
NLP tasks. Indices of two same tasks (for example NT01 & NT01) have been ignored
as they are trivial; moreover, scores for NT in row & NT in column and NT in col-
umn & NT in row are the same. The p_tot and the o_tot have been calculated for
half of the values only, as the other half is exactly the same; though this makes no
difference for the y_tot, the o_tot becomes slightly larger.

Table 9.6 features an overview of all ratios between NLP tasks and other NLP tasks.
Ratios for both possibilities have been calculated; that is, under the black line, the
calculation was performed as follows:

((Occurrences of NLP task in row with NLP task in column) / ((Occurrences of NLP task
in row with NLP task in column) + (Occurrences of NLP task in row without NLP task in
column))).

Above the black line, the calculation was altered to:

((Occurrences of NLP task in row with NLP task in column) / (Occurrences of NLP task
in column with NLP task in row) + (Occurrences of NLP task in row without NLP task in
column))).

This alteration makes that in the columns, one can see the ratio task X to other tasks,
while in the rows, one can see the ratio other tasks to task X. The averages are scores
of the entire row or column, while the ratio is the average of that row/column di-
vided the corresponding column/row of the same task.

A fair multitude of task combinations are significant, as can be seen in the Jaccard
matrix. These are:

e NT_04 - Clustering & NT_14 - Semantic similarity

e NT_07 - Lemmatization & NT_11 - Part-of-Speech tagging

e NT_07 - Lemmatization & NT_13 - Semantic Role Labeling

e NT_08 - Linguistic filter & NT_11 - Part-of-Speech tagging

e NT_08 - Linguistic filter & NT_18 - Stemming

e NT_08 - Linguistic filter & NT_21 - Tokenization

e NT_11 - Part-of-Speech tagging & NT_12 - Rule-based analysis
e NT_11 - Part-of-Speech tagging & NT_15 - Sentence splitting

e NT_11 - Part-of-Speech tagging & NT_19 - Syntactic parsing

e NT_11 - Part-of-Speech tagging & NT_21 - Tokenization

e NT_12 - Rule-based analysis & NT_19 - Syntactic parsing
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e NT_15 - Sentence splitting & NT_21 - Tokenization
e NT_19 - Syntactic parsing & NT_21 - Tokenization

One significant combination that we did not expect was the combination Clustering
& Semantic similarity. Other significant combinations have at least one task that is
frequently occurring; however, both clustering and semantic similarity, though not
uncommon tasks, are not that frequent either. The combination does make sense;
clustering requirements based on their semantic similarity scores has occurred mul-
tiple times in the data set.

Other significant combinations are less surprising. An interesting parallel to draw is
between NT_07 - Lemmatization and NT_18 - stemming. As discussed in Chapter
8, both are tasks that have a similar goal, but the output can differ widely; more-
over, lemmatization is the more advanced of the two, as it takes context into account.
Though stemming is used slightly more often than lemmatization (19 occurrences vs.
14), lemmatization has a significant combination with both NT_11 - Part-of-Speech
tagging and NT_13 - Semantic Role Labeling, while stemming only has a significant
combination with NT_11 - Part-of-Speech tagging. Thus, one could argue that the
use of stemming is more spread out, while the use of lemmatization is more focused
within the field.

Discussing the Ratios matrix in Table 9.6, the columns with either white or dark
green values are columns with tasks that do not occur very often (ex. NT_05 - Dis-
course analysis, NT_20 - Automated summarization, NT_16 - Sentiment analysis
and NT_22 - Topic modelling). These have very high column ratios, while the score
is preferably somewhere around one. One should compare the average of a column
with the average of the corresponding row. For example, NT_05 - Discourse analysis
has a column average of 0.3043. This means that, on average, in 30.43% of the cases,
the task is used with another task. However, when looking at the row average, it
gives a score of 0.0429. This means that other tasks work in conjunction with dis-
course analysis only 4.29% of the time. This gives a use:being used ratio of over 23:1.
Preferably, a task has a use : used (average in column / average in row) ratio around
1. Examples of this are NT_01 - Anaphora detection resolution, NT_04 - Clustering
and NT_09 - Morphological parsing.
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Chapter 10

Discussion

This chapter serves as a reflection on the research conducted; mainly, what main
challenges and issues we encountered in the research and the data, and wht threats
to the validity of the study are relevant.

10.1 Research challenges

During the research, we encountered two main research challenges, along with sev-
eral smaller research challenges. The first main research challenge was the lack of
term uniformity in the field. This was less of a problem for identifying the RE (sub-
)phase or the tool purpose, but more for the identification of NLP tasks.

Different authors use different terms to describe the same general concept. A good
example is the earlier discussed example of shallow semantic parsing being Seman-
tic Role Labeling. This is an instance that is solved with a Google search; however, a
less clear example is from Tjong and Berry (2013):

SREE’s lexical analyzer scans a RS, RStat by RStat, and scans each RStat, token by
token, for any occurrence of any indicator in the AIC. During the scan, the lexical analyzer
of SREE reads tokens from its input RS and compares each token with each indicator in the
AIC. If SREE finds a match, it reports the token and its containing RStat as a potentially
ambiguous RStat.

This is a description of a task that is encompassed by pattern matching, which

is a part of NT_12 - Rule-based analysis. However, reading this for the first time
wouldn’t make either of those observations clear. That is why most articles had to
be read multiple times after the quality assessment phase before being able to cor-
rectly identify an NLP task, and later aggregating these. The iterative coding was
essential in this process, as without, numerous tasks would still be non-aggregated,
making the final list of NLP tasks less comprehensible.
Thus, we would like to ask authors of articles related to NLP in the scope of RE to
mark their relevant phases and NLP tasks according to wording that other authors
use, instead of trying to word the task or phase based on their own interpretation.
Even more ideal would be a common terminology spread throughout the field. As
this thesis tries to find terminology that best suits the phases, tools and tasks fea-
tured in the research, the results can serve as a starting point. From this point, sub-
categories can be added, modified to better fit the field, or removed where needed.

The second main research challenge is implicit tasking: tasks that are used in an
article, but not explicitly mentioned or described anywhere. Though more complex
task are almost always mentioned in a paper, we presume that simpler tasks like
tokenization, sentence splitting or stemming are often not mentioned. We base this
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presumption on the observation that the count of articles using Part-of-Speech tag-
ging is far higher than the count of articles using sentence splitting or tokenization,
two tasks that would normally be done prior to PoS tagging. Now, one might argue
that these are tasks are not as important as PoS tagging; however, leaving out this
data does decrease the reproducibility of the study.

Moreover, implicit tasking has influenced our data set. The choice to only include
tasks explicitly mentioned in the article is based on the fact that coding an article
based on a gut feeling makes validating this choice impossible. Therefore, solely
explicit tasks are included. Though we presume that multiple articles implicitly use
sentence splitting and tokenization, and perhaps other tasks to a lesser extent, we
cannot include these implicit tasks. Thus, we believe that it has some influence to
the final number of occurrences included in the data set. Therefore, we request the
authors of future studies to include any and all NLP tasks into their report; this helps
to improve on later iterations of similar studies to this one.

There were several minor research challenges. The first one was the number of

results that the queries returned; though the relevance of most of these results could
be determined quickly, the amount of work was high. Tying into the amount of work
is the high number of irrelevant results: of the 2,239 articles from the queries, only
144 were eventually used. However, a high amount of articles were returned during
the search that had one of the terms only in either the related works section or the ref-
erences, rendering them useless. The amount of manual work was also higher than
expected; especially during the study selection, study quality assessment/data ex-
traction and creation of the crosstabs for calculating the Jaccard Indices, this amount
stood out. All these challenges were eventually overcome.
A last challenge that was more difficult than expected when starting the study was
getting a concise understanding of both the fields of RE and that of NLP, and this
understanding is likely to still not be complete. However, this only calls for more
research to be done so that an even clearer picture of NLP can be created within the
entire field of NLP (as opposed to only elicitation and analysis).

10.2 Threats to validity

Zhou et al. (2016) discusses the threats to validity (TTV) possible for systematic lit-
erature reviews. In this section, we will discuss the threats relevant to our study.

10.2.1 Planning phase

A relevant TTV in this phase was the incorrect or incomplete search terms in the au-
tomatic search, because of the lack of inclusion of ‘requirements classification” into
the query for the study search. This was not a deliberate choice; only after the search
was discussed and decided that requirements classification should be included into
the scope of the study as a sub-phase of requirements analysis. Therefore, it is pos-
sible that some relevant papers have not been included because of this oversight.
However, we hope that the inclusion of the argument ‘requirements engineering’
has alleviated this TTV somewhat, as that is a much more common argument for
anything related to RE than ‘requirements classification’.

Also relevant to this same TTV is the decision to not include separate NLP tasks into
the query, and only including NLP and related terms. Though some results might
have been left out, the reason is twofold: first, it would make finding any of those
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terms in every article more difficult, and second, we believe that it would only have
yielded more irrelevant results with little pay-off in terms of relevant results.

The last limitation falling under the same TTV is not having a complete definition of
requirements analysis. The choice to focus on requirements elicitation and require-
ments analysis was made early on, in order to focus the literature search. However,
though requirements elicitation is well-established within the field of RE, require-
ments analysis and its exact definition is more ambiguous. This has also been dis-
cussed at the start of Chapter 5, and is the reason that we established our own defi-
nition. The TTV is that there is a chance that we did not include some specific sub-
phases that would have been within our definition’s parameters. Again, we hope
that including the argument ‘requirements engineering” has decreased this TTV.

We believe that other TTV are not applicable to our study. The research questions are
appropriate for the main research question, the search and sources have been clearly
stated beforehand and are established from well-established search arguments and
arguments respectively, and the SLR has been documented well in this report. There
is also no cultural bias involved and though the time span had some restrictions,
the time frame for from what years the articles have been collected has been clearly
stated.

10.2.2 Conducting phase

A TTV relevant here is subjective interpretation about the extracted data: a differ-
ence between the researchers on how the extracted data could be interpreted. This
applies to our study because of the risk of incorrect or incomplete coding. Even
though the articles were coded and validated in multiple cycles during the itera-
tive coding phase, a possibility exists that some coding might be incorrect, or that
some sections of text should have been coded as well. This effect is a result of the
researchers being human, and thus prone to error, as well as having their differences
in interpretation of certain texts between them. Additionally, the main author was
not an experienced researcher in either NLP or RE. What alleviates the effect is that
the coding was done by 2 researchers instead of just one, decreasing the risk because
of the validation between the researchers. The risk is not eliminated because of the
aforementioned inexperience of the main author, and a double-check is also partial
and error-prone. This TTV might have been eliminated altogether by using classifi-
cation techniques; however, this introduces the problem of ignoring the references
and the related works, and at the time of the coding, no training data was available.
Perhaps future studies can adjust our coding and validate the articles’ categorization
using classification based on a training set as result from our data.

One could also argue that the data synthesis was unsatisfactory, and that the textual
data should have been used as well instead of just the categorization and frequen-
cies. However, the textual data extracted is not perfect; because of the limitations of
NVivo, some of the data is jumbled and incomplete. Therefore, the choice was made
to use the categorization, but the textual data. Also important to this TTV is that
the use of the textual data would not directly make sense. The set could have been
used for a Term-Frequency matrix per task/phase/purpose, or perhaps for cluster-
ing; however, especially the latter brings a lot of extra effort, which might not be
paid off by the resulting clusters.

Another TTV is an identification error of primary studies in the searching process.
In our research, it is possible that some results were considered out of scope even
though they were not. Though we have established both our study selection criteria
and quality assessment criteria in Chapter 6, it is possible that several articles could
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have been wrongly interpreted. This is much more likely during the study selection,
as articles were read less carefully than during the quality assessment. This limita-
tion is a result of the large amount of literature that had to be selected in combination
with a not fully developed understanding of the field. We do not fear that any ar-
ticle that is currently in scope should be out of scope, because of the more rigorous
quality assessment.

Other TTV are not applicable to our study in our opinion. We removed all duplicate
and inaccessible studies from scope, had no bias in our study selection or quality
assessment as the selection and quality assessment criteria were set up beforehand,
the SLR was well-documented, and we believe that no classification errors in regard
to the primary studies were made.

10.2.3 Reporting phase

Two TTV exist in this phase: The generalizability of the primary study and the lack
of expert evaluation. We believe of both these TTV that they are not applicable to
our research. As the research was performed over a wide field of literature within
RE, the generalizability should not come in danger. Moreover, one expert was di-
rectly involved with this research as a first supervisor, and one expert as a second
supervisor; therefore, there was no shortage of expert evaluation.
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Chapter 11

Conclusion

The main research question posed in Chapter 1 was:

What is the current state of research on Natural Language Processing within
Requirements Elicitation and Requirements Analysis?

Based on the SLR that we have conducted and the data that we have presented,
we believe that we can now provide an answer to this question.

11.1 Conclusion

NLP within requirements elicitation and requirements analysis is a long way from
mature. Though more research is being done on the subject, and there is a trend
visible that more and more research is being published in journals, the NLP tasks
themselves see little increase in the ratio complex to simple. Syntactic NLP tasks are
still predominant. This not an unexpected finding, as syntactic NLP tasks are often
used to pre-process text so it can be used for semantic and pragmatic tasks, but prag-
matic tasks have not occurred in the last few years, and semantic tasks seem to have
stagnated. Of the top 5 tasks used within the field, none are semantic tasks. Thus,
more research should be done towards how semantic tasks can be better applied
within the phases and tool purposes.

Within the field, NLP is predominantly being used to analyze requirements and pre-
pare them for further processing. This is mostly centered around creating models
from elicited requirements, and improving the quality of the Software Requirements
Specification (SRS). Both these fields also have the same three tasks that frequently
occur: Part-of-Speech tagging, rule-based analysis and syntactic parsing. Two areas
that are being left behind compared to other RE (sub-)phases within the scope are
requirements documentation, e.g. the writing of the SRS itself, and prioritization of
requirements. We believe that writing requirements supported by NLP, for example
by enforcing a certain template, including spelling checking and directly resolving
any potential ambiguity, can prove very beneficial to requirements engineers in the
industry. However, as these tools require live interaction with requirement engi-
neers, it is understandable that research is not as frequent as less specialized tools
(solely for ambiguity checking, for example).

The tool purposes classification and model extraction / generation seem to be more
mature than others, with more articles being written on them and NLP tasks that
are more frequently used in conjunction than in other fields. This is also valid for
ambiguity checking. Some categories that are left behind are tools that prioritize re-
quirements or execute change impact/dependency analysis, and to a lesser extent
tools that check the completeness or conformance of requirements.
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An observation we made is that even though a tool for RE can have a certain pur-
pose and use certain NLP tasks to achieve that purpose, this tool purpose can belong
to multiple RE (sub-)phases, even at once. We found this to be especially valid for
tools that include classification or clustering. This phenomenon does make sense,
as both classification and clustering are techniques with a very broad potential for
implementation.

As for the NLP tasks themselves, we have found that common tasks include Part-of-
Speech tagging, syntactic parsing, rule-based analysis, tokenization and linguistic
filters. Rule-based analysis is the one that stands out among these five, as the other
tasks are more pre-processing tasks while rule-based analysis is a task that is often
further up the NLP chain. This particular task also has numerous significant inter-
sections with a plethora of tool purposes, illustrating its wide field of applicability.
As noted, pragmatic tasks tend to stay behind on these tasks, even though they have
potential in the field. Discourse analysis can be used to directly elicit requirements
from transcripts of discussions between stakeholders and programmers, and auto-
mated summarization can be used to summarize any SRS to a shortened version that
is ideal for management to skim through.

Few of the task combinations that frequently occurred went against our expecta-
tions. Often, these task combinations stem from tasks that occur frequently in gen-
eral, like Part-of-Speech tagging or tokenization. A noteworthy pattern was seman-
tic similarity combined with clustering, a combination we did not expect to occur as
frequently as it did. Also noteworthy is that even though a task frequently occurs
with another task, this might not be reciprocated. Examples of this phenomenon
are discourse analysis, automated summarization and topic modelling. Thus, one
should be wary of ratios that show only one side of the coin.

We encountered two phenomena that hindered our research. The first phenomenon
is a lack of common terminology in the field, as different researchers use different
terms to describe the same concept. Secondly is the habit of researchers not to ex-
plicitly describe some of the less-advanced NLP tasks that are nevertheless used in
their research. We therefore implore researchers to be as complete as possible when
it comes to describing their NLP chains, and reuse terms of other researchers instead
of trying to force their own descriptions.

11.2 Research directions

This study leaves a multitude of research directions open, both as continuation of
this study and as related research that this study identified as interesting. First,
by suggestion from dr. Andreas Vogelsang, there is little insight in what chains of
NLP tasks could be employed to facilitate more sophisticated techniques. Though
this study identified techniques that frequently co-occur, combinations of tasks that
frequently co-occur with other tasks (for example, stemming and a linguistic filter
combined with classification) have been neglected. It can be interesting to research,
in the perspective of RE, how NLP task combinations can be optimized in order to
execute another task to its fullest potential.

Second, as noted, this research started with Automated Reasoning in mind. Though
this field is still an interesting field to research in a requirements engineering per-
spective, other fields that could yield more benefit are machine learning and artifi-
cial intelligence. On that same note, requirements mining has not been researched
because of its very small literature base, but the mining for requirements in large
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text corpora (for example, product reviews or customer service e-mails and calls)
can prove beneficial to the industry.

A frequent term that occurred during the study selection, but was considered out
of scope, is requirements traceability: establishing links between requirements and
the software artifacts that implement them. Based on this observation, a system-
atic literature review to NLP within requirements traceability and its applications is
noteworthy. The same can be said for NLP in requirements management: how re-
quirements are handled within a software system from elicitation to implementation
to reuse.

We presume that the NLP tasks defined in this research are not the only NLP tasks
that currently exist. A potential continuation of this study could look into NLP tasks
that have not yet been employed in the field, and how they could be employed. In a
broader sense, one could also look into the current state of computational linguistics,
text mining and text-based information retrieval, and how techniques in these fields
can benefit the field of RE.

Lastly, this research has not taken any other fields where NLP is used into account.
In Chapter 1, it has been established that NLP also sees plenty of use in other fields.
Though it was the intention of this study to perform a study on NLP in other fields
as well, this plan was eventually scrapped in favor of more rigorous data analy-
sis. Therefore, the potential is still open, and researching NLP in other domains can
prove directions on how these tasks kan be better employed within RE.
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Appendix B

Full list of articles researched
during the preliminary study

Note: the year references to the year that the respective Requirements Engineering
conference took place in. All articles can be viewed at:
https:/ /www.computer.org/csdl/proceedings/r/list.html#collapse_RE .
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Appendix D. List of articles removed during quality assessment
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Quick reference list for codes
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Code Description # Code Description #
NT01 Anaphora detection / resolution 9  NT22 Topic modelling 3
NT02 Chunking 14 NT23 Word sense disambiguation 2
NTO03 Classification 29 NT24 Word segmentation 4
NT04 Clustering 16

NTO05 Discourse analysis 1 RP1  Requirements elicitation 27
NT06 Entity recognition / extraction 21 RP1A Requirements documentation 9
NTO07 Lemmatization 14 RP2  Requirements analysis 34
NTO08 Linguistic filter 36 RP2A Requirements modelling 37
NT09 Morphological parsing 15 RP2B Requirements classification 14
NT10 Named Entity Recognition 10 RP2C Requirements verification 41
NT11 Part-of-Speech Tagging 63 RP2D Requirements prioritization 2
NT12 Rule-based analysis 49

NT13 Semantic Role Labeling 11 PT1 Classification 25
NT14 Semantic Similarity 22 PT2  Elicitation of requirements 30
NT15 Sentence splitting 26 PT3  Model analysis 20
NT16 Sentiment analysis 3 PT4  Model extraction / generation 30
NT17 Spelling checking 4 PTI5  Prioritization of requirements 2
NT18 Stemming 19 PT6  Quality analysis / improvement 30
NT19 Syntactic parsing 52 PT6A Ambiguity detection / resolution 27
NT20 Automated summarization 1 PT6B Changeimpact / dependency analysis 5
NT21 Tokenization 35 PT6C Completeness / conformance checking 13
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Appendix F

Coding of RE (sub-)phases per

article

Note: the # corresponds to the # in Appendix C.

RP1 RP1A RP2 RP2A RP2B RP2C RP2D

#

10
11
12

13
14
15
16
17
18
19
20
21

22
23
24
25
26

27
28
29
30
31

32
33
34
35
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Appendix FE. Coding of RE (sub-)phases per article

RP1 RP1A RP2 RP2A RP2B RP2C RP2D

#

0

0

0

36
37
38
39
40

41

42
43

44
45

46

47

48

49

50
51

52
53
54
55
56

57

58
59
60
61

62
63
64
65
66
67

68
69
70

71

72
73

74
75

76

77

78

79

80
81

82
83
84
85
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Appendix FE. Coding of RE (sub-)phases per article

RP1 RP1A RP2 RP2A RP2B RP2C RP2D

#

0

0

0

86
87
88
89
90
91

92
93
94
95
96
97

98
99

0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0
0

100 0

101 0O

102 0

103 1

104 O

105 1

106 0

107 0

108 0

109 0

110 1

111 0

112 0

113 0

114 0

115 0

116 0

117 0

118 0

1
0
0
0
0
0
0
0
0
0
0
0

119 0

120 0

121 0

122 0

123 0

124 1

125 0

126 0

127 0

128 0

129 0

130 O
131

0
0
0
0

132 0

133 0

134 0

135 1



Appendix FE. Coding of RE (sub-)phases per article

133

136
137
138
139
140
141
142
143
144
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Appendix G

Coding of tool purposes per article

Note: the # corresponds to the # in Appendix C.

PT1 PT2 PT3 PI4 PI5 PTe PT6A PT6B PT6C

#

10
11

12
13
14
15
16
17
18
19
20

21

22
23
24
25
26

27
28

29

30
31

32
33
34
35
36

37
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Appendix G. Coding of tool purposes per article

PT1 PT2 PT3 PT4 PT5 PT6 PT6A PT6B PT6C

#

38
39
40

41

42

43

44
45

46

47
48

49

50

51

52
53
54
55
56

57
58
59

60
61

62
63
64
65
66

67
68

69

70
71

72
73

74
75

76
77
78
79
80
81

82
83
84
85
86

87
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Appendix G. Coding of tool purposes per article

PT1 PT2 PT3 PT4 PT5 PT6 PT6A PT6B PT6C

#

88
89
90
91

92
93
94
95
96

97
98
99

1
0
0
1
0
1
0
0
0
0
1
0
0
0
0
0
0
0
0
1
0
0
0

100 1

101 O

102 0

103 1

104 0

105 0

106 0

107 0

108 0

109 0

110 O

111 0

112 0

113 0

114 0

115 1

116 0

117 0

118 0

119 0

120 0

121 0

122 0

0
1

123 1

124 0

0
0
0
0
0
0
1

125 1

126 0

127 0

128 0

129 0

130 0

131 0

0
0
0
0
0
0

132 0

133 0

134 0

135 0

136 1

137 0
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Appendix H

Coding of NLP tasks per article

Note: the # corresponds to the # in Appendix C.
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NT01 NTO02 NT03 NT04 NTO05 NT06 NT07 NT08 NT09 NT10 NT11 NT12 NT13 NT14 NT15 NT16 NT17

10
11
12
13
14
15
16
17
18
19
20
24
25
26
27
28

#
1
2
3
4
5
6
7
8
9
21
22
23
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NT01 NTO02 NT03 NT04 NTO05 NT06 NT07 NT08 NT09 NT10 NT11 NT12 NT13 NT14 NT15 NT16 NT17

#

29
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49
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Appendix H. Coding of NLP tasks per article

NT18 NT19 NT20 NT21 NT22 NT23 NT24

#
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Appendix H. Coding of NLP tasks per article

NT18 NT19 NT20 NT21 NT22 NT23 NT24

#

51
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Appendix H. Coding of NLP tasks per article

NT18 NT19 NT20 NT21 NT22 NT23 NT24

#
101 O
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104 0
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0
1
0
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0

110 O
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0

112 0
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114 0

115 0
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116 0

117 0

118 0

0

119 0

120 0

121 0

122 0

123 0

0

124 0

125 1

126 1

127 1

0

128 0

129 0

130 0

131 0
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0
0

132 0

133 0

134 0
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0

136 1
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0
0
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